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Educational psychology is a special field of endeavor
because it strives to apply what is known about many
different disciplines to the broad process of education.
In the most general terms, you can expect to find top-
ics in this area that fall into the categories of human
learning and development (across the life span), moti-
vation, measurement and statistics, and curriculum
and teaching. More specifically, the educational psy-
chologist studies such topics as aggression, the rela-
tionship between poverty and achievement in schools,
lifelong learning, quantitative methods, and emerging
adulthood. Educational psychology is truly a diverse
and fascinating field of study and unlike other social
and behavioral sciences. Its significance for applica-
tion to the real needs of both children and adults
cannot be overestimated.

The importance of all these topics is not limited to
the college classroom or academic lecture circuit.
Rather, the ability to understand complex issues such
as vouchers, early intervention, inclusion, cultural
diversity, and the role of athletics in the schools (to
mention only a few examples) carries important
implications for public policy decisions. The encyclo-
pedia you have in your hands includes some technical
topics related to educational psychology, but for the
most part, it focuses on those topics that evoke the
interest of the everyday reader.

Although there are hundreds of books about differ-
ent topics in education and educational psychology
and there are thousands of university and private
researchers pursuing more information about these
topics, most of the available information tends to
be found in scholarly books and scholarly journal
articles—usually out of the reach of the everyday per-
son. In fact, there are few comprehensive overviews of
the field of educational psychology, and the purpose
of this multivolume Encyclopedia of Educational
Psychology is to share this information in a way that

is, above all, informative without being overly techni-
cal or intimidating.

Through more than 275 contributions, experts pro-
vide overviews and explanations of the major topics in
the field of educational psychology. 

How were these topics selected to be included in
this encyclopedia? The underlying rationale for topic
selection and presentation comes from the need to
share subjects that are rich, diverse, and deserving of
closer inspection with an educated reader who may be
uninformed about educational psychology. Within
these pages, the contributors and I provide the
overview and the detail that we feel is necessary to
become well acquainted with topics that fairly repre-
sent the entire field.

Like many encyclopedias, the Encyclopedia of
Educational Psychology is organized in alphabetical
order, from A through Z. However, there are particular
themes under which the information and the entries
could be organized conceptually. These themes, or
major topic areas, constitute the Reader’s Guide, which
appears on page xi. Categories such as Classroom
Management; Ethnicity, Race, and Culture; Families;
Intelligence and Intellectual Development; Learning
and Memory; and Peers and Peer Influences are only a
few that help organize the entire set of contributions.

The Process

Sage developmental editors Diana Axelsen and Carole
Maurer, the encyclopedia’s managing editor Kristin
Rasmussen, and I started the process of compiling all
the entries in the encyclopedia by asking experts in the
general field, as well as the more specific areas (again,
see the Reader’s Guide), what topics they feel should
be included to make a reference work that provides a
general overview of the field. We tried to ensure that
these entries included topics that would be of interest

xxix
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to a general readership and not terms that were too
highly technical or too far removed from the interests
of the everyday reader. This list was reviewed and
revised many times, until we felt that it was a compre-
hensive set of topics that best fit the vision for the
encyclopedia.

It was no surprise that this list would be edited and
revised as we worked and as authors were recruited to
write particular entries. Enthusiastic authors would
suggest adding topics that might have been over-
looked as well as removing topics that might have no
appeal. These suggestions were taken into considera-
tion as the final list that forms the A through Z collec-
tion was assembled.

The next step was to assign a length to each entry,
which ranges from 1,000 words for shorter articles
(such as the one on Parent–Teacher Conferences) to
more than 5,000 words for major entries (such as the
one on Literacy). The scope of different entries
varies depending on their importance to the field
and the amount of information we thought impor-
tant to include. In between, there are entries that are
2,000 and 3,000 words in length. Sometimes authors
would request that the length be extended because
they had so much information they wanted to
include and they felt that the limitation on space was
unwarranted. In most cases, it was not a problem to
allow such an extension.

The final step was the identification of authors.
This took place through a variety of mechanisms,
including experts’ recommendations, professional and
personal experiences of both the managing editor and
me, contact with authors of journal articles and books
that focus on a particular area directly related to the
entry, and requests for referrals from other individuals
who are well known in the field. It is a testament to
how deeply these authors are committed to their own
work and to sharing it with others that they gave freely
of their time and advice.

Once authors were identified and invited, and once
they confirmed that they could participate, they were
sent detailed instructions and given a deadline for the
submission of their entry. The results, after editing,
layout, and other production steps, are in your hands. 

How to Use This Book

Like a good meal, a book is meant to be fully enjoyed,
and whereas most people believe that encyclopedias

are only used for reference purposes, we hope that this
two-volume encyclopedia is an easy one to sit with
and browse.

A primary goal of creating this set of volumes was
to open up the broad discipline of educational psy-
chology to a wide and general audience. That’s why
you will find topics that are of particular interest to the
general public, such as vouchers, Head Start, divorce,
learning communities, and charter schools.

Take these books, find a comfortable seat in the
library, browse through the topics, and read the ones
that catch your eye. We’re confident that you’ll con-
tinue reading about the field and will use the sugges-
tions for such contained in the Further Readings list
following each entry. 

Should you want to find a topic within a particular
area, consult the Reader’s Guide, which organizes
entries within this two-volume set into general cate-
gories. Using this tool, you can quickly move to an area
or a specific topic that you find valuable and of interest.
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A
When I was a boy of fourteen, my father was so ignorant I could hardly stand to have the old man around.

But when I got to be twenty-one, I was astonished at how much he had learned in seven years.

—Mark Twain, ‘‘Old Times on the Mississippi,’’ Atlantic Monthly, 1874

ABSTINENCE EDUCATION

Abstinence education advocates abstinence as the

100% sure way to prevent pregnancy and the trans-

mission of sexually transmitted diseases (STDs). The

U.S. teen pregnancy rates have been decreasing since

the 1990s, but of all of the developed countries in the

world, the United States still has the highest teen

pregnancy rates. The Centers for Disease Control and

Prevention estimate that approximately 19 million

new STDs occur each year, almost half of them

among young people ages 15 to 24. Teens with STDs

are impacted emotionally and physically, and the

annual medical cost directly attributed to STDs in the

United States is well over $13 billion. Communities

are looking for answers on how to address the com-

plex issues of teen pregnancy and STDs. Abstinence

education is seen as one such answer.

The premise of abstinence education is that absti-

nence is the best choice for youth when it comes to

making sexual decisions. Schools and communities can

decide what type of programming to provide to their

young people. The current federal initiatives are driving

the abstinence-until-marriage initiatives, and anyone

receiving federal funding must adhere to specific guide-

lines. The evaluation of these programs shows some

short-term impacts on attitudes and behavioral intent,

but long-term studies on behavior are mixed. This entry

provides a general overview of sexuality education,

abstinence education, federal funding for abstinence

programming, guidelines for selecting programs, and

evaluation of abstinence programs.

Sexuality and Abstinence Education

Parents are the primary educators of their children.

Some parents may not feel comfortable broaching the

topics with their children, may not have the factual

knowledge to share with their children, or may not

know how to talk to their children in a developmen-

tally appropriate manner. Who else can teach the chil-

dren? The vast majority of children attend public

school, and schools are a logical place to provide

sexuality education. Programming may be taught by

teachers, health educators, nurses, doctors, or other

credentialed professionals. No matter who is teaching

the children, it is important for the school to verify

the accuracy of the curriculum, evaluate the creden-

tials of the provider, and be sure the curriculum meets

with school district policies.

Sexuality education guidelines are typically estab-

lished at the state level and carried out at the local

level. Almost every state mandates sexuality educa-

tion, and some mandate abstinence education. Dis-

tricts and communities may choose from a range of
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programs, from comprehensive sexuality education

programs—which may cover birth control, a range of

sexual behaviors, gender identity, life skills, and anat-

omy and physiology—to abstinence-only-until-marriage

programs, which only discuss sexual activity within

the context of marriage. School districts typically create

policies delineating what type of sexuality education

will be taught in what grades and what topics will be

covered. Most school districts allow students, with

parental permission, to opt out of sexuality education.

Sexuality education has changed from the broader

ranging comprehensive sexuality education in the

1970s to the current, more narrowly focused, federally

funded abstinence-only-until-marriage programs of

the late 1990s and today. The change in program

focus can be attributed to a concern among some par-

ents and communities that comprehensive sexuality

education was teaching students how to have sex or

was sending the mixed message ‘‘Do not have sex—

but if you do, be sure to use protection.’’ Some of the

disfavor arose from not clearly delineating what could

and should be taught in the schools, that is, concerns

over what was developmentally appropriate and what

was the purview of the parent. Some people felt absti-

nence education was a means of establishing moral

purity and strengthening marriage.

Abstinence education proponents support the one

message of abstinence from sex and do not want stu-

dents to receive the mixed message ‘‘Yes, remain

abstinent—but if you are not abstinent, then remem-

ber to use birth control.’’ Many abstinence education

programs do not discuss birth control except to

describe their failure rates. Components of abstinence

education programs can vary, but generally the focus

is on the harm that comes from sexual intercourse and

early sexual involvement. Depending on the school

district, curricula components vary and may or may

not include anatomy and physiology, life skills, com-

munication skills, or refusal skills components.

The curricula are created by a variety of people,

including teachers, school districts, health educators,

faith-based groups, private businesses, or community

members.

Abstinence-plus proponents believe abstinence is

the best choice for young people when it comes to

making decisions about sex. The ‘‘plus’’ in abstinence-

plus often includes life skills components such as goal

setting, life planning, communication, anatomy and

physiology, and information on contraception. The

plus component refers to the ability of the teacher to

answer student questions, provide information about

contraceptives, or possibly refer the student for infor-

mation on contraceptives.

The philosophy of the current abstinence-only-

until-marriage, also known as abstinence-only, pro-

grams is that sexual intercourse and sexual activity

should happen only between a man and woman and

only when they are married. There is no discussion of

contraception except to discuss failure rates, and no

programs may advocate for the use of contraceptives.

Each program adheres to a set of guidelines as estab-

lished by law in 1996. The next section discusses fed-

eral funding of abstinence-only programs and the

program guidelines.

Federal Funding

The first federal funding of abstinence programs was

created in 1981 with the Adolescent Family Life Act

as Title XX of the Public Health Service Act. Accord-

ing to the Office of Adolescent Pregnancy Programs,

the Adolescent Family Life (AFL) program supports

demonstration projects to develop, implement, and

evaluate program interventions to promote abstinence

from sexual activity among adolescents and to provide

comprehensive health care, education, and social

services to pregnant and parenting adolescents. The

program supports two basic types of demonstration

projects: (1) prevention demonstration projects to

develop, test, and use curricula that provide education

and activities designed to encourage adolescents to

postpone sexual activity until marriage; and (2) care

demonstration projects to develop interventions with

pregnant and parenting teens, their infants, male part-

ners, and family members in an effort to ameliorate

the effects of too-early-childbearing for teen parents,

their babies, and their families. The AFL program also

funds grants to support research on the causes and con-

sequences of adolescent premarital sexual relations,

pregnancy, and parenting. The Title XX funds not only

help the teens and families they serve directly, but they

also provide valuable information and evaluation find-

ings that can serve as a basis for future strategies.

Every program that receives AFL grant funds is

required to include an independent evaluation compo-

nent. This ensures that the lessons learned by each

community will benefit others in the future.

In 1996, federal abstinence education programs

narrowed the definitions of abstinence when Section

510(b) of Title V of the Social Security Act,

2 Abstinence Education



P.L. 104–193 was signed into law by President Bill

Clinton. The abstinence-only federal funding was cre-

ated as part of ‘‘welfare reform,’’ or the Temporary

Assistance for Needy Families Act (TANF). This

third funding stream provides grants to states for

abstinence-only-until-marriage programs. The absti-

nence-only-until-marriage educational or motivational

programs must adhere to the following eight criteria

as established by law:

1. Has as its exclusive purpose teaching the social,

psychological, and health gains to be realized by

abstaining from sexual activity

2. Teaches abstinence from sexual activity outside

marriage as the expected standard for all school-

age children

3. Teaches that abstinence from sexual activity is the

only certain way to avoid out-of-wedlock preg-

nancy, sexually transmitted diseases, and other

associated health problems

4. Teaches that a mutually faithful monogamous rela-

tionship in the context of marriage is the expected

standard of sexual activity

5. Teaches that sexual activity outside of the context

of marriage is likely to have harmful psychological

and physical effects

6. Teaches that bearing children out-of-wedlock is

likely to have harmful consequences for the child,

the child’s parents, and society

7. Teaches young people how to reject sexual

advances and how alcohol and drug use increases

vulnerability to sexual advances

8. Teaches the importance of attaining self-sufficiency

before engaging in sexual activity

As of 1997, all abstinence projects funded under

the Office of Adolescent Pregnancy Prevention must

adhere to the eight criteria. The funded projects must

be evaluated, and the curricula must be medically

accurate.

Title V grantees cannot provide educational pro-

gramming that goes against any one of the criteria

listed previously in this section, but the states have the

latitude to focus on only a few of the criteria. The

states can direct the funding to schools, community-

based organizations, health districts, media campaigns,

or faith-based entities. Each state has the discretion to

decide who receives the funding, how programs are

delivered, and if and how they will be evaluated.

In October 2000, the federal government expanded

the abstinence-only projects and created Special Projects

of Regional and National Significance–Community-

Based Abstinence Education (SPRANS–CBAE). The

SPRANS grants are awarded to states and commu-

nity organizations and can fund only abstinence-

only-until-marriage programs. In 2005 oversight of

the SPRANS–CBAE grants was moved from the

Maternal and Child Health Bureau to the Adminis-

tration for Children and Families (ACF); both are

within the U.S. Department of Health and Human

Services (HHS). This program is now known as

Community-Based Abstinence Education (CBAE).

The program requirements have been tightened; to

receive funding, each program now must adhere to

all eight criteria. Process evaluation is now required

for new grantees, but programs do not have to mea-

sure impact on program participants. So how does

one select an abstinence program?

Selecting and Evaluating Programs

Abstinence education programs are evolving, and the

types of programs offered are vast in terms of quality,

cost, and effectiveness. When choosing a program,

educators can look for teacher training, medical accu-

racy, evidence of effectiveness with similar popula-

tions, costs, whether the program is theoretically

based, and how it fits with community guidelines.

Other considerations include whether the program is

taught by a teacher or peers and how much time can

be devoted to the program. Programs can range from

a single 1-hour presentation to 25 sessions over 5

weeks. The curricula and desired learning outcomes

should coincide. A final component is the effective-

ness of the program; currently, long-term research on

the effectiveness of abstinence education is limited to

a few programs, and the results are mixed. Few rigor-

ous, long-term studies focusing on behavioral out-

comes have been conducted on specific abstinence-

only programs. The Office of Adolescent Pregnancy

Programs (OAPP) does require all of its abstinence

programs to be evaluated, and most of the published

abstinence evaluations are former OAPP projects.

Most of the programs have shown immediate differ-

ences in attitudes and intent to remain abstinent. One

problem with the evaluations of many abstinence

programs is the limited ability to assign students

to experimental or control groups, the presence of

follow-up evaluations, and the limited sample sizes.
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Research is needed to determine the long-term impacts

on behavior.

Caile E. Spear

See also Evaluation; Gender Identity; Sex Education
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ACCELERATION

The classical understanding of the term acceleration

is progress through an educational program at a rate

faster, or at an age younger, than conventional. This

is now referred to, more appropriately, as academic

acceleration and is based on the premise that each

child has a right to realize his or her potential.

Academic acceleration is valid pedagogy, is

grounded in and supported by research, and is an

appropriate response to the educational and social

needs of a student whose cognitive ability and aca-

demic achievement are several years beyond those of

their age-peers. Yet worldwide it is an educational

option little used. Even though the research on accel-

eration is so uniformly and distinctly positive and

the benefits of well-administered acceleration are so

unequivocal, educators are reluctant to accelerate

children, and some educational systems proscribe its

transparent use.

This entry presents an outline of current theory of

academic acceleration through a discussion of a curric-

ulum for gifted students, the benefits of acceleration,

a model for acceleration, guidelines for implementing

an acceleration program, and ongoing issues related

to the practice of acceleration.

Curriculum for Gifted Students

The literature is adamant: Gifted students are excep-

tional students who have three basic educational

needs. They require the provision of a curriculum that

is substantially and qualitatively differentiated; that is

prescribed, planned, articulated, permanent, ongoing,

and defensible; that is based on students’ exceptional-

ity; and that is predicated on the needs of each stu-

dent. Gifted students require accelerated, enriched,

and challenging learning experiences, with carefully

planned, relevant enrichment and with content accel-

eration to the level of each student’s ability. They also

require counseling and guidance to foster cognitive

and affective growth. Whereas most teachers and

researchers involved with the education of gifted stu-

dents agree that gifted students do require a differenti-

ated curriculum, there is passionate debate concerning

the form that this provision should take.

Counseling certainly is important for the social and

emotional development of the gifted student and

should be part of the framework for any program

devised for gifted students.

Academic enrichment is worthwhile for most stu-

dents and should not be offered to gifted students

only. Relevant academic enrichment requires the pro-

vision of a program specifically designed for the indi-

vidual. For gifted students, this will naturally entail

advanced material and higher-level treatment of topics

within their area of special aptitude, and the more rel-

evant and excellent the enrichment is, the more it

calls for acceleration of subject matter or grade place-

ment later. Indeed, acceleration may well be the most

appropriate form of enrichment.
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The notion of academic acceleration is evidently

contentious, with an enormous hiatus existing between

what research has revealed and what most practi-

tioners believe and do. The literature uniformly

emphasizes that academic acceleration should form an

integral component of a school’s program for gifted

students, complementing enrichment programs and

provisions and following relevant enrichment. Resis-

tance to academic acceleration, especially through

concerns for the social and emotional development of

the accelerated student, is not grounded in research.

Clearly, educators need to be aware of the empirical

research on the positive effects of academic accelera-

tion. Moreover, the literature carefully points out that

academic acceleration appears to be the best and most

feasible method for providing a challenging, reward-

ing, and ongoing education that matches a gifted

student’s academic and intellectual ability and comes

closest to meeting his or her educational, social, and

emotional needs.

Whatever the status of the debate, if service deliv-

ery is predicated on a gifted student’s precocious

development and educational needs, then a differenti-

ated curriculum should be challenging and education-

ally relevant and should be adapted by acceleration,

enrichment, sophistication, and novelty. Such an eclec-

tic approach to programming for the gifted will be

employed within an integrative framework, adaptable

to the cognitive and affective needs of the individual.

The issue may be placed in perspective by cor-

rectly noticing that a gifted student is already acceler-

ated and that what is accelerated through academic

acceleration is simply the student’s progress through

the formal school curriculum. The key point is that

matching the curriculum to the student’s abilities is

not acceleration per se, but rather it is a developmen-

tally appropriate teaching practice.

Types of Academic Acceleration

Grade skipping is but one example of academic accel-

eration. In practice, the range and types of academic

acceleration also include early entrance to school,

continuous progression, self-paced instruction, corre-

spondence courses, combined classes, multiage clas-

ses, curriculum compacting, curriculum telescoping,

extracurricular programs, mentorships, content accel-

eration, subject acceleration, credit by examination,

concurrent enrollment, advanced placement (an

American practice with few equivalents elsewhere),

early access to advanced-level studies while still at

school, and early entrance to university.

Academic acceleration, therefore, refers to any of

the ways by which a gifted student engages in the

study of new material that is typically taught at a higher

grade level than the one in which the child is currently

enrolled, covers more material in a shorter time, and

accordingly is seen to be vertical provision for gifted

students. Implicit is the assumption that gifted students,

who perform, or reflect the potential to perform, at

advanced skill levels should be studying new material

at levels commensurate with their levels of ability.

Because a common characteristic of gifted students is

their ability to learn at a fast rate, acceleration is seen

to be a fundamental need of a gifted student and, in

some form, should be an integral part of every gifted

program.

A model for academic acceleration may refer to

service delivery, whereby a standard curriculum expe-

rience is offered to a gifted student at a younger age

or earlier grade than usual. Or it may refer to curricu-

lum delivery, which involves increasing the pace of

presentation of material, either in the regular class-

room or in special classes. In either case, programs

for academic acceleration allow the examination of

content in greater depth, give access to subject matter

at levels of greater conceptual difficulty, and should

provide instruction that individually and explicitly

matches the achievement levels, ability, interests, and

learning style of the gifted student.

Benefits of Acceleration

Academic acceleration has several administrative bene-

fits. It is a readily available and inexpensive educa-

tional option. It is a way of giving recognition for

a student’s advanced abilities and accomplishments. It

increases learning efficiency, learning effectiveness,

and productivity; it gives a student more choice for

academic exploration; and it may give increased time

for a career.

The report A Nation Deceived presents an excellent

summary of recent research supporting the academic

and affective benefits of well-administered accelera-

tion. From this research come four important findings

that are strong and clear and unequivocal.

First, acceleration is consistently and highly effec-

tive for academic achievement. No studies have

shown that enrichment programs or provisions give

more benefits to gifted students than methods of
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acceleration. Academic benefits do arise from ability

grouping accompanied by a differentiated curriculum,

but the greatest benefit comes from academic acceler-

ation. That is, accelerated gifted students, regardless

of which form of acceleration is used, significantly

outperform students of similar intellectual ability who

have not been accelerated.

Second, there is no research to support the claim

of maladjustment from acceleration. Despite the

preponderance of evidence in favor of academic

acceleration, concern about the social and emotional

adjustment of accelerated students persists. This con-

cern is cited by both teachers and administrators as

the primary reason for opposition to academic accel-

eration. However, research finds no evidence to sup-

port the notion that social and emotional problems

arise through well-run and carefully monitored accel-

eration programs.

Third, acceleration is usually effective in terms of

affective adjustment. For many students, it removes

them from difficult social situations and from unchal-

lenging and inappropriate educational contexts. It

exposes the student to a new peer group and, in fact,

significantly increases the chances of a gifted student

forming close and productive social relationships with

other students. That is, academic acceleration goes

a long way to meeting the social and emotional needs

of the gifted student who uses it.

Fourth, a gifted student who is not accelerated when

it is appropriate may well experience educational frus-

tration and boredom; have reduced motivation to learn;

develop poor study habits; have lower academic

expectations, achievement, and productivity; express

apathy toward formal schooling; drop out prematurely

(there is at least some anecdotal evidence to support

this); and/or find it difficult to adjust to peers who do not

share advanced interests and concerns. That is, rather

than expressing concern over potential socioemotional

maladjustment arising from acceleration, teachers and

administrators need to be concerned about the probabil-

ity of maladjustment effects resulting from inadequate

intellectual challenge.

A Model for Academic Acceleration

It is important to see academic acceleration not as

a single intervention but rather as an ongoing, holistic,

whole-school process necessarily involving the stu-

dent, the student’s caregivers, and his or her teachers.

Accordingly, Peter Merrotsy has developed an accel-

eration model that recommends six steps toward a

better curriculum for gifted students: identification,

communication, a negotiated curriculum, academic

acceleration, access to advanced courses while still at

school, and support.

Identification

Identification of a gifted student should imply that

educational action will take place. It needs to be

remembered that identification is notoriously unreli-

able, especially for gifted students from a background

of disadvantage (e.g., low socioeconomic status or

forced cultural minority status). That is one of the rea-

sons why it is important to have a broad, inclusive

curriculum and to have students involved in making

decisions about their curriculum.

Communication

Each gifted student has a right to know the curricu-

lum options and pathways available to him or her.

Information about enrichment programs, extracurricu-

lar activities, meeting outcomes in alternative ways,

high-level courses, senior courses, academic accele-

ration, and access to advanced-level courses while still

at school should be clearly communicated to gifted stu-

dents, and indeed to all students and their caregivers.

A Negotiated Curriculum

Gifted students are in a position to make informed

decisions about their education. They should be

actively involved in decision-making processes con-

cerning their curriculum. Gifted students should be

empowered to negotiate their curriculum.

Academic Acceleration

Academic acceleration appears to be the best and

most feasible method for providing a challenging,

rewarding, and continuous education which matches

a gifted student’s academic ability and comes closest

to meeting his or her educational—intellectual, social,

and emotional—needs. In order to provide accelera-

tion options it may be necessary to change the organi-

zation of the school’s curriculum and, in some cases,

to change systemic policy.
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Advanced-Level Courses

Access to advanced-level courses while still at

school is an appropriate and natural progression for

a gifted student who has academically accelerated. It

is important to remember that an accelerated student

could choose instead to study a greater number of

secondary subjects, complete fewer secondary sub-

jects but in greater depth, or take a year off, perhaps

as an exchange student in another country. Whichever

option is pursued, careful long-term planning, clear

communication, and a negotiated curriculum are

needed.

Support for Gifted Students

To help their intellectual, social, and emotional

development, academically accelerated students need

appropriate support, in terms of policy, administra-

tion, coordination of courses, enriched educational

experiences, access to high-level courses, access to

specialist teachers, tutors, counselors and mentors,

and resources. In particular, gifted students from dis-

advantaged backgrounds, and from rural and isolated

settings, need financial support so that they have

access to resources and to educational experiences

and opportunities enjoyed by others.

Guidelines for Acceleration

The Iowa Acceleration Scale offers a thoughtful and

careful objective guide for whole-grade, academically

accelerated progression and is supported by research

and many repetition studies. There are four critical

items: If a student’s measured IQ is below 120, if

a sibling is either in the same grade from which the

student will accelerate or in the new grade to which

the student will accelerate, or there is any antipathy

by the student, then whole-grade acceleration is not

recommended. School history; an assessment of abil-

ity, aptitude, and achievement; academic and develop-

mental factors; interpersonal skills; and attitude and

support by the school and family are then taken into

account in order to give, or not give, as the case may

be, a recommendation for whole-grade acceleration.

If whole-grade acceleration is not recommended,

then advice is available on the suitability of other

forms of acceleration or on enrichment and extension

programs.

Ongoing Issues

Two key issues need to be addressed worldwide if

gifted students are to gain adequate access to a curric-

ulum that includes options for academic acceleration.

These issues need to be addressed to overcome the

impact of social and cultural disadvantage and to give

equity of access to appropriate educational programs

for gifted students.

First, the findings of research concerning the aca-

demic and affective benefits of well-administered accel-

eration programs need to be accepted by educational

administrators, communities, and teachers. System-

organizational patterns of social grouping and the

lockstep method of promotion constitute an effective

barrier to the development of giftedness, suggesting

the deep and urgent need for more flexible forms of

school organization that ensure continuity of experi-

ence based on criteria other than age or years of

attendance and that permit student progression based

on individual development and performance.

Second, the end result or consequence of accelera-

tion must be appropriately supported and managed by

the education system. For example, with respect to

advanced-level subjects studied while still at school,

clarification is needed concerning equity of access,

which can only be maintained through flexible forms

of delivery and alternative modes of study; recogni-

tion that they constitute a formal component of sec-

ondary school studies, with continuity and articulation

of curriculum; the status of secondary students who

have completed advanced level units of studies, inter

alia that they are still eligible for university entrance

scholarships; and credit transfer.

Peter Merrotsy

See also Attachment; Cognitive Development and School

Readiness; Emotional Development; Gifted and Talented

Students

Further Readings

Assouline, S., Colangelo, N., Lupkowski-Shoplik, A.,

Lipscombe, J., & Forstadt, L. (2003). Iowa Acceleration

Scale: Manual: A guide for whole-grade acceleration

(2nd ed.). Scottsdale, AZ: Gifted Psychology Press.

Colangelo, N., Assouline, S., & Gross, M. (Eds.). (2004).

A nation deceived: How schools hold back America’s

brightest students (2 vols., The Templeton National Report

on Acceleration). Iowa City, IA: Belin Blank International

Acceleration 7



Center for Gifted Education and Talent Development.

Retrieved April 20, 2007, from http://nationdeceived.org

Gross, M. (2004). Exceptionally gifted children (2nd ed.).

London: RoutledgeFalmer.

Gross, M., & van Vliet, H. (2003). Radical acceleration of

highly gifted children. Sydney, Australia: University of

New South Wales, Gifted Education Research, Resource

and Information Centre.

Merrotsy, P. (2002). Appropriate curriculum for

academically accelerated students: Listening to the case

studies of gifted students. Unpublished doctoral thesis,

Northern Territory University, Darwin, Australia.

Merrotsy, P. (2003). Acceleration: Two case studies of access to

tertiary courses while still at school. TalentEd, 21(2), 10–24.

Southern, T., & Jones, E. (Eds.). (1991). The academic

acceleration of gifted children. New York: Teachers

College Press.

ACCULTURATION

Acculturation is a complex process that includes those

phenomena that result when groups of individuals hav-

ing different cultures come into continuous firsthand

contact, with subsequent changes in the original cul-

tural patterns of either or both groups. The study of

acculturation was originally of interest to the fields of

anthropology and sociology, focusing on changes

occurring at a group level. However, acculturation

incorporates changes at the social, group, and individ-

ual levels. Later, other fields such as psychology exam-

ined acculturation at an individual level. The concept

of individual acculturation is also referred to as psycho-

logical acculturation, which is explained as a change

in attitudes, behaviors, beliefs, and values. In relation

to acculturation, scholars have identified six areas of

functioning that are directly affected by acculturation:

language, cognitive styles, personality, identity, atti-

tudes, and acculturative stress. Although acculturation

is usually linked to cross-cultural relocations, as with

immigrants and refugees, it may take place in numer-

ous sociocultural contexts among a variety of groups.

Acculturation is not restricted to those who embark on

geographical movement; it can occur in stationary

communities, such as in the case of indigenous or

native people and ethnic groups in pluralistic societies.

Dimension of Acculturation

Whereas many scholars and research studies have

focused on acculturation at a behavioral dimension, it

is important to recognize that acculturation can affect

other areas as well. Spoken language preference, tele-

vision program preference, and participation in cul-

tural activities are all ways in which acculturation

can be experienced at a behavioral level. Additionally,

acculturation can be experienced at a cognitive level,

which may influence values and knowledge. The

influence that acculturation has on the values may

influence attitudes and beliefs about social relations,

cultural customs and traditions, gender roles, and atti-

tudes and ideas about health. Knowledge may be

influenced by acculturation in the manner in which

we recognize or know about culture-specific informa-

tion, such as names of historical figures belonging to

the culture of origin and the dominant culture and the

historical significance of culture-specific activities.

Lastly, cultural identity has been proposed as a dimen-

sion of acculturation. Cultural identity refers to the

attitudes an individual has about his or her culture,

such as feelings of comfort, pride, or shame toward

the culture of origin or the host culture.

Theoretical and
Conceptual Frameworks

Medicine and psychiatry had a major influence in the

study of acculturation, and early theories of accultura-

tion assumed a clinical viewpoint on matters corre-

sponding to culture contact and change. Much of the

early work on acculturation focused on anxiety occur-

ring during cross-cultural transition.

Berry’s Model of Acculturation

Most of the current literature uses Berry’s model

of acculturation to distinguish between the four mod-

els (assimilation, separation, integration, and margin-

alization) of acculturation.

Assimilation

The assimilation model of acculturation charac-

terizes individuals that are highly acculturated; assim-

ilated individuals strongly identify with the dominant

or host culture, resulting in the loss of the original

cultural identity. The assimilation model of accultura-

tion has come to be known as cultural shift. Assimi-

lated individuals that no longer identify with their

culture of origin may behave in a manner that no lon-

ger reflects the behaviors of the original culture. For
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example, assimilated individuals may no longer speak

the native language, listen to native music, take part

in native dances, or follow the native culture’s dating

process. Along with behavioral changes, assimilated

individuals shift their beliefs, values, and attitudes to

match those of the dominant or host culture.

Separation

In the separation model of acculturation, also

referred to as cultural resistance, an individual will

maintain a strong identification with the culture of ori-

gin and does not accept the behaviors, attitudes,

beliefs, or values of the dominant or host culture.

Although an individual may be presented with oppor-

tunities to acculturate, the individual consciously

chooses to maintain an allegiance with the culture of

origin. In this model the individual only displays the

behaviors, attitudes, beliefs, and values of the culture

of origin.

Integration

The integration model of acculturation, also

referred to as cultural incorporation and bicultural-

ism, is exactly what the term implies. The integration

model is a merge and combination of two cultures:

the culture of origin and the new dominant or host

culture. Individuals in this model may successfully

display behaviors, attitudes, beliefs, and values from

both cultures. Individuals in this model identify with

both cultures and have a level of comfort within both

cultures.

Marginalization

The fourth model of acculturation is marginaliza-

tion; the marginalization model is described as a rejec-

tion or nonacceptance of the behaviors, attitudes,

beliefs, and values of both the culture of origin and

the new dominant or host culture. It is important to

keep in mind that a marginalized individual can main-

tain cultural competence with both groups and have

marginal traits as well. Additionally, a degree of

acculturation or identification with both cultures must

occur before marginalization takes place.

Acculturative Stress

One potential outcome or response of acculturation is

acculturative stress, which may result from differences

in language, perceived cultural incompatibilities, and

cultural self-consciousness. Some stress behaviors

that have been associated with acculturation are anxi-

ety, depression, feelings of alienation, and identity

confusion.

It is important to note that some research has

shown that acculturative stress is not related to the

level of acculturation. Thus, one cannot assume that

less acculturated individuals experience more accul-

turative stress than more acculturated individuals.

Scholars have also suggested that acculturative stress

can stem from the demands to maintain or learn one’s

cultural heritage while at the same time feeling pres-

sured by the dominant culture to assimilate.

Miguel Ángel Cano
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ADULT LEARNING

Adult learning is a complex phenomenon. Although

there are many commonalities between how adults
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and children learn, development and change that take

place across the life span play a definite role in under-

standing why adults learn, as well as how they learn.

In educational psychology, an understanding of adult

learning and the adult learner is crucial to a commit-

ment to lifelong learning. Major challenges facing

those who work with and study adult learners include

questions about the extent to which knowledge is dis-

covered or constructed and where one locates oneself

in terms of focusing on individual and social aspects

of learning.

History

In the early 1900s, the psychology of adulthood and

aging received scant attention, largely due to the strong

influence of psychologists such as John Watson, Sig-

mund Freud, and Jean Piaget, whose work emphasized

the view that adulthood could be understood as simply

an extension of development or learning in the early

years of life. However, as psychologists such as Erik

Erikson, G. Stanley Hall, Charlotte Bühler, and Sidney

Pressey began to extend their theories and research to

address the adult years, a greater understanding of the

psychology of adulthood began to emerge.

Probably the first major study of adult learning

was published by E. L. Thorndike and his colleagues

in the 1928 book Adult Learning. As a seminal effort

to provide empirical evidence related to learning in

adulthood, these authors concluded that learning abil-

ity peaks at about age 45, rather than age 20 as previ-

ously believed. This study set in motion an effort to

understand adult learning ability; this effort has con-

tinued to grow over nearly eight decades. Today, most

of the research and writing on adult learning come

from three fields: psychology, adult education, and

gerontology. The field of psychology has offered

a necessary, though not sufficient, foundation for

understanding adult learning. Adult education and

gerontology, through their professional literature, have

also made important contributions to learning in

adulthood. Although there is some overlap across

these areas, each field brings a different framework

and importance to the understanding of adult learning.

Participation in Adult Learning

One of the most extensively studied areas of adult

learning relates to the nature of participation in

adult learning. This involves three questions: Who

participates in adult learning? Why do adults engage

in learning? What are some of the factors that deter

or limit adults from participating in learning? In

1965, William Johnstone and Ramon Rivera reported

on a major national study of adult learning participa-

tion and found that 22% of all adults in the United

States participated in some form of learning activity

during the previous year.

Beginning in 1969, the U.S. National Center for

Education Statistics began to collect data about partici-

pation in adult education. These studies have been con-

ducted every several years and have offered insight

into some major trends. Unfortunately, because dif-

ferent data collection procedures and definitions were

used at different times, direct comparison across stud-

ies is not feasible. Nonetheless, it is possible to identify

certain trends in participation.

Data from 2000–2001 indicate that 46% of all

adults participated in some form of adult education

activity during the previous 12 months. This compares

with participation rates of 40.2% in 1995 and 33% in

1991. In terms of demographic breakdown, those in

the 41-to-50 age group had the highest participation

rate (55%), followed by the 16-to-30 and 31-to-40 age

groups (53% each). Female participants outnumbered

males (49%–43%), and in terms of race/ethnicity,

Whites had the highest participation rate (47%), fol-

lowed rather closely by African Americans (43%) and

Hispanics (42%). As might be expected, those with

higher educational attainment and income levels also

had the highest participation rates. Finally, people

who were employed during the previous 12 months

had over twice as high a participation rate as those

unemployed during the same period (54% compared

with 25%).

The way in which participation is defined has an

impact on the actual rates of participation. In the data

cited in the previous paragraph, participation was

defined as some form of adult education class. How-

ever, in the early 1970s, Allen Tough used a structured

interview process to assess involvement of adults

across the entire range of learning activities. In doing

so, Tough found that as many as 90% of the partici-

pants in his study engaged in some form of learning

activity over the previous year. Even more important

is that he found the vast majority of learning projects

(68%) were planned by the learners themselves, as

opposed to a teacher/instructor, tutor, or nonhuman

resource such as technology. Tough used the meta-

phor of an iceberg to illustrate what he found: Most
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adult learning lies beneath the surface and is not eas-

ily visible to those who only study participation in

organized courses or other activities. This finding

played a key role in stimulating research on self-

directed learning, which became one of the most

widely studied topics in the adult education literature

of the last decades of the 20th century.

To a large degree, participation in adult learning is

linked to life transitions. These transitions often serve

as ‘‘triggers’’ for adults to recognize that learning can

help them negotiate such transitions. In today’s world,

job-related transitions (e.g., job loss, promotion, new

responsibilities, retirement) are the most frequently

identified reasons for participation. Other examples of

transitions that can trigger the need for learning

include family issues like marriage, divorce, and par-

enthood; health issues such as wellness, coping with

a life-threatening illness, or being diagnosed with

a chronic condition; enrichment opportunities such as

leisure, art, or religion/spirituality.

One particularly influential study is Cyril Houle’s

The Inquiring Mind, which was originally published

in 1961. Houle interviewed 22 adults deemed to be

active learners and from these interviews, he identi-

fied a typology of orientations toward learning. Goal-

oriented learners viewed learning as instrumental to

achieving some other purpose; in other words, learn-

ing was seen as a means to another end. Activity-

oriented learners sought out learning activities for their

social value, as a way to meet new people and social-

ize. Learning-oriented adults were identified as those

who engaged in learning for its own sake.

Many factors can serve as barriers or deterrents to

participation in adult learning. These have been con-

ceptualized according to several different categories.

In essence, the major factors that limit participation

are (a) reasons linked to the life circumstances of

adults, which are often outside the control of the per-

son, such as lack of time, money, transportation, and

family responsibilities; (b) reasons related to institu-

tional policies and practices that limit participation,

such as scheduling of classes, information about

offerings, limited offerings, and policies that discrimi-

nate directly or indirectly against adult learners; and

(c) reasons related to attitudes and values of learners,

such as low self-concept, fear of failure, negative past

experiences, and lack of interest. In the 1980s and

early 1990s, Gordon Darkenwald and his colleagues,

Craig Scanlon, Thomas Valentine, and Elisabeth

Hayes, reported on the development of several forms

of the Deterrents to Participation Scale. This instru-

ment has made it possible to isolate and identify many

of the factors that contribute to nonparticipation in

adult learning.

Intelligence, Memory, and Cognition

Central to the study of adult learning, especially in

the realm of psychology and gerontology, has been

the body of scholarship on the related areas of intelli-

gence, memory, and cognition. Paul Baltes has

described the aging mind as having both potentials

and limits, resulting in age-related gains and losses.

Whereas some areas of functioning show decline,

other areas remain stable and, in some cases, show

improvement with age.

To understand changes in intelligence, memory,

and cognition over the adult life span, it is important

to recognize that much of what has been reported is

influenced by the types of research design that have

been utilized. Cross-sectional studies measure differ-

ent age cohorts at a single point in time. These studies

make it possible to look at age differences on the vari-

able(s) being studied; however, they do not accurately

describe age changes. Longitudinal studies, on the

other hand, measure the same cohort over time, mak-

ing it possible to study changes that take place over

time, but not cohort differences. Most of the early

studies on intellectual functioning relied on a cross-

sectional approach, and in such cases, researchers

often incorrectly identified age-related declines when,

actually, what they were observing were cohort differ-

ences. As is easy to picture, longitudinal research is

difficult to carry out because it requires researchers

who can envision and remain committed to a study

over many years and even decades. Other problems

with longitudinal studies are attrition of participants

and instrument decay resulting from changes in the

social context that can make earlier instruments irrele-

vant over time.

One way to minimize the limits of cross-sectional

and longitudinal designs is to use an approach that

combines both approaches in a single study. Here,

longitudinal data are collected over time with a single

cohort. During each measurement, however, a new

cohort of younger participants is added. Eventually,

this design will generate enough data to address age

changes over time as well as cohort differences.

Perhaps the most influential study of this type is the

Seattle Longitudinal Study, developed by K. Warner
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Schaie. Begun in 1956, with additional cohorts added

every 7 years, the Seattle Longitudinal Study has

focused on five mental abilities: (1) verbal meaning,

which refers to the ability to understand ideas as

expressed in words; (2) spatial orientation, the ability

to visualize, manipulate, and perceive connections

among objects; (3) inductive reasoning, the ability to

recognize or make sense of new concepts and the

ability to analyze and solve problems and situations;

(4) numeric ability, which refers to understanding

numbers and figures and the speed and accuracy with

which a person can solve numerical problems; and

(5) word fluency, involving ability to recall words in

writing and speech. Basically, this study has presented

evidence that in normal aging, there is little or no dis-

cernable decline in primary mental abilities until the

mid-to-late 60s and this decline is slow until the 80s.

An area of debate related to intelligence in adult-

hood centers on whether intelligence is a general fac-

tor, as is typically defined in IQ tests, or whether

there are different kinds of intelligence that account

for a wide range of abilities. The view that there is

more than one type of intelligence was introduced by

Raymond Cattell and John Horn, who distinguished

between fluid and crystallized intelligence. Fluid intel-

ligence is a biologically based form of intelligence

that is innate and involves reasoning ability. Crystal-

lized intelligence, on the other hand, is largely depen-

dent on education and experience. Thus, in this

view, there is evidence that whereas fluid intelligence

is characterized by age-related decline, crystallized

intelligence, by building on past experience, typically

increases over the life span.

In recent years, two theories have proposed that

intelligence comprises multiple factors. Robert Stern-

berg has proposed a triarchic theory of successful intel-

ligence, which holds that intelligence comprises a mix

of analytical, creative, and practical abilities. The first

of these is the more traditional view of academic intelli-

gence. Creative intelligence centers on how well one

addresses new and unfamiliar situations. Practical intel-

ligence has to do with how effectively one is able to

adapt to and solve everyday problems. A second

approach to the multifactor view of intelligence is

Howard Gardner’s theory of multiple intelligences.

According to Gardner, there are eight intelligences that

address a wide range of abilities. These intelligences

include linguistic, logical-mathematical, spatial, musi-

cal, bodily-kinesthetic, and two forms of personal intel-

ligences that involve understanding oneself and others.

The eighth intelligence, naturalistic, has been added

recently and is based on an understanding of the natural

environment. The theories proposed by Sternberg and

Gardner have relevance to adult learning because they

recognize and value types of intelligence that extend

beyond the more traditional IQ-based approach to intel-

ligence. Because adult learning typically has a practical

bent, emphasizing different kinds of abilities, the notion

of multiple intelligence holds much potential for future

research and practice with adult learners.

Memory is closely linked to intelligence. It involves

the acquisition, retention, and recall of information.

Although there are many schema for distinguishing

among different kinds of memory, the distinction

between short-term and long-term memory serves well

to illustrate how information is retained and recalled in

adulthood. Short-term memory, which typically covers

a period of 10 to 30 seconds, can be further broken

down into primary memory and working memory. Pri-

mary memory is more passive and involves holding

information for immediate recall (e.g., remembering

a phone number long enough to go to the phone and

dial it or remembering information on a road sign when

driving long enough to follow the desired direction).

Working memory is more active and centers on the

amount of information that can be held in memory long

enough to perform some other operation on it. Research

evidence suggests that whereas the changes in primary

memory are small and gradual over time, there is

a major decline in working memory with age. This

decline has been attributed to a host of factors, including

(a) a decline in mental energy that can result in over-

loading with increasingly complex tasks, (b) a weakened

ability to use strategies related to working memory, and

(c) a decline in speed of memory processing.

Long-term memory involves how facts are stored

(semantic memory) and the ability to recall events

from the past (episodic memory). Semantic memory

is typically stable into the 70s and then declines grad-

ually. On the other hand, episodic memory tends to

decline with age although it is possible to compensate

for some of this loss. Declines in long-term memory

have variously been attributed to how material is

acquired, how it is retrieved, and how fast it can be

processed. At the same time, some researchers have

suggested that memory training activities can help

adults retain the ability to use knowledge, strategies,

and skills.

Cognition involves all forms of knowing and

awareness, including, but not limited to, information
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processing, problem solving, perceiving, abstract rea-

soning, and judging. Much of the work on cognition

in adult learning acknowledges the work of Jean

Piaget as a starting point; however, because Piaget

focused primarily on early development, subsequent

work on cognitive development in adulthood has

attempted to move beyond Piaget’s original ideas.

One model of cognitive development that is often

adapted to the adult learning context is William

Perry’s intellectual development scheme. Based on

data from male Ivy League college students, Perry

found that as learners develop, they move from dual-

istic thinking, where ‘‘right and wrong’’ answers are

presented by authorities, to relativistic thinking, where

understanding the context is as important as the

knowledge itself. An important response to Perry’s

scheme is the work of Mary Belenky, Blythe Clinchy,

Nancy Goldberger, and Jill Tarule, who looked at

‘‘women’s ways of knowing.’’ They identified five

categories of knowing, ranging from ‘‘silence,’’ where

women lack voice and are subject to what is expected

from authority figures, to ‘‘constructed knowledge,’’

where women perceive themselves able to create

knowledge and to recognize all knowledge as contex-

tual. This important study offered evidence of ways in

which the experiences of women can differ from

those of men.

A question that lies at the heart of cognition centers

on whether knowledge is discovered or constructed.

Whereas many views of cognition emphasize knowing

as an internal process of uncovering knowledge that

goes on within the individual learner, the literature on

adult learning has increasingly focused on the social

context in which learning takes place. This approach to

understanding knowledge is often referred to as situ-

ated cognition. In situated cognition, knowledge can-

not be separated from the context in which learning

takes place. Thus, learning involves the construction of

knowledge within the social milieu in which it occurs.

Because it emphasizes learning in social context,

situated cognition is characterized as having an inher-

ently social or political element to knowledge and

a connection to the importance of power in relation to

cognition.

Theories and Concepts
in Adult Learning

There is no single theory or model that explains adult

learning. This should come as no surprise, as adults

engage in learning for myriad reasons and in virtually

unlimited settings. Adults become involved in learning

for such wide-ranging purposes as work/career-related

learning and training, literacy and basic skills develop-

ment, earning credentials or degrees, social change or

civic education, and personal growth, enrichment, and

enjoyment. Adult learning takes place in such diverse

settings as colleges and universities, public schools,

business and workplace settings, health and human

services agencies, churches, civic organizations, and

government agencies, including the military. Although

there is no single theory or model that can fully

explain adult learning, there are nonetheless several

theories or concepts that illustrate the scope of what is

known about adult learning. Five of these are described

in the following sections.

Andragogy

Andragogy is a concept that can be traced back to

the 19th century. However, it came into prominence

in adult learning during the late 1960s and early

1970s through the work of Malcolm Knowles.

Knowles was looking for a framework to distinguish

adult learning from learning in childhood (pedagogy).

Later, Knowles suggested that pedagogy and andra-

gogy are not limited to children and adults, respec-

tively, but are more matched to the maturity and

experience of the learner in a given setting. Though

andragogy is sometimes described as a theory, it is

probably more accurate to describe it as a set of

assumptions about how people learn. According to

andragogy, as learners mature,

1. their self-concept moves from being dependent to

increasing levels of self-directedness;

2. the role of the learners’ experience becomes an

increasingly valuable resource, and adult learning

is optimized when learners are able to tap into their

experience;

3. readiness to learn in adulthood is increasingly based

on real-life needs and situations;

4. there is a shift from learning for future application

toward learning to address immediate needs;

5. intrinsic motivators become increasingly more

important than extrinsic ones; and

6. before learning something, adults typically need to

know why they need to learn it.
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Although some critics have challenged andragogy

because its focus is largely on the individual learner

and does not directly address the social context in

which learning takes place, andragogy retains an

important place as a set of practices that have value

when working with adult learners.

Self-Directed Learning

Closely related to the first assumption of andra-

gogy, self-directed learning emerged in the early

1970s as one of the most systematic areas of research

and scholarship on adult learning. Much of this inter-

est grew out of the research of Allen Tough, which

was mentioned earlier in this entry, on adults’ learn-

ing projects. Subsequently, two individuals who have

played a key role in developing this work, both

through their own writings and through their many

doctoral graduates, are Roger Hiemstra and Huey

Long. Though there are many definitions, models,

and conceptualizations of self-directed learning, it is

essentially where the learners assume primary respon-

sibility for and control over their learning. In 1991,

Ralph Brockett and Roger Hiemstra synthesized ideas

from several previous authors to present a model that

describes self-direction as the product of two factors:

the teaching-learning situation and internal character-

istics of the learner. Out of this body of research, sev-

eral ideas have emerged: first, self-directed learning is

the most frequent way in which adults choose to

learn; second, self-directedness has a strong connec-

tion to how learners feel about themselves as learners;

third, several personality and social characteristics

seem to have a connection to self-directedness; and

finally, research on self-directed learning has probably

contributed to a more holistic understanding of adult

learners’ potential.

Transformative Learning

Experience lies at the heart of adult learning. In

most approaches to learning in adulthood, experience

is acknowledged to be an important resource for the

learner. However, it is not merely having an experience

that matters; rather, it is the way in which the learner

makes meaning of the experience and is changed by

the experience that is important. In the 1970s, Jack

Mezirow reported on a study of women who had

returned to college. He described a process similar to

consciousness-raising that took place for many of the

women. Instead of simply acquiring knowledge, the

experience of returning to college often resulted in

a transformation that transcended the college experi-

ence and led to a redefining of the self. Initially,

Mezirow referred to this process as perspective trans-

formation and laid the foundation for a theory that has

evolved over the ensuing three decades. Mezirow cited

several key influences including Jürgen Habermas (crit-

ical theory), Roger Gould (psychoanalytic psychology),

Paulo Freire (conscientization), and Thomas Kuhn

(paradigm shifts). Through exchanges with various

scholars who challenged aspects of Mezirow’s theory,

particularly those related to the emphasis on social

change, Mezirow and these scholars refined the theory

over time and began to use terms such as transforma-

tion theory, transformational learning, and transforma-

tive learning to describe this concept.

Transformative learning typically begins with a dis-

orienting dilemma that makes it necessary for a person

to examine existing assumptions and frames of refer-

ence. Examples of a disorienting dilemma include job

loss, diagnosis of an illness such as cancer or diabetes,

loss of a spouse or partner through death or divorce, or

some sort of spiritual awakening. The dilemma, by its

nature, redefines this aspect of one’s life in a way that

cuts across one’s roles, responsibilities, and identity.

Transformative learning involves a process of chal-

lenging assumptions in a way that helps one redefine

oneself. An example of this would be an adult who

returns to higher education and finds oneself immersed

in study in a way that the person becomes socialized

in an academic or professional field, and this new iden-

tity emerges as a vital part of who the person becomes.

In recent years, the literature on transformative

learning has snowballed as various scholars have

expanded on Mezirow’s original ideas. John Dirkx, for

example, has distinguished among four types of trans-

formational learning. He describes Mezirow’s view as

a ‘‘cognitive-rational’’ perspective, which shares con-

structivist theoretical underpinnings with Freire’s

‘‘emancipatory’’ approach but differs from Freire by

emphasizing the process of reflection and rational

thought. A third approach is the ‘‘developmental’’

perspective of Larry Daloz, which is holistic and con-

textually based and emphasizes how individuals nego-

tiate developmental transitions in their lives. Finally,

Dirkx describes a ‘‘spiritual-integrative’’ approach that

extends beyond the rational approach to focus on feel-

ings and images emerging from soul-based learning.

The point here is that Mezirow’s work is seminal to
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understanding transformative learning, and subsequent

work by various individuals, including work published

in such sources as Adult Education Quarterly and the

more recent Journal of Transformative Learning,

demonstrates that this topic has assumed a central

place in current scholarship on adult learning.

Humanism and Behaviorism

As with the field of educational psychology in gen-

eral, humanism and behaviorism have held an important

place in the conceptual foundations of adult learning.

Humanism, with its view of human nature as basically

good and the belief that individuals have virtually

unlimited potential for growth, is particularly attractive

to those seeking to bring out the best that adult learners

can achieve. In humanistic adult education, Carl Rogers

and Abraham Maslow are among the seminal thinkers.

The humanist perspective underlies many of the tenets

of andragogy and self-directed learning and is most

often reflected in adult learning activities directed

toward personal growth or improvement.

Behaviorism has also had a strong influence in the

area of adult learning. With emphasis on reinforce-

ment, learning for mastery, and helping people

achieve competency in what is being learned, behav-

iorism has been especially influential in settings

where performance and measurable outcomes are of

primary importance. The influence of behaviorism is

perhaps strongest in adult learning situations such as

training in business and industry and adult literacy

settings, where achieving measurable outcomes is

deemed central to the success of learning. It can also

be found where learning is designed to help people

change specific behaviors, such as weight loss, smok-

ing cessation, and substance abuse learning efforts.

Critical and Postmodern Perspectives

A major challenge to historically influential, learner-

centered adult learning theories has, in recent years,

come from critical and postmodern perspectives. Here,

the focus is less on individual growth and development

and more on issues of power and voice and the socio-

cultural context of learning. Sharan Merriam, Rosemary

Caffarella, and Lisa Baumgartner have noted that major

themes of these theories include race, class, and gender;

power and oppression; and knowledge and truth.

Because critical and postmodern theories emphasize the

context in which learning takes place and the idea that

knowledge is socially constructed outside of the indi-

vidual learner, these approaches are especially compati-

ble with learning for social change. However, those

who approach learning from critical and postmodern

orientations tend to reject or minimize the importance

of theories and research derived from a psychological

orientation. For those interested in the psychology of

adult learning, critical and postmodern theories pose

a challenge in terms of the degree to which emphasis

should be placed on individual and social dimensions

of learning.

Ralph G. Brockett

See also Cognitive View of Learning; Crystallized

Intelligence; Fluid Intelligence; Intelligence and
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Long-Term Memory; Multiple Intelligences; Older

Learners; Short-Term Memory; Triarchic Theory of

Intelligence; Working Memory
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See ATTACHMENT

AFRICAN AMERICANS

This entry provides a summary of issues related to

African Americans. It begins with a brief overview of
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the history and geographical distribution of African

Americans in the United States. This is followed by

brief descriptions of attitudes affecting African Ameri-

cans, including their attitudes toward the majority cul-

ture, religion and politics, racial identity, and African

Americans in society. Next is a summary of the

schooling experiences of, and educational outcomes

for, African Americans and an overview of some of

the major explanations for the achievement patterns of

African American students. Despite decades of educa-

tional research, African Americans continue to have

achievement levels that are substantially below their

White and East Asian counterparts, on average, and

this achievement gap has been the subject of consider-

able research in the field of educational psychology.

African Americans
in the United States

At 12.3% of the population, African Americans are

the second largest minority group in the United States,

behind Hispanics who make up 12.5% of the U.S.

population. Also commonly referred to as Black

Americans, African Americans are still the single

largest racial minority group in the country. Many

Black biracial individuals and foreign-born Blacks

also self-identify as African American. However, both

of these groups are quite small, constituting less than

1% and 5% of the Black population, respectively.

Black immigrants to the United States are from three

primary regions: the Caribbean, Latin America, and

sub-Saharan Africa.

In the early 1600s, some of the first Africans were

brought to the United States as indentured servants.

However, by the mid-1600s, the status of Africans in the

United States had been changed to slaves. By the end of

the legal slave trade in 1808, more than 500,000 Africans

had been brought into the United States, primarily to

work on the plantations in the southern states. Until

the Great African American Migration (1910–1920),

90% of the African American population lived in the

South, and less than 25% lived in urban areas. This early

20th-century migration of African Americans eventually

yielded settlement patterns that are reflected in the

United States today, with substantial concentrations of

African Americans in the urban centers of the north-

eastern and midwestern United States.

The South still has the largest concentration of

African Americans in the country, with more than

50% of the Black population. Nonetheless, African

Americans constitute less than 20% of the South’s

population. African Americans make up about 11% of

the populations in the Northeast and Midwest and

about 5% of the population in the West. The top 10

residential areas for African Americans include the

following metropolitan areas, in descending order:

New York City, Chicago, Washington, D.C., Atlanta,

Detroit, Philadelphia, Los Angeles/Long Beach,

Houston, Baltimore, and Dallas. Although there have

been declines in segregation over the past three dec-

ades, African Americans still live in highly segregated

neighborhoods, and the metropolitan areas with the

largest concentrations of African Americans also have

the highest levels of residential segregation. Affluent

African Americans also live in areas with high levels

of residential segregation, and children experience the

highest segregation levels at home and in school.

Attitudes Affecting
African Americans

African Americans report a substantial amount of

mistrust of Whites, and a majority of African Ameri-

cans report experiencing racial discrimination at least

once a year. African Americans report marked mis-

trust of the police and are more likely than other eth-

nic groups to believe in conspiracy theories. Thus,

many African Americans believe that the majority

culture does not want positive outcomes for their

group. The increasing numbers of legal challenges to

affirmative action, alongside media accounts of police

brutality, reports of discrimination in housing and

bank loans, and concerns about the disenfranchise-

ment of Black voters in recent national elections, are

seen as providing support for this hypothesis.

There is some evidence that African Americans’

beliefs are not wholly without merit. Although overt

negative attitudes toward African Americans have

decreased in the broader society, recent research sug-

gests that racist attitudes have become more covert

over time and that aversive (unconscious) racism still

plays a major role in the lives of African Americans.

Thus, although fewer than 5% of Americans endorse

negative stereotypes of African Americans, social psy-

chology research reveals differential responses to Afri-

can Americans in several circumstances. For example,

in bystander intervention studies, individuals respond

equally to Whites and Blacks when an emergency

occurs only if they are the only witness; they are less

likely to assist Blacks when there are multiple
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witnesses. Also, people report the same number of

negative characteristics for Whites and Blacks but

report significantly more positive characteristics for

Whites. Similarly, in evaluating job candidates, Black

and White candidates with comparable weak and mod-

erate skills are rated equally, but White candidates with

strong skills are rated substantially higher than Black

candidates with equally strong skills.

African American racial identity attitudes have

also received considerable research scrutiny. Black

racial identity was first conceptualized as a stage the-

ory, with African Americans moving from an anti-

Black stage to a pro-Black stage, with concomitant

increases in self-concept. Recent theorizing conceives

of Black racial identity as consisting of a set of multi-

dimensional attitudes. Studies have provided support

for several Black racial identity attitudes, including

low salience attitudes, high salience attitudes, pro-

Black attitudes, anti-Black attitudes, anti-White atti-

tudes, and multicultural attitudes. Recently, researchers

have demonstrated generalizable racial identity profiles

in the population, although it is not yet clear how these

will affect functioning. Several scholars have suggested

that in the social context of the United States, many

African Americans will have some minimal level of

negative attitudes toward Whites.

Religion continues to play a major role in African

American life, and the church has been one of the most

important forces in the African American community.

Estimates indicate that there are more than 60,000

Black churches in the United States, and African Amer-

icans have considerable membership numbers in several

Christian and Islamic denominations. From a religious

point of view, African Americans are generally conser-

vative. However, on the political spectrum, African

Americans are generally aligned with the Democratic

Party. Initially strong supporters of Abraham Lincoln

and the Republican Party after the American Civil War,

African American political allegiance shifted as the

Republicans compromised with southern states on

issues of civil rights. For much of the past 30 years,

more than 80% of African American voters have been

affiliated with the Democratic Party, and the 109th

Congress included 43 African Americans (1 senator

and 42 representatives), all of whom were Democrats.

Educational Issues

African Americans comprise approximately 17% of

the enrollment in public schools. However, they

constitute about 20% of the students in special educa-

tion, 30% of the students in vocational education,

23% of the students in alternative schools, and only

12% of the students in gifted and talented programs.

African Americans also make up 10% of the private

school enrollment. Overrepresentation in special edu-

cation is greatest in the categories of mental retarda-

tion, developmental delay, emotional disturbance,

deaf-blind, autism, and multiple disabilities. In con-

trast with the school population nationally, which is

concentrated in suburban schools, more than 50% of

African American students attend urban schools. On

average, African Americans attend schools of lower

quality with higher levels of segregation than other

groups, even though it is 50 years after the Brown v.

Board of Education of Topeka, Kansas, decision. In

this case, the U.S. Supreme Court indicated that

schools that were separate were inherently unequal.

African American students report concerns about vio-

lence and the availability of drugs, alcohol, and weap-

ons in the schools that they attend in substantially

greater percentages than do other ethnic and racial

groups.

One of the more persistent problems in the educa-

tion arena is the achievement gap between African

Americans, Latinas/os, and Native Americans on the

one hand, and Whites and Asian Americans on the

other. On average, African American students enter

elementary school with weaker math, vocabulary, and

reading skills than their White counterparts, even after

controlling for parents’ education levels, and this gap

in achievement widens from Grades 1 to 12. Signifi-

cantly fewer African American preschoolers and kin-

dergartners can identify all the colors and alphabet

letters, and twice as many African Americans in this

age group are diagnosed with learning disabilities

compared with their White counterparts. The event

dropout rate (i.e., the percentage of students who

dropped out of high school in a given year) for Afri-

can American students is about 6%, and the status

dropout rate (i.e., the percentage of individuals in the

population from a certain age group who are not

enrolled in school and have not earned a high school

diploma) for African Americans aged 16 to 24 is

approximately 13%. Dropout rates for African Ameri-

cans declined substantially from the 1970s, but they

stabilized in the late 1990s. In some urban districts,

African American graduation rates are below 50%.

Data from longitudinal studies of school-age ado-

lescents indicate that African American students miss
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more days of school than the aggregate U.S. student

population and have the highest suspension and

expulsion rates. African American students also report

spending more time watching television on weekdays

and weekends. African American males are overrep-

resented in both incarcerated youth and youth on pro-

bation. These disparities are also reflected in both

educational and occupational attainment. African

Americans have lower college enrollment and gradua-

tion rates than do White and Asian students, and the

percentages of African American workers decrease as

one moves from clerical up to professional positions.

Explanations of African
American Achievement Patterns

Several explanations have been advanced for African

American underachievement, although it is likely that

no single factor provides a complete explanation of this

complex issue. Many of the initial arguments focused

on environmental deficits. For example, it was assumed

that African American homes were culturally deficient

in ways that precluded academic achievement. How-

ever, differences related to academic achievement

(e.g., quantity and quality of language in the home)

were related more closely to class than to racial group.

Deficits in the segregated schools that African Ameri-

cans attended were also identified as a major concern,

and one of the major legal accomplishments of the

civil rights era was the Brown v. Board of Education of

Topeka, Kansas, decision in 1954. This decision led to

decades of desegregation plans by school districts,

some of which are still in place.

Another long-standing argument has been based in

biology and genetics—that is, African Americans have

lower scores on measures of g (general intelligence)

and consequently lower academic achievement. How-

ever, this explanation has been criticized for ignoring

data on the increase in IQ scores over the past century

(the Flynn effect), the reciprocal relationship between

effective schooling and IQ, and the differential contri-

butions of IQ to the variance in achievement across

socioeconomic groups. There have also been sugges-

tions that African Americans have different cultural

styles than Whites and that there is a mismatch between

Black cultural styles and the common methods of

teaching in the school system. However, this suggestion

has not been supported in empirical studies, in part due

to the failure of researchers to adequately define and

operationalize culture.

Socioeconomic status has also been put forward as

a reason for African Americans’ underachievement, as

there is a moderate relationship between poverty and

academic achievement. African Americans are one of

the poorer groups in the United States, with 25% of

African American adults and 33% of African Ameri-

can children living below the poverty line. In addition,

more than 40% of the African American population

live in households with annual incomes of less than

$25,000, and African Americans comprise about 40%

of the homeless population. Black males also have the

highest unemployment rate, and only 12% of all Afri-

can American households report incomes of more than

$75,000. Although socioeconomic status plays a role,

there are data indicating that the achievement gap is

present at all socioeconomic levels.

Although there are consistent positive relationships

between academic achievement and several psychoso-

cial variables across racial and ethnic groups, includ-

ing academic self-concept, academic self-efficacy,

self-regulation, motivation, and future time perspec-

tive, there have been few studies of these constructs

in African American populations, and the studies that

exist have been of limited utility in explaining the

achievement gap. African American students consis-

tently report higher self-concept scores and educa-

tional and occupational expectations, despite lower

academic achievement. There is a growing consensus

that the motivation and future orientation of African

Americans may be affected by the marginalized status

of African Americans in society. African American

role models in the public sphere are more frequently

entertainers and athletes than academics.

Another set of explanations for African American

achievement is psychosocial and implicates African

Americans’ collective or social identity, also referred to

as their reference group orientation. Perhaps the best-

known of these explanations is the cultural ecological

theory proposed by the late educational anthropologist,

John Ogbu. This model has been used to explain

achievement differences across racial and ethnic groups

around the world, including Australia, Great Britain,

Japan, and the United Kingdom, and has also been used

to explain achievement differences among racial and

ethnic groups in the United States. In brief, cultural eco-

logical theory suggests that one of the ways in which

African American educational success is compromised

is due to the group eschewing attitudes and behaviors

that are conducive to educational attainment if the atti-

tudes and behaviors are seen as ‘‘acting White.’’

18 African Americans



Another explanation involving reference group ori-

entation is the stereotype threat phenomenon proposed

by Claude Steele, a social psychologist. This argument

focuses on the pervasiveness of stereotypes in the

populations and suggests that the strong negative ste-

reotype about African Americans’ intellectual capaci-

ties in the population can have a detrimental impact on

African American performance in situations (e.g., aca-

demic evaluations of performance) where the stereo-

type is salient. Some researchers suggest that African

Americans who care the most about doing well and

have a strong sense of bonding to their racial group

are potentially at greater risk for stereotype threat.

Although much of the early research on stereotype

threat was conducted with college-age samples, recent

studies have demonstrated the negative impact of ste-

reotype threat on school-age African Americans.

More recently, researchers have found that African

American college students who are high in race-based

rejection sensitivity are less likely to seek assistance in

predominantly White institutions and more likely to be

socially isolated, potentially decreasing their chances

of persisting until graduation. Finally, researchers who

study racial and ethnic identity in African Americans

have hypothesized that some racial identity profiles

may be more compatible with schooling outcomes than

others, although there are limited data in support of

this hypothesis. In addition, there are data that indicate

that African Americans do not have to abandon their

racial identity to be successful in school.

Several other theoretical perspectives implicate atti-

tudinal and personal identity variables in academic per-

formance. Self-worth theory suggests that students who

are concerned with protecting their academic self-

concept may choose not to study for examinations or

engage actively in learning, thus providing a clear

rationale for poor performance (i.e., not studying),

rather than studying and taking the chance that they fail

and be perceived as unintelligent. Another motivational

perspective suggests that African American adolescents

may have to choose between belonging to their racial

group or being high achievers, leading many capable

African American students to resist showing their true

academic potential (i.e., I can, but do I want to?).

Other researchers have reinvigorated the literature on

teacher expectation effects by demonstrating that stu-

dents can recognize differential behaviors by teachers

toward high and low performers from the early ele-

mentary years onward. These findings suggest that the

differential treatment of students perceived as more

capable and less capable has direct effects on students’

classroom functioning. The findings also indicate that

minority students, who can recognize that they are

members of stigmatized groups from the elementary

school years, may be especially sensitive to the mes-

sages that teachers are communicating.

Health Disparities

As with the achievement gap, there are disparities in

health between African Americans and White Ameri-

cans across the life span. African Americans are either

first or second with regard to infant mortality rates,

low birthweight infants, and teenage pregnancies.

African Americans also have the highest death rates in

the United States, both generally and from specific

causes such as heart disease, stroke, lung cancer,

female breast cancer, and homicide. African Americans

make up a substantial proportion of males (34.7%),

females (60.5%), and children (61%) dying from

AIDS. With regard to mental health issues, African

Americans have less insurance and are also less willing

to seek treatment, resulting in lower access to mental

health care. The dearth of African American providers

also contributes to an unwillingness to seek treatment.

Research Agenda

African Americans make up a substantial portion of

the U.S. population. They are a group with a unique

place in the history and current sociopolitical context

of the United States, and their academic achievement

relative to members of the majority culture represents

one of the most intractable problems facing educa-

tional psychology. Educational psychologists need to

develop a comprehensive research agenda on this

issue. Although efforts to close the achievement gap

continue apace, it is perhaps time to rethink the

approach to African American achievement. Data

from the 2005 National Assessment of Educational

Progress indicate that Whites and Asian/Pacific Islan-

ders in the fourth and eighth grades had higher read-

ing achievement scores, 22 to 29 points higher, than

their Black, Hispanic, and American Indian counter-

parts. Moreover, these scores have remained relatively

unchanged for much of the past decade.

Beginning in 2002, the No Child Left Behind

(NCLB) Act required school districts to disaggregate

student performance data on the basis of demographic

variables, including ethnicity, gender, race, and

African Americans 19



socioeconomic status. One result of this requirement

was to highlight the disparities in educational perfor-

mance among groups at the local level, disparities

heretofore seen only in national data. NCLB also

proposes eliminating the achievement gap by 2014.

However, there are still no explanations of the

achievement gap that are accepted as definitive by

large segments of the research community. Genetic,

biological, environmental, demographic, and psycho-

social explanations have both proponents and critics,

and there are no studies in which combinations of all

of these variables have been systematically examined.

Educational research indicates that effective inter-

ventions (e.g., Sesame Street) often have positive con-

sequences for those who need them as well as for

those who could have done without them. Thus, in the

absence of interventions targeted specifically at and

solely to African Americans, it may be difficult to

close the achievement gap. However, the achievement

gap between African Americans and Whites may not

be the only issue that merits attention. An alternative

perspective suggests focusing attention at the achieve-

ment levels that African Americans attain. From this

perspective, educators should be concerned with ensur-

ing that all African Americans attain at least basic pro-

ficiency in the core academic subjects and the skills to

pursue advanced educational opportunities.

Research indicates that effective teachers make a dif-

ference in student performance and that the impact is

cumulative over multiple school years, but it is not clear

how these findings relate to African American student

achievement. Nor is it clear how teacher education pro-

grams need to change to prepare teachers to not only be

effective but also convey appropriate messages to Afri-

can American students. Effective teacher training needs

to counter the increased susceptibility of African Amer-

ican students to negative messages conveyed by teach-

ers and help teachers counter aversive racism. More

research is needed on the relationships between African

American collective identity and psychosocial variables

that are proximally related to academic achievement

(e.g., self-efficacy, intrinsic motivation, and anticipation

of success) and on the mechanisms that are effective in

supporting these variables in African American stu-

dents. Finally, researchers need to assess how much

variance in African American student achievement is

attributable to racial identity attitudes, oppositional

identity, and stereotype threat, and which behaviors and

attitudes are compatible with high academic achieve-

ment and African American ethnic heritage.

As should be clear, there are many questions that

remain unanswered with regard to African Americans

and schooling in the United States. Effectively addres-

sing the educational issues related to African Americans

will require a focused research agenda and collaboration

between researchers and school districts with large

numbers of African Americans. Educational researchers

concerned with equity, and with African Americans

specifically, have a challenging and worthwhile task

that requires urgent attention.

Frank C. Worrell

See also Effective Teaching, Characteristics of; Ethnicity

and Race; Intelligence and Intellectual Development;

National Assessment of Educational Progress
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AGGRESSION

Aggression is a common problem among schoolchil-

dren and results in negative psychological, educa-

tional, and social outcomes for both aggressors and

victims. This entry considers this aggression from

both sides, that is, the side of the aggressors and the

side of their victims. More specifically, it defines the

terms aggression and peer victimization and reviews

prevalence estimates of each. It also reviews the con-

sequences of aggression for both aggressors and vic-

tims, as well as the antecedents or risk factors for

each. This entry then moves beyond these generalities

to discuss some of the subtypes of aggression and vic-

timization. Finally, it offers some conclusions that can

be drawn from the existing research and describes

likely future directions for studying aggression.

Definitions and Prevalence

Aggressive behavior can be defined as any act that is

aimed at harming another individual. More specifi-

cally, the study of childhood aggression often involves

aggressive behaviors among peers, that is, children of

similar ages (excluding aggression toward or from

adults). Using this definition, attention is placed both

on aggressors, who frequently enact aggression toward

their peers, and on victims, who are often the targets

of aggression by peers. It is important to note that

some children may be considered both aggressors and

victims; these aggressive-victims often have outcomes

and risk factors that are distinct from children who are

only aggressors or only victims.

Prevalence estimates of aggressors, victims, and

aggressive-victims vary widely across studies because

of different measurement strategies (e.g., reliance on

children’s self-reports or nominations of peers, teacher

reports, observations) and criteria for classifying chil-

dren (e.g., many studies define a child as a victim if

they are targeted about once a week or more, but

others will consider entire school years or lifetime inci-

dents). Despite this variability across studies, it appears

that about 10% to 20% of children can be considered

aggressors, 10% to 20% can be considered victims,

and 5% to 10% can be considered aggressive-victims.

These prevalence estimates are remarkably consistent

across countries, so it appears that aggression is a prob-

lem among schoolchildren worldwide. It is also worth

noting that although these prevalence estimates would

suggest that most children (50%–75%) are not directly

involved as aggressors and/or victims, most children

play some role in aggressive incidents, often serving as

assistants or reinforcers to aggressors or as defenders

of victims.

Consequences

The substantial prevalence of aggression and victimi-

zation is especially alarming when one considers the

serious negative consequences of each. Aggressive

children are often disliked by their normative (nonag-

gressive) peers and affiliate with delinquent peers

who may solidify and expand the child’s antisocial

tendencies. Aggressive children are also often disen-

gaged from school, either by their own choice or

through negative teacher reactions, suspensions, and

expulsions. These negative consequences of childhood

are often exacerbated over time, leading to further

delinquency, substance use, and school dropout dur-

ing adolescence and to criminal behavior, poor mari-

tal relations, and unemployment/underemployment

during adulthood. Of course, these associations are

not perfect, and most aggressive children will discon-

tinue, or at least decrease, their use of aggression with

time and lead normal, well-adapted lives (in fact,

there is evidence that most early adolescents will

engage in some antisocial behavior, generally with

few long-term consequences). At the same time, these

long-term associations suggest that childhood aggres-

sion places individuals at increased risk for negative

trajectories, and such behavior should certainly not be

dismissed as ‘‘kids being kids.’’

As might be expected, victims of peer aggres-

sion suffer in numerous ways as a consequence of

being abused. Victimization often leads to diminished
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self-esteem and increases in internalizing problems

(depression, anxiety, social withdrawal). Victims also

tend to have poorer academic adjustment, including

lower grades, disliking of school, and truancy; these

consequences are intuitive if we imagine, as adults,

how we would perform at work if we expected that

someone might assault us on our next break. Victimi-

zation also leads to poor social outcomes, in the forms

of having fewer friends, having friendships of poorer

quality, and being disliked by most peers. This is

unfortunate because the psychological consequences

of victimization are diminished for victims who have

good social support (e.g., friendships). Although the

empirical evidence is limited, that which is available

indicates that these negative consequences are long-

lasting and persist as increased rates of depression

and problematic romantic relationships, for example.

Children who are both aggressors and victims tend

to suffer even more serious adjustment difficulties

than children who are only aggressors or only victims.

The additive risks alone of being both aggressive and

victimized suggest negative adjustment, and these

aggressive-victims do indeed appear to suffer the

short- and long-term consequences of both aggressors

and victims. Moreover, there is some evidence that

these aggressive-victims suffer even worse outcomes

than would be predicted by the additive effects of

aggression and victimization. It is unclear if the dual

roles of aggressor and victim are especially detrimen-

tal, or if the same risk factors that predict children

becoming aggressive-victims (e.g., neurological defi-

cits, histories of parental abuse) also contribute to

their long-term maladjustment. Nevertheless, these

children represent a special cause for concern.

Risk Factors

Given the prevalence and negative consequences of

aggression and victimization, researchers have sought

to identify factors that place children at risk for enact-

ing and/or receiving aggression.

Predictors of aggressive behavior can be found in

both home and peer contexts. Specifically, the home

environments of children who enact aggression tend

to be characterized by marital conflict and frequent

aggression (e.g., domestic violence). Furthermore,

aggression is predicted by parenting styles of inappro-

priate permissiveness or lack of monitoring of chil-

dren’s behavior, negative or rejecting behaviors

toward children, and of physical punishment and/or

inconsistent discipline of children’s behavior. In the

peer context, research has shown that experiences of

peer rejection and victimization predict increases in

aggression, as do group social norms encouraging

aggressive behavior and affiliation with aggressive

and/or delinquent peers. It is worth noting that some

of these peer-group risk factors for aggression are also

consequences of aggression; thus, initial home envi-

ronment may contribute to children’s aggressive

behavior, which results in peer relations that further

solidify and exacerbate aggressive tendencies.

Victims of peer aggression are more often physically

weak, suffer internalizing problems (i.e., depression,

anxiety), and have lower self-concept than nonvicti-

mized peers; each of these factors might make children

less likely or less able to behave assertively or defend

themselves, which may contribute to them being

viewed as ‘‘easy targets’’ by potential aggressors. Simi-

lar to aggression, risk factors for peer victimization can

also be found in both home and peer contexts. Parents

who provide little support or responsiveness to their

children’s needs tend to have children who are more

likely to be victimized by peers. Other parenting risk

factors differ by gender; for instance, overprotectiveness

and enmeshment predict victimization for boys (presum-

ably leading to the failure to develop age-appropriate

assertiveness), whereas coerciveness and threats of

rejection are more predictive for girls (presumably lead-

ing to low self-concept). For both boys and girls, peer

rejection, lack of friends, and engagement in antipa-

thetic relationships (e.g., enemies) in the peer group

place children at risk for victimization. Again, it should

be noted that these peer-group risk factors are also con-

sequences of victimization, suggesting the vicious cycle

between peer victimization and poor peer relations in

which children can become trapped.

Although aggressive-victims often have risk factors

similar both to aggressors and to victims, there is also

evidence of distinct risk factors. In the home context,

rates of parental abuse and physical punishment are

dramatically higher for aggressive-victims than for

other children, and aggressive-victims tend to be

rejected more and have fewer friends than either

aggressors or victims. Although this entry has not

focused on biological origins, it is worth noting that

aggressive-victims have high rates of neurological

deficits and attention deficit hyperactivity disorder

(ADHD) as well. It is believed that these home and

peer-group experiences (and possibly the biological

risk factors) lead to hostile attribution biases (i.e.,
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tendencies to interpret ambiguous behavior by others

as hostile in intent), which contribute to aggressive-

victims’ behavior and further maltreatment by peers.

Subtypes

Despite the general findings regarding aggression and

victimization reviewed above, not all acts of aggres-

sion are the same. Instead, aggressive behavior can be

distinguished in terms of the form that it takes, the

function that it serves, and the relationship context in

which it occurs.

Forms

Historically, attention has been directed primarily

toward studying overt forms of aggression, such as

hitting, pushing, or teasing. More recently, however,

researchers have realized that aggression also occurs

in a more covert form. This type of aggression, vari-

ously called relational, social, or covert aggression,

includes behaviors such as gossiping, spreading

rumors, excluding the victim from groups, and manip-

ulating relationships in a hurtful manner.

Overt versus relational forms of aggression and vic-

timization differ according to age, sex, and context.

Developmentally, physical aggression occurs most

commonly during early childhood, and verbal forms

emerge with increasing language capacities during

early to middle childhood; in contrast, relational forms

of aggression become more common during adoles-

cence as knowledge of social structure, time spent with

peers, and importance placed on peer relations all

increase. The historical focus on overt forms of aggres-

sion has led to the notion that boys are more aggres-

sive than girls, but more recent considerations of the

various forms of aggression have shown that girls and

boys are approximately equal in the amount of rela-

tional aggression enacted and in the amount received.

Finally, there is evidence that different contexts sup-

port different forms of aggression, with overt aggres-

sion being more commonly enacted on playgrounds

and similar areas without adult supervision, whereas

relational forms, which might be more difficult for

adults to detect, occur more commonly in classrooms.

Despite these differences, there exist high correla-

tions between the two forms of aggression and the two

forms of victimization—children who enact high levels

of one form tend to also enact high levels of the other,

and children who are the victims of one form tend to

also be the victims of the other. This has made it diffi-

cult for researchers to detect distinct antecedents or

consequences of the different forms of aggression or

victimization. In other words, the empirical evidence

does not provide a clear picture of whether overt versus

relational forms of aggression have distinct origins or

outcomes, nor whether the victims of these two forms

have distinct risk factors or consequences.

Functions

Aggressive behavior can also be distinguished

according to the function it serves. Most distinctions

by function separate instrumental aggression from

reactive aggression. Instrumental aggression (also

called proactive aggression) is that which is intended

to obtain resources or social status; for example,

a child who pushes a peer in order to take a toy.

Reactive aggression (also called defensive aggres-

sion) is a response, often in an angry, emotionally

dysregulated manner, to a perceived offense or threat;

for example, the child who throws a temper tantrum

and hits a peer during a dispute.

There are two reasons that this distinction according

to form is important. First, the two functions of aggres-

sive behavior are believed to have distinct social-

cognitive underpinnings. Instrumental aggression is

believed (and there is empirical evidence to support

this) to be driven by biases in the behaviors considered

and evaluations of aggressive behaviors; for example,

instrumentally aggressive children tend to believe

that positive outcomes will result from aggression and

value these outcomes obtained through aggressive

behavior. Reactive aggression, on the other hand, is

supported by biases in encoding and interpreting social

information; for instance, reactively aggressive chil-

dren tend to interpret others’ ambiguous behavior as

hostile. A second reason this functional distinction is

important is because instrumental aggression and reac-

tive aggression are differentially related to maladjust-

ment. Although both are associated with delinquent

behavior, reactive aggression is more strongly related

than instrumental aggression to internalizing problems

(e.g., depression, anxiety), ADHD symptoms, low

prosocial behaviors, and low peer status. It is worth

noting that aggressive-only children more often enact

instrumental aggression, whereas aggressive-victims

more often enact reactive aggression, although the

overlap between subgroup classification and functions

of aggression is far from complete.
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Although the distinction between instrumental and

reactive aggression has been important in the study of

aggressive children, there has been little attention to

how the function of the aggression affects the victims.

It seems plausible that distinct characteristics might

place children at risk for victimization via instrumen-

tal versus reactive aggression, but these distinct risk

factors have not been identified. It is also unclear

whether victimization by instrumental versus reactive

aggression predicts greater maladjustment.

Relationship Contexts

Although researchers have typically considered the

characteristics of aggressors and victims in isolation,

there is an increasing awareness that aggression often

occurs within specific aggressor–victim dyads (i.e.,

pairs in which a specific child aggresses against

another specific child; for instance, Adam aggressing

against Billy). For example, one group of researchers

observed boys in small play groups and found that

more than 50% of aggressive incidents occurred within

just 20% of the dyads. These researchers also found

that dyads in which aggression was evident on one day

tended to be the same dyads that contained aggression

on subsequent days. Together, these findings suggest

the existence of aggressor–victim dyads in which

aggression is especially frequent and persistent across

time. The implication of this and related research is

that a better understanding of aggression and victimi-

zation might be gained by considering the specific

dyadic relationships of aggressors and victims.

Although there is very little research adapting this

dyadic approach, the limited results demonstrate the

importance of considering this relationship context. For

instance, it has been found that aggression occurred

more commonly within relationships based on mutual

disliking (i.e., antipathetic relationships) than within

friendships or acquaintanceships with neutral peers.

Moreover, victimization within antipathetic relation-

ships was more strongly predictive of maladjustment

than was victimization within other relationships, sug-

gesting that victimization within certain relationship

contexts (i.e., antipathetic relationships) is more hurtful

than victimization within other relationship contexts.

This focus on aggressor–victim relationships is rela-

tively understudied, but it represents a fruitful approach

for future research and consideration of occurrences of

aggression. Several questions arise from such a consider-

ation: Is there a differential in personal (e.g., physical

strength) or social (e.g., popularity) power in aggressor–

victim relationships, and does the amount of this power

differential predict the form of aggression or outcomes

for the aggressors or victims? To what extent are

aggressor–victim relationships unidirectional or bidirec-

tional in the enactment of aggression, and what charac-

teristics of the individuals and relationship predict

this directionality? Are aggressor–victim relationships

relatively stable (i.e., the same aggressors targeting the

same victims) or unstable (i.e., aggressors targeting

different victims) over time, and what predicts this

stability or instability? These questions represent just

some that can be asked regarding aggressor–victim

relationships; considering and answering these (and

similar) questions represent important future directions

for research and considerations for those working in

applied settings.

Future Directions

Aggression is a common phenomenon in children’s

lives, resulting in serious maladjustment for both

aggressors and victims. The evidence for this state-

ment is conclusive, and the dismissal that such beha-

viors are just ‘‘kids being kids’’ is incorrect and

arguably irresponsible.

Fortunately, research has identified several risk

factors for aggression and victimization, providing

a point of prevention or intervention for these pro-

blems. Unfortunately, translation of this research into

application has been rather slow, and the existing

intervention efforts have not proven as effective as

would be desired. The refinement and widespread

implementation of effective prevention and interven-

tion of aggressive behavior represents an important

task of educational psychologists (indeed, all profes-

sionals working with or studying children).

Part of the difficulty in developing effective inter-

ventions may be that for too long, aggression has been

viewed as a homogeneous construct. Recent work has

identified distinct forms and functions of aggression,

as well as expanded consideration of the problem to

one of an aggressor–victim relationship. Each of these

approaches offers promise in better understanding and

treating aggressors and victims.

Recognition and understanding of aggression and

victimization holds much promise for reducing these

problems. In schools where teachers are aware of school

policies on aggressive behavior and have received train-

ing to deal with these problems, students tend to view
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teachers as more approachable and willing to take action

and, more importantly, experience lower rates of aggres-

sion and peer victimization. In other words, the first, and

perhaps most important, step is simply in recognizing

the problem and resolving to do something about it.

Noel A. Card and Abha S. Rao
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ALTERNATIVE ACADEMIC ASSESSMENT

Alternative academic assessment (AAA) is a class of

procedures that are commonly used to assess student

progress within the context of the curriculum to inform

instruction. AAA is described as alternative because

the measurement approaches are often used as an alter-

native to published norm-referenced and criterion-

referenced tests. The latter types of published tests

dominated the measurement of academic achievement

and aptitude for most of the past 100 years. AAA

emerged within the past 30 years as a potential supple-

ment or replacement for more traditional procedures

and instruments (e.g., Iowa Test of Basic Skills,

Wechsler Individualized Achievement Test).

Many AAA procedures can also be described as

performance-based assessments or curriculum-based

assessments (CBAs). These types of assessments typi-

cally rely on task demands and responses that are sub-

stantially similar to what might be observed during

the process of instruction and learning. Production-

type responses are more common than selection-type

responses. That is, AAA procedures typically score

the examinee’s performance on the target behavior

rather than a more convenient substitute. If reading is

the behavior or interest, then the student’s perfor-

mance within the curriculum context is measured

directly. For example, the examinee’s oral reading

rate might be measured while he or she reads aloud

from a sample of curriculum and instructional materi-

als. Similar procedures can be used in place of pub-

lished tests that contain content dependent on

curriculum and instructional materials or selection-

type responses (e.g., multiple choice) that indirectly

measure the target behaviors. Although there is a wide

variety of AAAs, including CBA, curriculum-based

measurement, CBA for instructional design, criterion-

referenced curriculum-based assessment, curriculum-

based evaluation, and informal reading inventories,

most are characterized by procedures that measure

production-type responses and stimulus content that

are substantially similar to that of the curriculum and

instructional materials. There are several advantages

of AAAs, including efficiency of test development,

administration, and scoring; the use of local norms;

the utility for benchmarking and progress monitoring;

and their utility within the problem-solving model.

Types

Curriculum-Based Assessment

Most AAAs fall under the umbrella of CBA. The

fundamental characteristics of CBA include that it

Alternative Academic Assessment 25



(a) derives from, or is substantially similar to, the

curriculum; (b) is linked to instruction; and (c) is used

primarily to guide curriculum placement and instruc-

tional procedures. CBA procedures and instrumenta-

tion can be developed to assess skills within either

a broad domain or a narrow domain.

CBA is divided into two subgroups: general out-

come measures (GOMs) and subskill mastery mea-

sures (SMMs). GOMs are used to assess the level and

rate of student achievement within a broad range of

skills. GOMs are typically used to assess the achieve-

ment within the annual curriculum and instruction. A

consistent set of procedures and instrumentation are

used throughout the academic year. For example,

mathematics computation in second grade might be

assessed with tasks that span two-digit addition with-

out carrying through four-digit subtraction with bor-

rowing. The stimulus set and task demands are

heterogeneous and representative of the annual curric-

ulum. In contrast, SMMs are used to assess the level

and rate of student achievement within a narrow range

of skills and, usually, within a narrow range of time,

which might be defined by an instructional unit. Pro-

cedures and instrumentation might change for each

instructional unit so as to assess a specific and distinct

set of skills that are aligned with the curriculum and

instruction. For example, mathematics computation

assessments might be narrowed to include only two-

digit by two-digit subtraction without borrowing. The

stimulus set and task demands are homogeneous and

representative of the short-term instructional goal.

The variety of CBA procedures is broad. The fol-

lowing sections review a subset of available proce-

dures. These include curriculum-based measurement,

CBA for instructional design, criterion-referenced

CBA, curriculum-based evaluation, and informal read-

ing inventories. There are many other CBA proce-

dures, which include end-of-chapter assessments that

come along with curriculum materials. The selected

procedures are a representative sample of those with

the most prominence.

Curriculum-Based Measurement

Curriculum-based measurement (CBM) is a stan-

dardized assessment procedure that is used to index

the level and rate of academic growth in four basic

skills: reading, mathematics, written expression, and

spelling. CBM is generally classified as a GOM

because it is used to assess student achievement

within the annual curriculum. It is defined as stan-

dardized procedure and not as a standardized test.

This distinction is necessary because the instrumenta-

tion is not standard across applications.

CBM was developed by Stanley Deno and col-

leagues in the late 1970s through the mid-1980s. More

than 200 research studies of CBM are published in

peer-refereed journals, and technical development

continues through the present day. CBM oral reading

fluency (CBM-R) is the most prominent of the avail-

able procedures. In CBM-R, the student reads aloud

for one minute as the administrator (usually the

teacher) follows along on another copy of the passage.

The administrator notes errors made and tallies up the

number of words read correctly. This yields the stu-

dent’s reading rate, which is reported in units of words

read correctly per minute. Error rates and accuracy are

also reported sometimes.

CBM was designed to serve as an ‘‘academic

thermometer’’ to monitor students’ growth in four

basic skill domains. The procedures are sometimes

described as ‘‘dynamic indicators of basic skills.’’

CBM is dynamic in that assessment outcomes are use-

ful to evaluate the effects of instruction over the short

term. Outcomes are useful to guide either summative

or formative decisions. Summative decisions require

one-time evaluations of the level of academic achieve-

ment. Formative decisions require ongoing evaluations

of the level and rate of academic achievement, which

are usually evaluated to estimate the effects of instruc-

tion. CBM is an indicator in that it provides a general

assessment of academic health within each domain.

That is, although CBM-R yields outcomes in words

read correctly per minute, that level of oral reading

fluency is useful to estimate the general reading

achievement and predict performance on large-scale

assessments (e.g., statewide tests). CBM targets basic

skills in that there are procedures in each of the four

fundamental basic skill domains (reading, writing,

math, and spelling).

Formative assessment can inform intervention and

determine the effectiveness of an intervention. Here

is an example: Nick, a second-grade student was

referred to the school psychologist for low CBM

scores in reading. Nick reads 30 words correctly per

minute, compared to the expected 60 words per min-

ute by second grade. The school psychologist or

teacher implements an intervention of paired reading

for half an hour a day. The following week, Nick

completes another CBM at 35 words per minute. Now
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the discrepancy between Nick’s score and the

expected score has decreased, signifying that Nick is

responding to the intervention. If the discrepancy con-

tinues to decrease, Nick will continue with paired

reading until he reads at the expected second-grade

level. Should the discrepancy remain the same or

increase, the intervention will be modified until the

desired level of growth is achieved.

CBA for Instructional Design

CBA for instructional design (CBA-ID) was

developed to match the student to the appropriate

instructional and curriculum level and focuses on

individualizing instruction to ensure mastery learn-

ing of all students. A good instructional match max-

imizes student learning and engagement by fitting

the student’s needs. Research has found that stu-

dents are most successful when they are able to

respond correctly to material 93% to 97% of the

time. This is called the instructional level. CBA-ID

starts by finding the student’s instructional level and

then tests for areas of skill deficits.

CBA-ID has four steps. The first is to choose an

appropriate passage for the student to read and test for

the student’s instructional level by asking them to

read 20 to 30 randomly chosen words from the pas-

sage. If the student gets five or fewer words wrong,

then he or she moves on to the next step. If more than

five errors are made, then the student is retested in

a passage at a lower level. The second step requires

the student to read the passage. As the student reads,

the examiner records the student’s errors. Afterward,

the student is asked questions about the passage to

assess how well the student comprehends what he or

she read. The last two steps of CBA-ID are to use the

assessment information to match the student to appro-

priate reading instruction and curriculum. Progress

monitoring continues as the student is instructed and

necessary changes are made.

Criterion-Referenced CBA

Criterion-referenced CBA (CR-CBA) is similar to

CBA-ID in that it was developed to determine appro-

priate instructional materials and strategies. The meth-

ods differ, however, in that CBA-CR determines an

acceptable level of performance by comparing student

scores to a locally normed sample of average peers.

Students are tested on items from the curriculum in

order of easy to difficult within a reading series. The

teacher or examiner constructs reading tests by using

100-word passages from the beginning, middle, and

end of the reading series. Students are tested across

3 days on nine passages; three from the beginning,

middle, and end each. As the student reads, the exam-

iner records student errors and then calculates the stu-

dent’s accuracy level (percentage of words read

correctly across the entire 100-word passage) and rate

of reading (the product of accuracy and 60 divided by

total seconds it took the student to read the passage).

Next, the student is asked six comprehension ques-

tions. Finally, the median scores for the 3 days of

assessment are summarized. Assessment decisions are

made based on the student’s performance compared

to the mastery criteria.

Curriculum-Based Evaluation

Curriculum-based evaluation (CBE) is used to

determine the student’s general whereabouts in the

curriculum to identify specific areas of skill deficit.

Administration begins with survey level assessment to

identify if the student’s performance meets expected

goals. The initial survey level assessment is developed

by sampling a broad domain from the curriculum. In

the case of reading, for example, broad skills such as

decoding and comprehension are tested. If the results

show that the student has a deficit, a skill-specific cri-

terion-referenced test is administered. This second test

focuses on specific skills such as segmenting words,

rhyming, intonation, and other reading-related sub-

skills. Results are used to adapt instruction to the stu-

dent’s needs.

Informal Reading Inventories

Informal reading inventories (IRIs) are similar to

CBE in that they identify specific subskill deficits.

There is much variance among the increasing number

of published IRIs; however, most follow a typical

assessment method. First, the student is asked to read

from a graded word list. Depending on the student’s

accuracy, he or she moves up or down a grade level

in word lists until the student’s instructional level is

found. The definition of this level varies among IRIs

but usually falls around 90% words read correctly.

Second, the student reads a passage from his or her

instructional level. As the student reads, the examiner

records the student’s errors, or miscues. This yields
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the student’s accuracy and reading rate. Next, the

miscues are grouped into categories like omissions,

substitutions, low fluency words, and repetitions.

Attention is also paid to the types of words that are

miscued. This allows the examiner to identify specific

areas of weakness. For example, a student may strug-

gle with words with a silent e: IRIs determine not

only which level of curriculum to place students in

but also specific areas of weakness.

Advantages

Efficiency

The administration of AAAs is quick (taking as lit-

tle as 1 minute) and requires few resources. Items can

be developed easily by teachers and taken right from

the curriculum. Furthermore, AAAs require little

training to administer or score. Also, because they are

flexible and can be designed to assess specific

domains of academics, AAAs allow school psycholo-

gists and other educators to test specific assessment

questions rather than routinely test across a broad

number of academic domains.

Use of Local Norms

Performances on AAA are often interpreted with

reference to local normative data. Local norms are

developed from samples of student behavior using

AAA procedures. Local norms directly represent the

school district population, academic goals, and out-

comes rather than the performance of students nation-

wide. They also decrease the likelihood of bias in

decision making because they are representative of

student age, grade, race, educational background, and

socioeconomic status.

Another advantage of local norms is that there is

greater overlap between what is taught and what is

tested. Districts have the flexibility to design compar-

ative data based on the specific curriculum. This high

teaching-testing overlap yields more meaningful data

on student progress. CBM-R is the most common

alternative academic assessment that is used to create

local norms. In many districts, students complete

CBM-Rs in the fall, winter, and spring.

Benchmarking

Benchmarks are sometimes used to evaluate student

performance with a criterion-referenced interpretation.

Both benchmarks and local norms are used as referents

to evaluate whether students are making adequate

progress to achieve expected long-term goals. For

example, if students are expected to read 60 words

correctly per minute in CBM-R by spring of first

grade, then by winter, it is likely they should read 45

words correctly per minute. A student who scores

significantly lower than the winter benchmark is

identified as at-risk. The student is then given addi-

tional help so that by spring, he or she achieves the

targeted level of performance. Benchmarking pro-

vides information that will help in determining which

students are at risk and should be monitored more

closely. To this end, benchmarking is also a vital

component of prevention. It allows educators to iden-

tify and fix small problems before they become

larger.

Utility Within the Problem-Solving Model

Historically, students were placed in special educa-

tion based on their scores on large norm-referenced

tests (the ‘‘test and place’’ model). An intelligence

score below a certain criterion resulted in a label such

as ‘‘learning disabled.’’ The student was then matched

to special education services based on that label, and

the problem was viewed as an inherent trait within

the student. Beginning in 2001, a shift has occurred

away from the traditional model and toward the

problem-solving model.

The problem-solving model focuses not on traits

of the student but on environmental and situational

factors that can be modified to increase student out-

comes. The problem-solving model follows these

steps: identify the problem, measure the severity of

problem, explore possible interventions, implement

an intervention, and measure progress in hopes that

the student can be successful in the general educa-

tion setting. The problem-solving model is a circular

process, as progress is constantly being monitored

and interventions are adjusted accordingly. The

problem-solving model does not rely on unproven

inferences as does the traditional model. Hypotheses

are continually tested and monitored with AAAs.

Thus, decisions are evidence-based because student

data are considered when creating and modifying

interventions.

AAAs provide the necessary tools to implement

the problem-solving model, as they efficiently assess

student performance and can be repeated often. As the
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popularity of the problem-solving model increases, so

does that of AAAs.

Utility for Progress Monitoring

Alternative academic assessments not only identify

students who are at-risk but also determine if interven-

tion efforts are successful. Because they are efficient

and drawn directly from the curriculum, AAAs can

be used repeatedly to monitor student progress and

response to intervention. Repeated measures provide

not only the level of performance but also the student’s

rate of growth. This allows educators to determine if

the student is making adequate improvement or not. If

the intervention does not produce the desired rate of

growth, then changes are made to the intervention.

Theodore James Christ and Sarah Scullin

See also Assessment; Evaluation; Measurement; No Child

Left Behind; Testing
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AMERICAN EDUCATIONAL

RESEARCH ASSOCIATION

The American Educational Research Association

(AERA) is the primary professional organization for

educational psychologists. Founded in 1916, it is con-

cerned primarily with encouraging and promoting

scholarly work, including research and writing, that is

associated with the educational process. Another

important role that AERA plays is the dissemination

of information related to its mission.

The 25,000 members of the organization are a col-

lection of scholars and practitioners from diverse

fields, well represented by the 12 divisions that the

organization hosts (see the following box for the

names of these divisions).

American Educational Research Association Divisions

Administration, Organization, & Leadership
(Division A)

Curriculum Studies (Division B)
Learning & Instruction (Division C)
Measurement & Research Methodology

(Division D)
Counseling & Human Development

(Division E)

History & Historiography (Division F)
Social Context of Education (Division G)
School Evaluation & Program Development

(Division H)
Education in the Professions (Division I)
Postsecondary Education (Division J)
Teaching & Teacher Education (Division K)
Educational Policy & Politics (Division L)

Each of these divisions (and members often belong

to more than one) carries on its own activities, includ-

ing the election of officers, the publication of a news-

letter, the granting of awards for outstanding research

by graduate students as well as professionals, and

a listserv so that members can remain abreast of new

developments.

In addition to its 12 divisions, AERA also sponsors

special interest groups (SIGs), which are less formal

than divisions but serve many of the same purposes.

As is apparent by the list (see the following box),

SIGs are of a much more specific nature than are divi-

sions. As of 2006–2007, there are 42 SIGs and each

SIG has a program of awards as well.
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Special Interest Groups (SIGs)

Action Research
Adolescence and Youth Development
Adulthood and Aging
Adult Literacy and Adult Education
Advanced Studies of National Databases
Advanced Technologies for Learning
Arts and Inquiry in the Visual and Performing

Arts in Education
Arts and Learning
Arts-Based Educational Research
Associates for Research on Private Education
Bilingual Education Research
Biographical and Documentary Research
Brain, Neurosciences, and Education
Business Education & Computer Information System
Career and Technical Education
Career Development
Chaos & Complexity Theories
Charter School Research and Evaluation
Classroom Assessment
Classroom Management
Classroom Observation
Cognition and Assessment
Communication of Research
Comprehensive School Reform
Computer and Internet Applications in Education
Conflict Resolution and Violence Prevention
Confluent Education
Constructivist Theory, Research, and Practice
Cooperative Learning: Theory, Research and Practice
Critical Educators for Social Justice
Critical Examination of Race, Ethnicity, Class and

Gender in Education
Critical Issues in Curriculum and Cultural Studies
Critical Perspectives on Early Childhood Education
Cultural Historical Research
Democratic Citizenship in Education
Design and Technology
Disability Studies in Education
Districts in Research and Reform
Doctoral Education across the Disciplines
Early Education and Child Development
Ecological and Environmental Education
Education, Health, and Human Services
Educational Change
Educational Enterprises
Educational Statisticians
Education and Philanthropy
Education and Student Development in Cities
Education and the World Wide Web

Faculty Teaching, Evaluation, and Development
Family, School, Community Partnerships
Fiscal Issues, Policy, and Education Finance
Foucault and Education
Hierarchical Linear Modeling
Hispanic Research Issues
Holistic Education
Home Economics Research
Inclusion & Accommodation in Large-Scale

Assessment
Indigenous Peoples of the Americas
Indigenous Peoples of the Pacific
Informal Learning Environments Research
Instructional Technology
International Studies
Invitational Education
Ivan Illich
John Dewey Society
Language and Social Processes
Large Scale Assessment
Law and Education
Leadership for School Improvement
Leadership for Social Justice
Learning and Teaching in Educational Leadership
Learning Environments
Learning Sciences
Literature
Lives of Teachers
Longitudinal Studies
Marxian Analysis of Society, Schools and Education
Measurement Services
Media, Culture, and Curriculum
Mentorship and Mentoring Practices
Middle-Level Education Research
Mixed Methods Research
Moral Development and Education
Motivation in Education
Multicultural/Multiethnic Education: Research,

Theory, and Practice
Multiple Intelligences: Theory and Practice
Multiple Linear Regression: The General Linear Model
Music Education
NAEP Studies (formerly Research Using NAEP Data)
Narrative and Research
Organizational Theory
Out-of-School Time
Paulo Freire
Peace Education
Philosophical Studies in Education
Politics of Education
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Web Sites

American Educational Research Association (AERA):

http://www.aera.net

AMERICAN INDIANS

AND ALASKA NATIVES

American Indians and Alaska Natives (AI/AN) are per-

sons descended from the original inhabitants of North,

Central, and South America and the Caribbean. Those

who occupy what is now the State of Alaska are

referred to as Alaska Natives. The colonization experi-

ence of Alaska Natives is originally seeded in Russian

occupation, but their experience mirrors that of the

tribes in the lower 48 states. As a group, tribal peoples

of the Continental United States are referred to herein

as First Nations persons. In the United States, there are

more than 560 federally recognized nations and an

untold number of non–federally recognized groups.

These First Nations are culturally distinct and include

populations speaking more than 300 discrete languages.

The 2000 U.S. Census Bureau reported First Nations

Portfolios and Reflection in Teaching and Teacher
Education

Postcolonial Studies and Education
Problem-Based Education
Professional Development School Research
Professional Licensure and Certification
Professors of Educational Research
Qualitative Research
Queer Studies
Rasch Measurement
Religion and Education
Research, Education, Information, and School Libraries
Research Focus on Black Education
Research Focus on Education and Sport
Research Focus on Education in the Caribbean

and Africa
Research in Global Child Advocacy
Research in Mathematics Education
Research in Reading and Literacy

(formerly Basic Research in Reading and Literacy)
Research in Social Studies Education
Research on Evaluation
Research on Giftedness and Talent
Research on Learning and Instruction in Physical

Education

Research on Teacher Induction
Research on the Education of Asian Pacific Americans
Research on the Education of Deaf Persons
Research on the Inclusion of Students with

Disabilities and Limited English Proficient Students
in Large-Scale Assessment

Research on the Superintendency
Research on Women and Education
Research Use
Rural Education
Safe Schools and Communities
School Choice

School Community, Climate, and Culture
School Effectiveness and School Improvement
School Indicators, Profiles, and Accountability

(formerly School Indicators and Profiles)
School/University Collaborative Research
Science Teaching and Learning
Second Language Research
Self-Study of Teacher Education Practices
Semiotics in Education
Service-Learning & Experiential Education
Social and Emotional Learning
Society of Professors of Education
Sociology of Education
Special Education Research
Spirituality & Education
State and Regional Educational Research Associations
Stress and Coping in Education
Structural Equation Modeling
Studying and Self-Regulated Learning
Supervision and Instructional Leadership
Survey Research in Education
Systems Thinking in Education
Talent Development of Students Placed at Risk
Teacher as Researcher
Teacher’s Work/Teachers’ Unions
Teaching Educational Psychology
Teaching History
Technology, Instruction, Cognition, & Learning
Technology as an Agent of Change in Teaching

and Learning
Test Validity Research and Evaluation (formerly

Objective Analysis of Qualitative Research Methods)
Tracking and Detracking
Urban Learning, Teaching, and Research
Vocabulary
Workplace Learning
Writing and Literacies
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persons of full or partial decent comprise roughly 1.5%

of the total U.S. population, accounting for slightly

more than 4 million persons. In 1987, Russell Thornton

estimated the population had exceeded 72 million in

1492. By 1800, according to Thornton, the number had

been reduced by roughly 95% as a result of disease, war-

fare, and oppression. Systemically, the fields of educa-

tion, mental and behavioral health, and medicine are

products of this historical context. A conscious endeavor

to comprehend the First Nations experience is essential to

any professional working with this population. Sadly, this

process is generally not undertaken during academic pro-

fessional training. Following is a discussion of the histori-

cal implications for First Nations persons in relation to

their inter- and multigenerational experience. Cultural

resiliencies and treatment implications are considered, as

well as best-practice frameworks.

Historical Context

It is widely recognized that Columbus was not the first

European to make contact with the Americas. Regard-

less, this discovery myth persists and permeates pre-

sumptions about the First Nations in many fields,

including educational psychology. The consequences of

Columbus’s contact, however, have been significant.

One of the earliest outcomes of his arrival was the

enslavement of Indigenous inhabitants. European-

modeled slavery directly contributed to the mass disrup-

tion of many tribes’ gender role structures and systems

of government. Tribes were impacted differently by

slavery depending upon the era in which they interacted

with the newcomers; however, contact generally magni-

fied intertribal disputes and fostered a divide-and-

conquer stance toward the First Nations. Perhaps at the

height of irony, some First Nations even adopted

a pseudo-European model of slavery after years of inter-

mingling with those of European and African descent.

When slavery was abolished in the United States, all but

one slave-holding tribe extended full tribal citizenship to

newly freed slaves. This entitled former African slaves

the right to acquire land, tribal representation, and pro-

tection under tribal laws, therefore requiring the U.S.

government to deal with such persons as African Indians.

Slavery historically correlates with the introduction of

blood quantum as a measure of ethnic identity and

belongingness for First Nations persons, a concept

formalized within the federal reservation system. The

impact of European-modeled slavery in the Americas is

complex and ongoing, and its understanding changes the

completion of what has traditionally been perceived as

a Black and White element of American history.

More devastating than slavery to the First Nations

and their ways of living was the impact of disease

post-1492. Of the many diseases brought to the

Americas by Europeans, the greatest killer was small-

pox. This disease followed trade and warfare routes

and struck in repeated waves of pandemic, decimating

the vulnerable immune systems of the First Nations.

Thornton has identified scores of other diseases intro-

duced by Europeans, including measles, the bubonic

plague, cholera, several variations of venereal disease,

and rare forms of influenza and respiratory disease.

Likewise, the introduction of African slaves to the

Americas saw the presentation of diseases such as

malaria and yellow fever. Thus, the clear conqueror

of the First Nations was the repeated exposure to dis-

eases by which they were decimated at a horrific and

incomprehensible rate.

As the First Nations population decreased and the

number of Europeans increased, the competition for

land and resources became a focal point for conflict.

Warring European groups, such as the French and

English, capitalized on traditional rivalries between

some First Nations tribes and forged alliances with

opposing tribes. Most alliances were relatively short

lived and dissipated once the First Nations were no

longer of benefit to their White allies. Tensions soared

between Europeans and the First Nations as the United

States of America declared its independence. With the

cultural integration of European tools of war such

as the horse and firearms, conflicts between the two

groups became more intense and lethal. The United

States adopted a strategy of treaty making and entered

into agreements with First Nations tribes, promising to

cease hostilities in return for land concessions on the

part of First Nations persons. Between the years of

1775 and 1890, hundreds of treaties were signed

between the First Nations and the United States,

though few were honored by the United States for any

meaningful length of time in their original form.

Tribes continued to be encroached upon, and armed

conflict flourished. The U.S. Bureau of the Census

indicated in 1894 that more than 53,500 American

Indians were killed in wars between the United States

and First Nations tribes. This number is likely in the

hundreds of thousands if one includes the numbers

who died as a result of Indian against Indian warfare

as an outcropping of some tribes’ alliances with the

U.S. government.
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Acts of genocide add to First Nations casualties.

Genocide includes acts intended to destroy (partly or

wholly) a national, ethnic, racial, or religious group,

including killing or causing serious bodily or mental

harm, instituting living conditions highly correlated

with death, preventing births to the group, and/or forc-

ibly transferring children of one group to another.

Both the U.S. government and its citizens committed

acts of genocide. Often cited are incidents of germ

warfare via infected blankets given to some First

Nations; however, it is difficult to determine how

many deaths may have occurred in this fashion, if

any. Clear examples of genocide against the First

Nations are found in incidents such as the hunting

down and murder of First Nations persons during

raids in the California and Texas territories, where

American Indians were commonly viewed as less than

human. In addition, scores have died as a result of

harsh governmental policies that fostered little chance

for sustenance and survival. It is difficult to discern

where acts of warfare end and genocide begins. Many

of the incidents of the Indian Wars once described as

battles, such as those at Sand Creek and Wounded

Knee, have now come to be known as massacres of

First Nations persons instead.

Though resistance continued on a relatively small

scale after 1890, that year is generally recognized as

the end of the Indian Wars. As the First Nations fell

under the control of the United States, relocation and

removal were increasingly used to deal with ‘‘the

Indian problem.’’ Removals persisted for decades fol-

lowing 1890, and nearly every First Nations group

was affected by relocation as the United States strove

to accommodate its encroaching settlers. These forced

moves separated individuals from their families, com-

munities, and traditional lands upon which entire

ways of life and worldview systems resided. During

marches, tribes often endured harsh treatment and

conditions, cutting to the core of the human capacity

to make meaning of what was being endured. High

rates of mortality were recorded, and historical writ-

ings reveal the emergence of modern-day disorders

such as refugee syndrome and concentration camp

syndrome, conditions currently recognized as manifes-

tations of posttraumatic symptoms. The First Nations

were faced with repeated and persistent stress, trauma,

loss, and grief to which they were forced to respond.

A core source of resilience and coping was found in

the pan-Indigenous value system and worldview. The

First Nations turned to their spiritual leaders for

guidance and hope. As the U.S. government sought

continually to manage its Indian problem, it resorted

to an apartheid approach of diplomacy—the reserva-

tion system. Tribes were generally removed from tra-

ditional lands and given dominion over a smaller

tract. The life on reservations was often appalling,

with starvation, violence, and death all too frequent.

The changes First Nations persons faced were perva-

sive and affected their mental, behavioral, and physi-

cal health. The impact of this paternalistic treatment

by the United States persists, and First Nations per-

sons continue to struggle with the implications.

As American Indians and Alaska Natives fell

under the increased control of Whites, acculturation

and assimilation pressures mounted. This is particu-

larly true in respect to the education of First Nations

youth. The boarding school era is recognized by

First Nations scholars and professionals as the most

destructive period in U.S. Indian policy. During

the 1800s and 1900s, First Nations children were

removed from their homes, as early as age 5, and sent

to Christian mission and Bureau of Indian Affairs

schools for European-oriented education with a focus

on assimilation into White culture. Probably the most

famous school was Carlisle Indian School in Pennsyl-

vania, the first off-reservation government-sponsored

boarding school. The school was established in 1879

by Henry Pratt, a veteran of the American Civil War

and the Indian Wars, whose goal was the complete

assimilation of the First Nations. Pratt’s motto was

‘‘Kill the Indian and save the man.’’ This stance toward

Indian education continued well into the 1900s, and

First Nations youth were trained in domestic and labor

tasks via the school’s outing system that prepared them

for their place in White society. Children were not

allowed to practice traditional culture and were pre-

vented from speaking traditional languages and wear-

ing traditional hairstyles and clothing. First Nations

youth were forced to practice Christianity and forbid-

den, often in the face of physical threat, to practice

their traditional religions. Children were subjected to

harsh punishment in the military fashion of the

schools’ educational philosophy, and many children

endured emotional, physical, and sexual abuse. This

era saw generations torn from their traditional, holistic

ways of learning and knowledge acquisition and reared

instead in a militaristic, institutional setting virtually

devoid of the caretaker bonds now recognized as fos-

tering healthy attachment and relationships. The full

effect of the boarding school era continues to be
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examined in respect to both the costs to and the resi-

liencies drawn upon by First Nations persons.

As failed Indian policies became apparent to the

mainstream citizenry, the political tide turned from

paternalism to that of fostering self-determination. One

failed attempt at this goal was that of Termination.

Termination policy was instituted in the early to mid-

1900s to defederalize tribes, dissolving their political

status as sovereign nations within the United States

and thus their trust relationship with the government.

The naive intention was to end governmental paternal-

ism, but what was actually instituted was another form

of forced assimilation. First Nations persons were sub-

jected to state laws, and tribal lands were converted to

private ownership by former tribal members. First

Nations persons were forced to own land individually

versus communally and were often forced to utilize it

for farming, though virtually no provisions were made

for helping tribes obtain the needed capital for such an

endeavor. Much of the land made its way to White

owners when the Indigenous owners were forced to

sell it to support themselves and their families. Virtu-

ally overnight, First Nations persons in as many as 100

reservations, bands, and rancherias became not Indian

as defined by mainstream law. Termination policy has

resulted in significant identity struggles for many

American Indians and Alaska Natives, as one’s ethnic-

ity is defined by another, seemingly at whim and on

a continuous basis. An additional outcome of Termina-

tion was the mass removal of First Nations persons

from reservation areas to urban areas with the promise

of employment, education, medical care, and improved

quality of life. Unfortunately, what many First Nations

families found was poverty and an increased sense of

marginalization, as they were now separated from their

tribal communities.

The 1960s marshaled in an era of societal and polit-

ical change in the United States. Self-determination for

the First Nations emerged as a priority, and the coming

decades saw increased emphasis on fostering sover-

eignty. The Indian Civil Rights Act of 1968 was

passed, prohibiting states from assuming jurisdiction

over federally recognized tribal peoples and their lands

under Public Law 280. The Indian Education Act of

1972 was an initial effort to require specialized training

for educators in an effort to produce and fund cultural

competency and to stimulate local attention to First

Nations issues. The Indian Self-Determination and

Education Assistance Act of 1975 encouraged tribes to

assume control over federally funded programs and

provided additional funding. The Indian Child Welfare

Act of 1978 was a response to the massive removal

and institutionalization of First Nations children via

foster care, adoption, and detention in juvenile facili-

ties. First Nations children were to be preferentially

placed with First Nations families under the jurisdiction

of tribal courts. The American Indian Religious Free-

dom Act of 1978 recognized the right of First Nations

persons to practice their religions and required federal

entities to adopt policies of noninterference. In 1988

the Indian Gaming Regulatory Act further defined

tribal sovereignty. Also in 1988, Section 5203 of the

Tribally Controlled Schools Act added to the intent of

the Indian Civil Rights Act and fully repudiated Termi-

nation policy. The Native American Graves Protection

and Repatriation Act of 1990 acknowledged the pro-

found impact that centuries of objectification have

wrought upon the First Nations. The remains of First

Nations persons and their burial sites were recognized as

sacred, and scores of the deceased were released from

museums around the world and returned for proper rites

among their peoples. Finally, the Indian Arts and Crafts

Act of 1990 furthered the de-objectification of First

Nations peoples and helped turn the tide of cultural

acquisition.

The 21st Century

Today, the U.S. Census Bureau reports that the First

Nations are a young population as compared with

other ethnicities, with just less than half living on

a reservation or federal trust land and a little more

than half living in urban areas. First Nations persons

are overrepresented within the numbers of negative

social and economic indicators of disparity. Though

rates vary widely between tribes and geographic

regions, the First Nations find themselves with many

of the most disparaging statistical measures of societal

success. Economically, they lag behind other ethnic

populations, having high poverty and unemployment

rates and disproportionately low educational opportu-

nities and graduation rates at all levels. Physical

health disparities include high rates of diabetes and

heart disease. Mental and behavioral health disparities

include depression, posttraumatic stress disorder, and

alcohol abuse for the First Nations as a whole.

First Nations children and youth receive dispropor-

tionately low levels of prenatal care as compared with

other populations. They are exposed to alcohol in utero

at higher rates and thus suffer rates of fetal alcohol
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syndrome disproportionately. As a group, First Nations

youth endure disproportionate rates of diabetes, obesity,

inner ear infection, cancer, and toxin exposure. The lack

of accessible culturally competent health care com-

pounds the negative impact on First Nations health. Sui-

cide and homicide are among the top 10 causes of

death for First Nations youth ages 5 through 14 years,

and loss and grief follow this young population as

a whole, given the historical and persistent struggles

with which it is faced. Emerging public health issues

for the First Nations include high rates of pregnancy for

young women and girls who have insufficient access to

prenatal care, escalating rates of sexually transmitted

disease (including HIV/AIDS), and an explosion of

gang involvement, even in reservation areas.

Health, Resiliency,
and the Balance Way

The disparities and impacts of colonization with which

many First Nations struggle is best conceptualized

through an Indigenous worldview. The situation then

becomes historically bound and has been framed by

First Nations elders and tradition keepers as transcend-

ing time in a spatial fashion and experienced both indi-

vidually and collectively. Thus, historical events are

experienced in real time by individuals and their com-

munities. Healing occurs through communal support

and recognition of suffering and ritual interventions. In

this way, suffering is acknowledged by the individual

and his or her support system, and assessment, diagno-

sis, and treatment occur via a vehicle that emphasizes

both individual and group strategies. First Nations

scholars and clinicians advocate for an intervention

framework that recognizes the inter- and multigenera-

tional nature of the loss, stress, and trauma to which

American Indians and Alaska Natives are exposed.

Such a framework is congruent with the First Nations

concept of time and healing and draws upon the use of

traditional concepts and strategies.

Assessment, Diagnosis, and Treatment:
First Nations Values and Ancient Knowledge

Despite the breath of diversity within the First

Nations population, pan-cultural values and worldview

perspectives exist. One commonly held view is that of

time as cyclical and spatial versus linear, as conceived

by the mainstream. Emphasis is on process rather than

product. Contextual space or environment is often

closely tied with experience and thus with healing. The

First Nations see all as connected, whether celestial,

elemental, mineral, fauna, animal, or human. Relation-

ships are not compartmentalized along blood lines but

rather viewed as broad connections that invoke rela-

tional roles. For example, siblings and cousins may be

seen as equivalent relationships for an individual, and

both will be referred to as brothers or sisters. In this

spatial worldview, conceptions of wellness and ill

health, life and death are grounded in the idea of keep-

ing balance internally and with the world around one’s

self, and moving from one time-space domain to the

next, respectively. Traditional healers utilize place (e.g.,

sacred locations) and integrate the help of other ele-

ments (e.g., plants, animals) to aid in helping the indi-

vidual rebalance. Given the value placed on process

and the cyclical nature of existence, all human experi-

ences are held as important. Events such as dreams,

visions, and premonitions are integrated into the healing

process and not pathologized in the vein of mainstream

psychology. Traditionally, there is a broad acceptance

of difference and individual diversity, and thus a strategy

of relative noninterference exists. Persons are supported

through change individually with a healer and/or com-

munally, and they are encouraged to find their own path

to meaning and balance, utilizing their own gifts and

strengths in doing so. This idea of individual difference

and noninterference is quite divergent from mainstream

thinking and is particularly evident in mainstream

socially constructed concepts, such as that of gender

or sexual orientation/preference. Pan-culturally, First

Nations persons traditionally view gender as discrete

from sexual orientation, identity, and preference.

Given the historical context within which the fields of

psychology and education have developed and the current

statistics the First Nations face, it is clear that pervasive

cultural competence is lacking in assessment, diagnosis,

and treatment of this population. Stereotyping, stigma,

and discrimination pervade the intervention process with

the First Nations and are highly correlated with low rates

of contact and retention within the helping professions.

Clinicians must consider the possibility of institutional

distrust on the part of First Nations clients. Accommoda-

tion must be made for cultural differences present

between the client and the clinician as well as between

the client and the system of service. Language can pose

a particular roadblock to intervention, regardless of

whether the client speaks English as a second or a first

language. Previous generations pass down the cultural

worldview housed in Indigenous languages. First Nations
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languages are relational and descriptive in nature and

do not accommodate compartmentalization as English

does. Most Indigenous languages provide an under-

standing of the world as either animate or inanimate,

not living or dead. Gendered language too is relatively

nonexistent in the fashion of Western-mainstream lan-

guages. A close examination of popular standardized

assessment and diagnostic tools quickly reveals their

inability to competently accommodate First Nations cli-

ents. The vast majority of such tools, including the

Diagnostic and Statistical Manual of Mental Disorders

(Fourth Edition, Text Revision) (DSM-IV-TR), have

been developed through a linear, White mainstream

worldview, and few have been standardized or explored

in relationship to their use with the First Nations.

Learning: Indigenous Science
and Knowledge Acquisition

American Indians and Alaska Natives have had sophis-

ticated systems of hypothesis testing and knowledge

acquisition for thousands of years. This knowledge has

persisted in oral, written, pictorial, and ritual traditions.

Unfortunately, systemic racism, discrimination, and

ignorance have all played a role in the perpetuation

of the stereotype of First Nations science as a proto-

knowledge, a less sophisticated form of Western-

mainstream constructs. It is in this atmosphere that First

Nations persons are educated by mainstream institutions

of learning. Acculturation and assimilation pressures

are significant for First Nations children in educational

settings and persist through higher education.

Preschoolers may encounter difficulties adjusting to

their new setting and its demands. Traditionally, First

Nations youth are raised with close attention to attach-

ment building and may share a bed with their primary

caretaker(s), may be breastfed until they are 3 or 4

years old, and may enjoy the attention of multiple care-

takers regardless of blood ties. Children entering ele-

mentary school are often encountering mainstream

culture for the first time and can be shaken by the shift

in worldviews within which they must function. Boys

may be ridiculed for keeping their hair traditionally

long, and all youth are subject to defending themselves

against the onslaught of holidays and practices cele-

brated in school systems that may be Christian-focused

or U.S. nationalist. Language issues can be a particular

challenge, and children may be required to shift from

an experientially based traditional educational focus at

home to a more linear, prescribed learning style in the

educational setting. By middle and high school, First

Nations youth often confront the full force of stereotyp-

ing and discrimination, as well as the aforementioned

risk factors. They may encounter existential crises,

struggling to integrate traditional spiritual beliefs with

mainstream culture. The risk for internalized oppression

is great, as teens strive for identity and self-preservation.

A traditional adolescent may attend a school that pro-

motes stereotyping and demeans the spiritual worldview

of First Nations persons via Indian mascots or the

promotion of, and forced participation in, Christian-

based activities. This pressure mounts as those First

Nations youth who do graduate from high school

attempt to make their way to college. College students

may have to travel great distances from their tribal

communities and lands, deepening existential struggles.

In higher education they find few First Nations mentors,

little funding, and can struggle greatly to resolve the rift

between their traditional worldview and that of the

Western mainstream.

Indigenizing the Mainstream

Best practices with American Indians and Alaska

Natives mandate the integration of traditional knowl-

edge, practices, community, and tradition keepers. Suc-

cessful strategies and programs are individualized and

recognize the potential for divergent worldviews and

diversity within this group. Legitimate ways of know-

ing and healing are held within the First Nations cul-

ture and have been utilized for thousands of years to

educate and heal this group. The educational psycholo-

gist will find a wealth of helpers within the commu-

nity’s natural supportive structure. Elders, traditional

healers and mentors, extended family, and many others

can be of assistance for case conceptualization and

treatment. Traditional knowledge and values can be

found in a group’s original instructions (creation story)

and provide a useful framework for conceptualizing

a client’s struggle, as well as his or her ethnic identity.

Finally, policies that support the integration of under-

standing between the mainstream and First Nations

may be supported by educational psychology as

socially just objectives that promote healing and under-

standing for both groups.

Leah M. Rouse Arndt

See also Bilingualism; Cognitive and Cultural Styles;

Culture; Discrimination; Ethnicity and Race
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ANDROGYNY

Androgyny is a term derived from the Greek andras

(�andraB—man) and gyne (gun�Z—woman) referring

to either the absence of any distinguishing mascu-

line or feminine traits, as in the Hijras of India, or

the combination of both masculine and feminine

characteristics, whether spiritual, psychological, or

physiological.

Most Western cultures presume a binary opposi-

tion between male and female. In the 1950s, June

Singer revived a mystical interest in androgyny, rec-

onciling the ‘‘masculine’’ and ‘‘feminine’’ aspects of

a single human, restoring the balance between what

Jung called animus and anima. Like Mircea Eliade

and Carl Jung, Singer treated androgyny as arche-

typal, in which the divided self yearned for the com-

plete reunion of male and female. This understanding

of androgyny as a metaphysical ideal was implicit in

shamans or deities like Buddha, Shiva, Kuan Yin, and

Elohim. Even so, Singer believed that the sexes were

naturally differentiated: that males are generally

aggressive, dominant, hard, and logical, and women

are passive, compliant, soft, and intuitive.

In 1974, Sandra Bem published the Bem Sex Role

Inventory (BSRI), a self-test listing 20 socially desir-

able female traits, 20 socially desirable male traits, and

20 considered to be neutral. Male traits included

‘‘forceful,’’ ‘‘analytical,’’ and ‘‘self-sufficient’’; female

traits included ‘‘sympathetic,’’ ‘‘loyal,’’ and ‘‘compas-

sionate’’; and neutral items included ‘‘truthful,’’

‘‘sincere,’’ and ‘‘friendly.’’ Scores revealed the respon-

dent’s self-reported possession of socially desirable,

stereotypically masculine and feminine personality

characteristics. An individual who received high scores

for both female and male traits was defined as androg-

ynous, whereas one with low scores in both was

described as undifferentiated. Gender traits had little

correlation with the ascribed sex of participants. Like

Singer and Jung, Bem believed that people who had

androgynous psychological traits were the most effec-

tive and well-functioning individuals in society.

At this time, Constructivism claimed that gender was

socially constructed and could therefore be changed at

will. Resistance to gender binaries and heterosexuality

took the form of transvestitism, or performances as drag

queens or drag kings. Kate Bornstein, having performed

as a cross-dressing performance artist and encouraged

the self-construction of ‘‘who you are,’’ used surgery to

change herself in 1998 to a ‘‘male-to-female lesbian

transsexual’’ but has now settled into being neither male

nor female, a gender outlaw.

To describe a born male as ‘‘lesbian’’ indicates

some of the conceptual change required by this new

gender fluidity, but it did not necessarily accommodate

androgyny. A medical category, gender identity disor-

der, was created to describe those who felt incompati-

bility between their felt identity and their anatomy.

Improvements in surgical processes made it possible to

normalize anatomies as normalized male or female,

and medical research sought to explain sex ‘‘transgres-

sions’’ (gender identity disorder, cross-dressing, or

homosexuality) physiologically in order to remove

blame and effect a ‘‘cure.’’ A few transsexuals, like

female-to-male Jamison Green, rejected such normaliz-

ing ‘‘cures’’ and accepted their androgynous status to

the extent of having hormone treatment but not requir-

ing a surgically constructed penis or denying their past.

Despite a relatively low level of sexual dimor-

phism in humans, Charles Darwin had naturalized the

sex binary in The Descent of Man by referring to nat-

urally selected sex differences between male and

female in gonads, sex organs, body mass, amount and

placement of body hair, intelligence, psychological

traits such as aggression, and child-rearing practices.

But he tended to overlook the high amount of androg-

yny in the natural world, for instance, in worms and

snails. About 30% of the fish species on a coral reef

start out as males and end as females, or vice versa,

or are both male and female at the same time. Could

humans be naturally androgynous?

In 1993 in Bodies That Matter, Judith Butler

argued that even though we construct gender, our

material bodies sometimes prevent us from conform-

ing to social norms. Earlier in Gender Trouble, she
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claimed that drag queens in their ‘‘queer performativ-

ity’’ demonstrate resistance to being required to ‘‘per-

form’’ normal dichotomous roles of male or female

which they do not feel. The existence of physically

androgynous humans challenges those dichotomies at

an even more profound level.

Anne Fausto-Sterling estimates conservatively that

1 in 1,000 persons is born with androgynous physiolog-

ical features. Previously called hermaphrodites, they

are now medically defined as intersex, a term, like

androgyny, applied to any person with characteristics

determined as neither exclusively male nor female, or

combining features of both. The most common cause

of so-called sexual ambiguity is congenital adrenal

hyperplasia, an endocrine condition in which the adre-

nal glands produce unusually high levels of virilizing

hormones. In genetic females, this leads to an appear-

ance that may be slightly masculinized (large clitoris)

to quite masculine. Another form of intersex is andro-

gen insensitivity syndrome, in which people born with

masculinizing Y chromosomes do not develop male

morphology. Other physiological androgynes show

chromosome variations such as 47XXY, 45XO, or

mosaics. Far from being revered as complete or ideal

persons, such anatomical androgynes are usually classi-

fied as male or female sex at birth and surgically or

hormonally transformed into either male or female in

childhood, with remaining variations of the male-

female binary seen as transgressive.

Bem and Fausto-Sterling argue that the danger of

perpetuating the male-female binary lies in the fact

that cultural roles and norms remain dictated by males

and highly polarized male values. The placement of

the androgyne at the center of our understanding of

physical and cultural humanness and our acceptance

of complex combinations of male and female defuse

current hegemonies.

Felicity Ann Haynes

See also Gender Bias; Gender Differences; Gender Identity
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ANXIETY

Anxiety is a common mental health concern facing

many Americans today. In 1997 Thomas Huberty

defined anxiety as a unique emotional state character-

ized by feelings of distress and tension about real or

anticipated threats that may manifest in cognitive,

behavioral, or physiological patterns. Anxiety can have

devastating effects on individuals, as it can interfere

with their learning and social and emotional develop-

ment. In this entry, general information about anxiety

is presented. Common features found among the anxi-

ety disorders, types of anxiety disorders, and etiologi-

cal factors underlying anxiety disorders are discussed.

Prevention and intervention strategies are covered.

Components of Anxiety

Anxiety is a complex emotional state and may involve

and influence multiple domains of an individual’s

functioning. Specifically, an individual may experience
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cognitive, behavioral, and physiological effects. Com-

mon cognitive symptoms of anxiety include excessive

worries, concentration difficulties, and memory and

attention problems. Anxiety may also be manifested

through such behavioral symptoms as motor restless-

ness, difficulty sitting still, and attempts to escape or

avoid anxiety-provoking stimuli or situations. Finally,

anxiety also includes physiological symptoms, such as

muscle tension, increased perspiration, rapid heartbeat,

headaches, and stomachaches.

Anxiety as a Unique Emotion

Anxiety is a unique emotion as it can be viewed in

both a positive or negative light. A slight amount of

anxiety can be helpful and facilitate an individual’s

performance, whereas too much anxiety can be debili-

tating and hinder one’s performance. In small amounts,

anxiety can serve as a motivator and lead to optimal

performance in school, work, sports, or other areas in

an individual’s life. For example, a student can become

slightly anxious before a major exam. The slight anxi-

ety felt can motivate the student to study for the exam

and do better because of the time spent preparing for

the exam. In contrast, high levels of anxiety may inter-

fere with the student’s ability to concentrate, process

information, or retrieve information from long-term

memory. Under these circumstances, the student is less

likely to perform his or her best on the exam.

Anxiety can also alert an individual to a potential

danger. The fight-or-flight response, also referred to

as the acute stress response, involves the activation of

the sympathetic nervous system in an emergency situ-

ation. The individual will respond to a threatening or

dangerous situation by fighting or fleeing. Thus, many

believe that anxiety serves as a survival mechanism

and protects the individual from harm.

Besides its positive and negative aspects, anxiety

can be viewed as a normal indicator of development.

During the normal course of development, individuals

experience fears and anxieties, but the specific fears

and anxieties experienced vary as a function of age.

Moreover, there is some evidence to suggest that the

number of specific fears and anxieties decrease with

age, whereas others suggest that the number of spe-

cific fears and anxieties remain the same across the

life span. Sources of anxiety for infants include loud

noises, strangers, and novel stimuli, and for toddlers,

separation from major attachment figures and imagi-

nary creatures. Children fear large animals, darkness,

and natural events, and adolescents fear social alien-

ation. Sources of anxiety for adults include natural

events, injury, and financial issues. Most individuals

experience these age-specific anxieties and fears,

which are mild and transient in nature.

Prevalence of Anxiety
and Comorbid Conditions

Prevalence rates of anxiety in community samples are

difficult to estimate, especially given the fact that

internalizing disorders, such as anxiety, are often diffi-

cult to observe and identify. Prevalence estimates for

clinical levels of anxiety in children, young and mid-

dle-age adults, and older adults range from 5% to

19%, 6% to 8%, and 9% to 11%, respectively. In gen-

eral, the prevalence of anxiety disorders has been

found to increase with age in the child and adolescent

population, decline during the young and middle-age

adult years, and slightly increase in the older adult

years. Gender differences have also been found in the

literature. Specifically, females typically report more

anxiety symptoms than do males. However, it remains

unknown at the present time whether this gender dif-

ference is due to females actually experiencing more

anxiety symptoms than males or whether females are

simply better able to recognize and report their symp-

toms of anxiety than are males. On the other hand,

overall, more females than males are believed to suf-

fer from an anxiety disorder. However, the gender

ratios differ based on the type of anxiety disorder

diagnosed and the age of the individual. Despite this

variability and the need for further research with

regard to prevalence rates among different ages and

genders, it is clear that anxiety continues to be a major

problem for individuals of all ages and one that can

potentially lead to significant difficulties within multi-

ple domains of functioning.

Anxiety disorders have high rates of comorbidity

with other disorders. The rate of comorbidity between

anxiety and depressive disorders may be as high as

55% to 65%. Speculation as to why these rates are so

high is that both anxiety and depression share a similar

trait known as negative affectivity, or emotional dis-

tress. Negative affectivity includes such affective

states as worry, self-dissatisfaction, and sadness. High

comorbidity rates may also be due to a sequential link

between anxiety and depression, with anxiety serving

as an early precursor to a depressive disorder. Comor-

bidity rates are also high between different types of
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anxiety disorders. It is not uncommon for an individ-

ual who has one anxiety disorder to be diagnosed with

another anxiety disorder. Other common comorbid

conditions include substance use disorders and disrup-

tive behavior disorders, such as attention deficit

hyperactivity disorder, oppositional defiant disorder,

and conduct disorder.

From a trait model perspective, anxiety is viewed

as a stable personality characteristic. Without treat-

ment, anxiety disorders may persist. Approximately

45% to 65% of individuals diagnosed with an anxiety

disorder do not show remission of symptoms. How-

ever, approximately 35% to 55% of individuals do

show remission, but many who show remission

develop other disorders, especially other anxiety dis-

orders. Anxiety disorders interfere with the social and

emotional well-being of individuals. If individuals

are still in school, academic development may be

impaired. For adults, work productivity may decline

and unemployment may increase.

Developmental Precursors
or Etiological Factors

Different theories exist about the development of an

anxiety disorder. The three most popular models used

to explain the development of an anxiety disorder are

the biological, behavioral, and cognitive models.

Biological explanations of anxiety focus on genetics,

neurotransmitters, differences in structural regions of

the brain, abnormalities in the immune system, and

behavioral inhibition. Genetics is believed to play

a role in the development of an anxiety disorder.

Genetic influences account for approximately 30% to

35% of the variance in anxiety in most cases, suggest-

ing that anxiety is moderately inheritable. The neuro-

transmitter gamma aminobutyric acid (GABA) has

received some attention as a possible risk factor in the-

development of an anxiety disorder. GABA may

increase excitatory responses to real or perceived

threats, or it may fail to send messages to inhibit these

responses. Perturbations in the hypothalamic-pituitary-

adrenal axis indicate structural brain differences in indi-

viduals with an anxiety disorder. Behavioral inhibition

may be another possible etiological factor. Behavioral

inhibition characterizes a child’s temperament. Chil-

dren with this type of temperament are shy and exhibit

inhibited behaviors in response to novel stimuli. These

individuals are also highly physiologically reactive to

such stimuli.

Behavioral explanations for the development of an

anxiety disorder focus on learned behaviors. Accord-

ing to behaviorists, anxiety is a learned behavior that

is acquired and maintained through a combination of

classical and operant conditioning, operant condition-

ing alone, or modeling. From a classical and operant

conditioning perspective, anxiety problems result

when a neutral stimulus, such as a large dog, is paired

repeatedly with an aversive stimulus (i.e., an uncondi-

tioned stimulus), such as a loud noise, to produce an

unconditioned response, such as a startled reaction.

Through repeated pairings with the unconditioned

stimulus, the neutral stimulus becomes a conditioned

stimulus, and this conditioned stimulus will produce

a conditioned response. In other words, the presence

of a large dog will result in a startled response without

the loud noise being present on a regular basis. The

conditioned stimulus (i.e., a large dog) will then be

avoided, and by avoiding the conditioned stimulus, an

individual’s anxiety is reduced. The avoidance behav-

ior demonstrated by the individual in response to the

large dog is an example of operant conditioning. In

operant conditioning, the stimulus, task, or situation

feared is maintained by a negative reinforcement con-

tingency. The feared stimulus, task, or situation is

avoided, and the avoidant behavior is maintained

because it reduces the individual’s anxiety. In model-

ing, the individual observes the behavior of significant

others in response to aversive stimuli, tasks, or situa-

tions. When significant others exhibit avoidance

behavior and anxiety in response to aversive stimuli,

the individual learns to model these behaviors. Expo-

sure to similar aversive stimuli, tasks, or situations

will produce similar behaviors.

The cognitive approach to anxiety disorders assumes

that distorted cognitions are responsible for symptom

manifestation. According to cognitive psychologists,

individuals who have an anxiety disorder or experience

high levels of anxiety exhibit threat-related attentional

and interpretative biases. These individuals attend to

threat-related stimuli, and they interpret ambiguous or

neutral stimuli as threatening.

Common Features
of Anxiety Disorders

Although different types of anxiety disorders exist,

according to Michael Telch, Jasper Smits, Matt Brown,

and Victoria Beckner, there are some common features

across these different disorders. Common features
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include escape and avoidance behaviors, chronic worry,

attentional hypervigilance, faulty threat perception, and

sympathetic activation. Individuals with an anxiety dis-

order try to avoid or escape from stimuli or situations

that make them anxious, and they constantly worry

about current and future events. These individuals

attend excessively to cues that they perceive as threat-

ening. The excessive attention given to these cues is

referred to as attentional hypervigilance. Faulty threat

perception is another common feature found among

individuals with an anxiety disorder. These individuals

erroneously perceive situations as threatening. Sympa-

thetic activation is also a core feature found among

individuals with an anxiety disorder. Activation of the

sympathetic nervous system producing physiological

changes in the body occurs in individuals with an anxi-

ety disorder when there is no real or potential threat.

Physiological changes experienced by these individuals

in the absence of a real or potential threat may include

accelerated heart rate, muscle tension, and increased

perspiration and respiration.

Types of Anxiety Disorders

The Diagnostic and Statistical Manual of Mental Disor-

ders (Fourth Edition, Text Revision) (DSM-IV-TR) has

identified 15 types of anxiety disorders, including

generalized anxiety disorder, separation anxiety disor-

der, specific phobia, social anxiety disorder, obsessive-

compulsive disorder, posttraumatic stress disorder, acute

stress disorder, panic attack, panic disorder with and

without agoraphobia, agoraphobia without a history of

panic disorder, anxiety disorder not otherwise specified,

anxiety disorder due to a general medical condition,

and substance-induced anxiety disorder. Generalized

anxiety disorders, phobias, obsessive-compulsive disor-

ders, panic disorders, and posttraumatic stress disorders

are the most common types of anxiety disorders.

Although there are several types of anxiety disor-

ders, each involves an excessive degree of worry or fear

about certain stimuli, situations, or events, which signif-

icantly interferes with an individual’s normal state of

functioning. Generalized anxiety disorder is character-

ized by a chronic, excessive, and uncontrollable degree

of worry about a variety of events or situations, such as

friends, family, school, work, or the future. Symptoms

of generalized anxiety disorder include fatigue, irritabil-

ity, restlessness, muscle tension, and difficulties with

concentration and sleep. Another common anxiety dis-

order, specific phobia, is characterized by an extreme

and irrational fear in response to a specific stimulus,

such as animals or insects (e.g., dogs), aspects of the

natural environment (e.g., storms), blood (e.g., viewing

blood or receiving an injection), situations (e.g., being

in small spaces), or other stimuli (e.g., loud sounds or

costumed characters). This worry must be present for at

least 6 months and may lead to symptoms in children

such as crying, clinging, tantrumming, dizziness, short-

ness of breath, and fainting.

Like a specific phobia, social phobia is associated

with particular circumstances and must involve symp-

toms present for at least 6 months. An individual with

a social phobia experiences extreme worry regarding

social situations. The individual may worry over

or fear the possibility of ridicule, humiliation, or

embarrassment in social situations, such as speaking

in class or conversing with peers. Individuals with

a social anxiety disorder may attempt to avoid or

escape social behaviors, and they often have poor

social skills. These individuals may also experience

symptoms such as trembling hands or voice, perspira-

tion, muscle tension, and blushing.

Obsessive-compulsive disorder involves obsessions

(recurrent or persistent thoughts or worries that intrude

on, and interfere with, an individual’s normal function-

ing) and compulsions (repetitive behaviors, rituals, or

practices in which the individual engages to provide

relief from, or comply with, the obsessive thoughts or

worries). Common obsessions and compulsions in chil-

dren include contamination (hand washing), safety

(checking), preoccupations with orderliness and sym-

metry (ordering, aligning), and counting or touching

rituals. Individuals with an obsessive-compulsive disor-

der may feel embarrassed by their compulsions and

may experience difficulties related to concentration,

preoccupations, and perfectionist tendencies.

Posttraumatic stress disorder refers to stress or

worry experienced by an individual following a trau-

matic event (such as a serious injury, death, or cata-

strophic event). The individual reexperiences the event

(via flashbacks, nightmares, or images), as well as the

accompanying physiological arousal, and may attempt

to avoid stimuli associated with the event. Following

the event, the individual may feel helpless, fearful, agi-

tated, or disorganized and may experience hypervigi-

lance, irritability, and difficulties with concentration or

sleep. These symptoms must be present for at least

1 month following the traumatic event. If symptoms

are present for less than 1 month, then an acute stress

disorder may be present. Similar to posttraumatic stress
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disorder, acute stress disorder also results from witnes-

sing or experiencing a traumatic event. Symptoms

include reexperiencing the event and the accompany-

ing physiological arousal; however, these symptoms

are present for no more than 1 month.

A panic disorder refers to recurrent and unexpected

panic attacks that are followed for at least 1 month by

concern about, or consequences of, having another

attack and/or a change of behavior related to the attack.

Panic attacks develop abruptly, often last for approxi-

mately 10 minutes, and involve symptoms such as heart

palpitations, sweating, chest pain, dizziness, fear of

dying, feelings of detaching from one’s body, and feel-

ings of losing control. If the attacks become more fre-

quent, the individual may come to fear experiencing

a panic attack in public places, and develop agorapho-

bia (fear of public places) as well. However, agorapho-

bia may also develop in the absence of, and without

resulting from, a panic disorder. In these cases, indivi-

duals may avoid public situations, such as being in

a crowd or traveling in a train, and may experience

symptoms of panic in these situations.

Separation anxiety disorder is an anxiety disorder

commonly found in children. Separation anxiety dis-

order refers to excessive and unrealistic worry in

response to separation from home or a caregiver.

Children with separation anxiety disorder may experi-

ence nightmares with separation themes, headaches,

stomachaches, or nausea. These symptoms must be

present for at least 4 weeks. Separation anxiety disor-

ders tend to decrease with an increase in age. That is,

this type of anxiety disorder is common during the

childhood years but declines during the adolescent

and adulthood years.

Anxiety disorders may also result from external

factors, such as a general medical condition or sub-

stance use. Finally, for individuals who experience

symptoms of anxiety, but whose symptoms, duration,

or impairment do not meet the criteria for a specific

disorder, a diagnosis of anxiety disorder not otherwise

specified (NOS) may be appropriate.

Anxiety Disorders in Children
and Adolescents in School

Many children and adolescents who either have been

diagnosed with an anxiety disorder or have high

levels of anxiety experience difficulty in the school

setting. Students with anxiety disorders or high levels

of anxiety have more difficulty learning new material,

receive poorer grades, and do not perform as well on

standardized and classroom tests. These students may

struggle in core courses such as reading and math.

They are also more likely to repeat a grade and drop

out of school.

Besides experiencing academic difficulties, chil-

dren and adolescents with anxiety disorders experi-

ence poor peer relationships. Because of cognitive

distortions or maladaptive thinking patterns, these

children and adolescents view their relationships with

others more negatively. These negative perceptions of

their relationships with others reduce the likelihood of

interactions with peers. These individuals may feel

socially isolated and experience depression and feel-

ings of hopelessness.

Symptoms of anxiety can significantly interfere

with children or adolescents’ social-emotional and

academic functioning. In light of these concerns,

children and adolescents with an anxiety disorder

may be eligible for special education and related

services under the Individuals with Disabilities Edu-

cation Improvement Act of 2004 (IDEA). Specifi-

cally, anxiety disorders are categorized under the

emotional disturbance (ED) category of disabilities.

To meet the criteria for an emotional disturbance,

a student must exhibit one or more of the following

conditions, and the condition(s) must have occurred

over a long period of time and to a marked degree

and must adversely affect the individual’s educa-

tional performance:

1. An inability to learn that cannot be explained by

intellectual, sensory, or health factors

2. An inability to build or maintain satisfactory

interpersonal relationships with peers and teachers

3. Inappropriate types of behavior or feelings under

normal circumstances

4. A general pervasive mood of unhappiness or

depression

5. A tendency to develop physical symptoms or

fears associated with personal or school problems

(34 C.F.R. x 300.8)

Assessment of Individuals
With an Anxiety Disorder

To detect an anxiety disorder or high levels of anxiety

in individuals of different ages, a multimethod approach
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to the assessment of anxiety is recommended. A multi-

method approach involves the use of different types of

measures completed by multiple informants across mul-

tiple settings to detect anxiety and comorbid conditions.

A variety of assessment techniques, including clinical

interviews, rating scales, direct observations, self-report,

and psychophysiological measures, are available to

assess anxiety in individuals of different ages. Many of

these measures are completed by multiple informants

(self, parent, spouse, and/or teacher) across multiple

settings (home, school, and/or work).

Treatment of Anxiety

Once an assessment or evaluation is completed and

high levels of anxiety are detected or an anxiety disor-

der is diagnosed, assessment results are linked to inter-

ventions to ameliorate anxiety and its negative effects.

Different treatment strategies are available to address

anxiety, including pharmacotherapy, behavioral strate-

gies, and cognitive-behavioral interventions. Additional

strategies may also be used to address comorbid issues.

Thus, a multimodal approach, consisting of two or

more interventions, is often used to alleviate an indivi-

dual’s anxiety and its negative effects.

Pharmacological treatment is one means of alleviat-

ing anxiety in individuals. Medications that have been

used to treat anxiety include benzodiazepines, selective

serotonin reuptake inhibitors, tricyclic antidepressants,

and buspirone. Medication is often used in combina-

tion with other treatments such as cognitive-behavior

therapy because although the medication may reduce

anxiety symptoms, it does not help individuals learn to

cope effectively with their anxiety.

Behavioral interventions are another means of

reducing anxiety in individuals. Relaxation training,

systematic desensitization (graduated exposure), and

modeling are some of the behavioral strategies used

to treat anxiety. These strategies have been shown to

be effective. Relaxation training may include deep

breathing exercises or progressive muscle relaxation.

Progressive muscle relaxation involves individuals

learning to relax and tense different muscle groups in

order to become more relaxed. Relaxation training

may also be found in systematic desensitization. In

systematic desensitization, a fear hierarchy is created,

consisting typically of 10 to 15 steps evenly spaced.

For example, if an individual had a fear of large dogs,

the first step in the fear hierarchy may consist of a dis-

cussion about dogs. The second step may involve

looking at a picture of dogs. The third step of the fear

hierarchy may involve driving past a pet shop and so

on until the last step, when the individual pets a real-

life dog. The purpose of creating a fear hierarchy is to

gradually expose the individual, step by step, to the

feared stimulus. The graduated exposure can be con-

ducted using imagery or real-life experiences. Relaxa-

tion or another incompatible response to anxiety is

induced along the way to calm the individual as grad-

uated exposure of the feared stimulus occurs. Model-

ing is another behavioral strategy used to reduce fears

and anxieties. Modeling is based on social learning

theory in which an individual observes, either live or

on film, a person who interacts successfully with the

feared stimulus or situation. The model is typically of

the same age and gender as the individual. After

watching the model interact successfully with the

feared stimulus or situation, the individual is more

likely to perform the same behavior, and the fear and

anxiety associated with the feared stimulus or situa-

tion are reduced.

Cognitive-behavioral strategies, such as self-

instruction, self-control training, and rational-emotive

therapy, have also been used to alleviate individuals’

anxieties. Self-instruction involves the use of positive

self-talk to handle anxiety-provoking situations. In

self-control training, individuals learn to modify and

restructure maladaptive thoughts, resulting in less

anxiety in the presence of anxiety-provoking stimuli

or situations. Less anxiety experienced then leads to

positive changes in behavior because these individuals

are more likely to approach the feared stimuli or

situations. Replacement of false, irrational beliefs that

underlie an anxiety problem with rational beliefs is

the focus of rational-emotive therapy.

Prevention of Anxiety

Because anxiety is a common mental health concern

facing many Americans today, efforts should be

directed toward the prevention of anxiety disorders.

The emotional, social, and economic costs associated

with anxiety disorders are astronomical. Economic

costs alone are estimated to be more than $40 billion

per year. Yet, few prevention programs exist. Although

prevention programs are costly up front, universal (pri-

mary), selective (secondary), and indicated (advanced)

prevention programs are needed. Future efforts should

be directed toward the development and implementa-

tion of these programs, as there will never be enough
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mental health professionals to provide adequate treat-

ment of anxiety and other disorders.

Patricia A. Lowe and Jennifer M. Raad

See also Diagnostic and Statistical Manual of Mental

Disorders; Personality Tests; Psychoanalytic Theory

Further Readings

Albano, A. M., Causey, D., & Carter, B. D. (2001). Fear and

anxiety in children. In C. E. Walker & M. C. Roberts

(Eds.), Handbook of clinical child psychology

(pp. 291–316). New York: Wiley.

American Psychiatric Association. (2000). Diagnostic and

statistical manual of mental disorders (4th ed., Text rev.).

Washington, DC: Author.

Chorpita, B. F., & Southam-Gerow, M. A. (2006). Fears and

anxieties. In E. J. Mash & R. A. Barkley (Eds.),

Treatment of childhood disorders (3rd ed., pp. 271–335).

New York: Guilford Press.

Compas, B. E., & Oppedisano, G. (2000). Mixed anxiety/

depression in childhood and Adolescence. In A. J.

Sameroff, M. Lewis, & S. M. Miller (Eds.), Handbook of

developmental psychopathology (2nd ed., pp. 531–548).

New York: Kluwer Academic/Plenum.

Dozois, D. J. A., & Dobson, K. S. (Eds.). (2004). The

prevention of anxiety and depression: Theory, research,

and practice. Washington, DC: American Psychological

Association.

Evans, D. L., Foa, E. B., Gur, R. E., Hendin, H., O’Brien,

C. P., Seligman, M. E. P., et al. (2005). Treating and

preventing adolescent mental health disorders: What we

know and what we don’t know. New York: Oxford

University Press.

Foa, E. B., & Andrews, L. W. (2006). If your adolescent

has an anxiety disorder. New York: Oxford University

Press.

Huberty, T. J. (1997). Anxiety. In G. Bear, K. Minke, &

A. Thomas (Eds.), Children’s needs II (pp. 305–314).

Bethesda, MD: National Association of School

Psychologists.

Individuals with Disabilities Education Improvement Act of

2004, P.L. No. 108–446, 70 Fed. Reg. 118 (2004).

Retrieved June 28, 2005, from http://idea.ed.gov

Kendall, P. C., Hedtke, K. A., & Aschenbrand, S. G. (2006).

Anxiety disorders. In D. A. Wolfe & E. J. Mash (Eds.),

Behavioral and emotional disorders in adolescents

(pp. 259–299). New York: Guilford Press.

Morris, T. L., & March, J. S. (Eds.). (2004). Anxiety

disorders in children and adolescents (2nd ed.).

New York: Guilford Press.

Silverman, W. K., & Kurtines, W. M. (2001). Anxiety

disorders. In J. N. Hughes, A. M. LaGreca, & J. C.

Conoley (Eds.), Handbook of psychological services for

children and adolescents (pp. 225–244). New York:

Oxford University Press.

Telch, M. J., Smits, J. A., Brown, M., & Beckner, V. (2002).

Treatment of anxiety disorders: Implications for medical

cost offset. In N. Cummings, W. T. O’Donohue,

K. E. Ferguson (Eds.), The impact of medical cost offset

on practice and research: Making it work for you

(pp. 167–200). Reno, NV: Context Press.

Vasey, M. W., & Dadds, M. R. (Eds.). (2001). The

developmental psychopathology of anxiety. New York:

Oxford University Press.

Vasey, M. W., & Ollendick, T. H. (2000). Anxiety. In

A. J. Sameroff, M. Lewis, & S. M. Miller (Eds.),

Handbook of developmental psychopathology (2nd ed.,

pp. 511–529). New York: Kluwer Academic/Plenum.

Wilmshurst, L. (2005). Essentials of child psychopathology.

Hoboken, NJ: Wiley.

APPLIED BEHAVIOR ANALYSIS

Applied behavior analysis is a methodology for sys-

tematically applying the principles of learning theory

to develop interventions that will improve socially

significant behaviors to a meaningful degree, as well

as demonstrate that the interventions employed are

responsible for the improvement in behavior. Applied

behavior analysis has been repeatedly demonstrated to

be a highly effective approach across a wide range of

problems and environments, including education,

mental health and mental retardation, parent training,

environmental management, and organizational man-

agement. Applied behavior analysis is a specialty used

by various professions. It is not regulated by most

states, except as part of psychology or other estab-

lished professions, although there have been a few

attempts to recognize trained and qualified behavior

analysts over the years. Most recently the nonprofit

Behavior Analyst Certification Board has promoted

a national certification program to identify and cre-

dential qualified practitioners and trainers.

Principles and Techniques

Several terms besides applied behavior analysis have

been used to describe intervention methods based on

behavioral learning theories, including behavior modi-

fication, behavior therapy, and others. Although

sometimes used interchangeably, there are possible

distinctions made. Applied behavior analysis is used
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most often for the orientation that derives predomi-

nantly from Skinnerian operant conditioning and fol-

lows a radical behavioral philosophy. Although other

behavioral orientations often utilize operant principles

to differing degrees, they typically place a greater

emphasis on classical conditioning processes (the neo-

behavioristic mediational model) or cognitions and

perceptions as targets for change (social learning the-

ory and cognitive behavior modification) than does

applied behavior analysis.

Operant conditioning eschews hypothetical mental

constructs as explanatory contracts. Behaviors are

viewed as being selected by environmental conse-

quences, much like adaptive changes are in Darwinian

evolution, rather than being emitted to serve some

future purpose. That is, a child does not cry in order to

attract attention but cries because crying has resulted

in reinforcing consequences in similar situations in the

past (unless, of course, the crying is in response to

actual physical discomfort).

The central precept of applied behavior analysis is

that behaviors are under the control of environmental

stimuli. Functional relationships are described by

a three-term contingency that consists of antecedents,

responses (behaviors), and consequences. At times

these are referred to as the ABCs of behavior. Early

uses of behavior analysis focused primarily on chang-

ing behaviors through manipulating consequences.

All consequences are seen as directly influencing

whether behaviors will recur in the future. Conse-

quences can be grouped into three main types: rein-

forcing, punishing, or neutral stimuli.

The first class of consequences, reinforcers, consists

of events that increase the future probability of a behav-

ior they immediately follow. These include events that

strengthen behaviors when they are presented follow-

ing the behavior, such as food, attention, or social

praise. This operation is referred to as positive rein-

forcement. For example, a child may learn to apologize

because the apology consistently is followed by paren-

tal praise. Behaviors also can be strengthened through

the removal of an aversive (negative) stimulus follow-

ing a behavior. This operation is termed negative rein-

forcement. This would be the case if a child learns to

apologize if the apology terminates (or avoids) being

scolded by his or her parents.

Reinforcers can either be biologically preestablished

(primary reinforcers), such as food or water, or can

acquire reinforcing properties through careful pairing

with primary reinforcers (conditioned reinforcers).

Most reinforcers are differentially effective with differ-

ent people rather than being universal. This is particu-

larly true of conditioned reinforcers such as praise or

tokens. The schedule of reinforcement used to deliver

reinforcers also is important. Early in the process of

strengthening a behavior, reinforcers are typically

delivered on a continuous schedule, where a reinforcer

is given each time the response occurs. Later in the

process, various schedules are used that deliver rein-

forcers more intermittently and help increase resis-

tance to extinction and/or produce specific types of

responding patterns.

Punishment consists of two operations, but these

weaken the likelihood of behaviors recurring. In posi-

tive punishment, the presentation of the consequence

following the behavior results in weakening future

occurrences of a behavior. An example might be

a brief swat on the bottom when a young child chases

a ball into the street. Removing a reinforcing stimulus

contingent upon a behavior also can weaken it. This

is negative punishment and includes, for example, tak-

ing away television-watching privileges for a short

time to weaken a child’s lying behavior. Applied

behavior analysts typically advocate negative punish-

ment as a more appropriate reductive method in most

cases.

Behavior also may be decreased through the use of

extinction, where the connection between a response

and its maintaining consequences is discontinued,

leading to a progressive decline in the rate of a previ-

ously reinforced response.

Antecedents, which are the front end of the three-

term contingency, influence behaviors largely through

a prior history of differential association with reinfor-

cing or punishing consequences. When a child’s

behavior has been reinforced previously in a situation,

the likelihood of that behavior is heightened under

similar circumstances. It is lowered in situations in

which reinforcement has been consistently withheld

or punished. For example, a child whose father con-

sistently buys him candy in a store when he whines is

likely to exhibit similar behaviors in the future when

shopping with his father. With his mother, who does

not ‘‘give in,’’ the child will learn not to whine.

Another type of antecedent stimulus used program-

matically includes visual, verbal, or physical prompts

given to increase the likelihood a child will respond

appropriately to the given situation. For example, pic-

tures of objects may be placed with letters to assist

a child in learning letter sounds. These can then be
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removed either abruptly or through a gradual process

called fading. Modeling can be seen as a special form

of prompting in which someone demonstrates a desired

behavior to increase its likelihood.

When a behavior is not present in the individual’s

repertoire, the procedure of shaping or successive

approximations may be used. Shaping involves rein-

forcing progressively closer approximations of the

desired behavior. For example, in teaching new words

to a young child, the child is reinforced for vocaliza-

tions that are increasingly more like the desired word.

As the sequence progresses, the word must be more

and more like the target word for the child to receive

reinforcement.

Particularly important behavioral concepts for

instructional applications include discrimination, gen-

eralization, and concept formation. Behaviorally, con-

cept formation occurs when the same response occurs

to a group of discriminably different objects that have

some aspect in common (as well as responding differ-

ently to other classes of stimuli). Concept formation

involves both generalization and discrimination: gen-

eralization within classes and discrimination between

classes. Thus, a child who responds ‘‘dog’’ to differ-

ent examples of dog but not cats or other animals is

exhibiting concept formation.

Many other effective techniques have evolved over

time from this relatively small set of basic principles.

In addition to those just mentioned, these include

procedures such as overcorrection, token economies,

time-out, response cost, self-monitoring, and task

analysis.

Methodological Practices

Although numerous step-by-step models have been

proposed for developing, implementing, and evaluat-

ing applied behavior analytic interventions, each gen-

erally incorporates at least the following components:

1. Selecting a behavioral excess or deficit for change

2. Establishing a method for measuring behaviors

3. Measuring the baseline (current) level of performance

4. Specifying goals and objectives

5. Designing and implementing interventions to teach

or strengthen behaviors/skills and/or to reduce

excessive behaviors

6. Continuously measuring the behaviors to determine

the effects of the intervention

7. Modifying the intervention based on ongoing

measurements

In measuring behavior, applied behavior analysts

focus on observable behaviors recorded using tech-

niques such as direct observational recording (event,

duration, or latency recording using continuous, time

sampling or interval recording) and analysis of perma-

nent products. In recent years, the practice of func-

tional behavioral assessment—where the functions or

maintaining factors of an existing behavior are deter-

mined experimentally prior to designing an interven-

tion for implementation—has become increasingly

more important.

A particularly important aspect of applied behavior

analysis is the demonstration that the intervention used,

rather than some unspecified extraneous variable,

caused the behavior change. Applied behavior analysts

accomplish this primarily through within-subject exper-

imental designs that focus on the functional relation-

ships between intervention changes and changes in

target behavior. Typical experimental designs include

reversal (ABAB) designs, multiple baseline designs,

multiple-treatment designs, and changing criterion

designs. The generality of effects is established through

replication across subjects over time.

Historical and
Current Applications

The field of operant conditioning, or the experimental

analysis of behavior, began to grow exponentially dur-

ing the 1930s. At that time B. F. Skinner built upon the

basic concepts of radical behaviorism espoused by John

Watson. Within a few years early attempts were made

to apply Skinner’s model of operant conditioning to

human behavior and development. This was accompa-

nied by a number of research programs, mostly in insti-

tutional settings. That work used arbitrary responses, as

in animal operant research, to investigate the applicabil-

ity of operant conditioning to humans. Concurrent with

this, a few psychologists began working with the men-

tally retarded and mentally ill in clinical settings. The

often-cited first human application, published in 1949,

demonstrated that squirts of milk could be used to

establish arm raising in a profoundly retarded 18-year-

old man. Examples of other early applications included

use of psychiatric nurses to change behaviors in psy-

chotic patients and early attempts to change problem

behaviors in preschool children.
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During the late 1960s the field became increasingly

focused on the application of operant principles to

socially important problems rather than artificial labo-

ratory research. The Journal of Applied Behavior Anal-

ysis was founded in 1968 as a primary outlet for this

research. In the initial volume, Donald Baer, Montrose

Wolf, and Todd Risley proposed seven defining dimen-

sions of applied behavior analysis. When the same

authors reviewed the status of these dimensions almost

20 years later, they concluded that the dimensions con-

tinued to be relevant. First, the behaviors or stimuli

studied must be selected for applied (practical) rather

than theoretical significance. They must need improve-

ment and be measurable (behavioral). It is essential that

the factors responsible for the occurrence or nonoccur-

rence of the behavior be established (analytic). The

behavior change procedure used needs to be described

in terms of the relevant principles (conceptual systems)

and must be completely identified and described to per-

mit replication of the interventions (technological).

Behavioral techniques used must produce significant

practical effects (effective). Lastly, those effects must

be stable over time and situations, or they must extend

to untrained responses (generality).

Since the 1950s applied behavior analysis has

become an increasingly important applied field of psy-

chology that has been used to modify behaviors across

numerous areas of human functioning, including men-

tal health and mental retardation, general and special

education, organizational performance management,

environmental management, and behavioral medicine.

Applied behavior analysis has been extended across

many areas of education over the past few decades.

Besides the obvious clinical applications for indivi-

duals with disabilities, a number of instructional meth-

ods used across regular education, special education,

or adult and higher education have been grounded in

applied behavior analytic principles. These include

direct instruction, precision teaching, and personalized

instruction. Although there have been numerous

studies demonstrating the effectiveness of these

approaches, they have not been widely adopted. In

fact, numerous appeals have been made to have educa-

tion be more accepting of applied behavior analysis as

a basis for instructional innovations.

Ronald A. Madle
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Token Reinforcement Programs
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APTITUDE

Aptitude can be defined as individual differences that

are related to subsequent learning during a fixed time

frame. The learning or acquisition of knowledge or

skills can occur in a formal intervention (training

or education) or in an informal setting (experience or

mentoring). This definition can be fruitfully narrowed

by specifying the domain of individual differences

(cognitive, noncognitive) and the type of relationship

(i.e., rate, accuracy) with learning. Numerous individ-

ual differences are related to learning, including cogni-

tive abilities, personality traits, interests, and values.

All of these can be considered aptitudes, and all can be

evaluated in work, school, or avocational contexts.

Aptitudes are discussed most commonly in reference to

cognitive abilities within a formal educational or train-

ing context where the learning is labeled achievement.

However, this general definition defines aptitude

mainly by its relationships with learning outcomes. If

one also considers the nature of an aptitude, one finds

two fundamentally different underlying definitions of

aptitude. The failure to differentiate between these two

conceptualizations can be the source of much confu-

sion. The first definition proposes that aptitude

comprises individual differences that develop from

a combination of innate and environmental influences.

Aptitude reflects a current repertoire of behaviors and

behavioral tendencies that predict subsequent learning.
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The second and quite different definition proposes that

aptitude comprises individual differences that are

innate and largely unchanging and immutable within

normal circumstances. That is, aptitude is raw material

that either facilitates learning or is actively used to

learn. In the first definition one might say that a field

had a strong aptitude for growing crops even though

this is partially a function of having been covered with

artificial fertilizer. The second definition would charac-

terize the aptitude of the field based only on the funda-

mental and natural composition of the soil. The

expected patterns of empirical findings that would be

consistent with each definition differ.

The first definition frames aptitude as a reflection of

current capabilities and tendencies. An aptitude is cur-

rent skill and knowledge. In this case aptitude is based

on a person’s innate potential as it has been developed

through learning opportunities and environmental stim-

ulation or deprivation. Under this definition, aptitude is

not a clear window into innate talent and will predict

future learning but may also change itself due to new

learning experiences. This means that aptitude scores

may show mean increases, variance changes, and rank

order changes after learning has occurred. For exam-

ple, an algebra exam is likely to predict learning of

trigonometry. Algebra scores at Time 1 will correlate

with trigonometry scores at Time 2. Trigonometry

scores are also likely to increase from Time 1 to Time 2.

Finally, if some students are fundamentally more

innately skilled at math but have not previously had the

opportunity to receive good training or engage in delib-

erate practice, nonchance rank order changes, and

a decrease in the variance on the measure of algebra

knowledge and skill between Times 1 and 2 may also

be observed. The argument that the algebra test is an

aptitude for learning trigonometry would be strength-

ened if it predicts Time 2 trigonometry scores above

and beyond what trigonometry knowledge at Time 1

predicts.

In the second definition one would expect that

aptitude would remain unchanged by subsequent

experiences, intervention, and learning. One researcher,

Carroll, proposed that the ideal case for specifying

an aptitude could be framed with six conditions. At

Time 1 there would be (1) meaningful differences on

the aptitude measure but (2) no valid variance on the

achievement measure. Condition 2 also results in the

implicit but unstated condition that achievement at

Time 1 is uncorrelated with achievement at Time 2.

(3) The aptitude measure would not be correlated with

the achievement measure at Time 1 (prelearning

event), and (4) the means and rank order of people on

the aptitude measure would not change from Time 1 to

Time 2. (5) However, the achievement measure would

increase from Time 1 to Time 2, and (6) scores at

Time 2 would become correlated with the aptitude

measure. In other words, one would see an increase on

the achievement measure from no knowledge to differ-

ences in knowledge among people, and the unchanging

aptitude measure would predict these increases and dif-

ferences. A few situations generally fit these condi-

tions. Two clear examples are musical training and

learning a foreign language, where students have not

typically been exposed to the instrument or language

and the predictors of learning are not strongly influ-

enced by the educational training. However, in most

cases, the achievement domain is based on, or con-

nected to, an area of previous learning (e.g., calculus

after having studied algebra or graduate-level psychol-

ogy after having studied introductory psychology). In

addition, aptitude is not unchanging and static. Apti-

tude, achievement, and ability are difficult to cleanly

distinguish from one another.

Aptitude, Achievement, and Ability

Cognitive aptitude tests are commonly contrasted with

achievement or ability tests. In nearly all cases, the dis-

tinction among the three is more semantic than sub-

stantive. Although cognitive tests can measure a very

wide range of different abilities, they still measure

acquired knowledge and skill; they all assess ability. A

person’s ability is the extent to which that person is

able to correctly do the tasks directed toward a goal.

Ability is simply a person’s current capabilities. There-

fore, aptitude is the potential to attain ability, and

achievement is an improvement in ability. Current abil-

ity and aptitude levels are a function of prior achieve-

ments. Scores reflect gains in learning from some point

in time. Finally, prior learning is consistently a good

predictor of subsequent learning, and so the tests also

evaluate aptitude. Therefore, the distinction among

ability, achievement, and aptitude is often artificial.

A more productive taxonomy begins by considering

four dimensions: the breadth of material sampled, cur-

riculum represented, recency of learning sampled, and

purpose of the assessment. A measure with a broad

sampling would measure behaviors from a number of

different domains. Tests with multiple different subtests,

like the Wechsler Adult Intelligence Scale (WAIS), are
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a good example of broad breadth. Curriculum repre-

sented is the extent to which a measure is linked to spe-

cific training or educational programs instead of more

general or informal learning. The extent to which

the curriculum represented in the measure reflects

the experiences of the people being evaluated is sample

dependent. Recency of learning refers to whether

the measure captures more historical learning versus

recently taught material. The recency of learning is

dependent on the age and background of the sample

being assessed. The purpose refers to the applied use of

the measure, for example, prediction, assessment, train-

ing evaluation, placement, or counseling.

The combination of high breadth, a lack of formal

curriculum representation, historical learning, and the

purpose of evaluating current capacities would char-

acterize an ability measure. In contrast, an assessment

with low breadth, for example, a specific course or

educational year’s curriculum that was recently taught

for the purpose of measuring student learning during

the course, would typify an achievement measure. An

aptitude measure might take the form of modest

breadth and relatively recent learning in a specific

curriculum to be paired with the purpose of assessing

potential for the same domain. Alternatively, if one is

uncertain about the specific nature of the learning

domain (e.g., college major is not fixed) or wishes to

assess potential for a broad array of domains (e.g.,

a liberal arts education), one might measure aptitude

with high breadth, for example, a general or core cur-

riculum from relatively recent learning experiences.

The taxonomy of four different characteristics of

a cognitive measure illustrates the ever-present band-

width fidelity trade-off. In a given period of time there

is always a trade-off between the breadth and preci-

sion of measurement. Take, for example, an introduc-

tory psychology course. Using a 2-hour final exam,

the instructor can either do a very broad but low fide-

lity assessment of a student’s learning in the course or

gain more precision about a narrower aspect of intro-

ductory psychology. The decision about what to eval-

uate and in what detail should be based on the goals

of the assessment.

Correlations Between
Aptitude and Criteria

Both cognitive and noncognitive aptitude measures

have been shown to be predictive of learning and

other accomplishments. Cognitive and noncognitive

measures predict, to a moderate degree, subsequent

acquisition of knowledge and skill in laboratory stud-

ies. These relationships hold for tasks that range from

simple learning and memory to complex cognitive

skills. In the educational domain, aptitude tests predict

educational outcomes both early and later in school. A

large literature has demonstrated the relationship between

aptitude measures and performance in higher education.

In the work domain, aptitude measures are associated

with success in organizational training programs.

Nature and Nurture in Aptitudes

Research that has attempted to model the development

of knowledge and skill suggests that personality traits,

interests, and cognitive abilities are associated with the

amount and domains of learning a person acquires. A

person’s ability and preferences appear to influence

the direction of the educational and work careers as

well as the types of things the person achieves. Both

cognitive and noncognitive types of aptitude have

a widespread influence on people’s lives, and research

indicates that biology plays a role. Research on apti-

tude measures has demonstrated that, as currently

assessed, these individual differences have strong heri-

table and environmental components. Differences

across people appear to be due to a combination of

genetic and environmental factors. This also appears to

be true for personality traits. People are predisposed to

have certain behavioral tendencies, but the expression

of these tendencies is also strongly influenced by the

environment. New research has begun to identify brain

structures that are associated with cognitive aptitudes.

Specifically, the lateral prefrontal cortex appears to be

implicated in general cognitive ability. However, this

research takes us full circle to the two initial definitions

of aptitude. Despite clear biological links with aptitude,

this research does not demonstrate that differences

among individuals, groups, or genders are necessarily

due to an innate source.

Nathan R. Kuncel and David M. Klieger
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APTITUDE TESTS

Aptitude can be defined as any characteristic that

affects an individual’s response to instruction or treat-

ment. An aptitude test is intended to measure charac-

teristics that influence the likely or potential response

to environmental stimuli. Test outcomes are often

used to predict future performance. Common charac-

teristics associated with aptitude tests include intelli-

gence, career skill/interest, and personality. Aptitude

is typically identified as a characteristic of an individ-

ual. However, success is defined by both the charac-

teristics of the individual and the ecology in which

the individual exists. The aptitude for high academic

achievement cannot be realized without the necessary

experiences to promote learning and achievement.

Aptitude can be conceptualized as readiness to

thrive. The outcomes from college aptitude tests, such

as the Scholastic Aptitude Test, are used to guide

admission decisions. They provide information about

the student’s capacity to thrive and learn academic

material presented in higher education. The outcomes

from career-related aptitude tests, such as the Strong

Interest Inventory, provide information about individ-

ual characteristics that influence potential responses to

job training.

The first aptitude tests were developed by Sir Francis

Galton in the late 19th century to measure intelli-

gence. The approach was later popularized by Alfred

Binet and his colleagues when they developed and

introduced the Binet Intelligence test. The Binet was

used in France to identify those students who were

most likely to benefit from public education. The

underlying assumption associated with the use of

the Binet was that there were individual differences

that affect the potential to learn, and public financing

should be spent to educate the students with the most

potential. The assumption of individual differences

endures today; however, intelligence tests have gone

through much refinement through the years. In addition,

the success of such tests spawned various types of apti-

tude tests to address the diverse measurement needs of

practitioners.

Aptitude tests vary in the number and specificity of

the characteristics measured. Some measure broad

aptitudes, such as general intelligence, scholastic abil-

ity, or personality; others target narrow aptitudes, such

as mathematical or mechanical abilities. These tests

are widely used in schools, counseling centers, and

clinics as one piece of information within a compre-

hensive assessment. There are several categories of

aptitude tests, and the following sections provide

background information on development of aptitude

tests and practical information on various types of

aptitude tests, including intelligence tests, scholastic

achievement tests, personality tests, and career tests.

Finally, historical and present uses of aptitude tests

are discussed

Intelligence Tests

As briefly mentioned in the previous section, testing

of mental capacities began in the late 19th century by

Sir Francis Galton. The foundation of his intelligence

theory was the knowledge that people interacted with

the environment through the five senses. This led Gal-

ton to theorize that the most intelligent people had

innate abilities for enhanced sensory discrimination

and retention of information. Galton opened a labora-

tory and collected a large amount of information at

public gatherings, including the World’s Fair. He

made his measures available to the public; however,

the tests proved to be problematic. The first practical

intelligence test was developed and disseminated

around 1905 by Alfred Binet and his colleagues in

France. The Binet–Simon Scale was commissioned

by the French government to screen children for men-

tal retardation. It was the first test to consider cogni-

tive development in children, rank items by level of

difficulty, and use a standard form of instructions

throughout the test. The test was brought to the

United States in 1908 by Henry H. Goddard and then

adapted in 1916 by Lewis Terman at Stanford Univer-

sity. It is in this revision that the test was renamed the

Stanford–Binet, and it remains one of the most popu-

lar intelligence tests given in schools.

After the introduction of intelligence tests to the

United States, the Army created the first group-

administered intelligence test. This test was dubbed

the Army Alpha and comprised a series of questions
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with true-or-false responses that covered content which

included vocabulary, arithmetic, sentence structure,

general knowledge, and practical judgment. The test

was given to incoming soldiers during the final years

of World War I in order to place soldiers in officer or

infantry tracks. The Army also developed a nonverbal

version of the test, the Army Beta, to provide the test-

ing opportunity for those who did not speak or write

in English and minimize misclassification of the non-

English-speaking soldiers as less intelligent and there-

fore only appropriate for infantry service. This large-

scale testing endeavor resulted in other large-scale

testing programs and evolved into the Army’s

present-day testing program, the Armed Services

Vocational Aptitude Battery.

Many other intelligence tests followed the Stanford–

Binet and Army tests. One of the most popular is the

Wechsler intelligence tests, which is a series of four

intelligence tests for use with children and adults. The

series includes a preschool version, child version,

adult version, and a brief version for use with individ-

uals across the testing age span. David Wechsler

developed the first version, the Wechsler–Bellevue

Intelligence Scale, in 1939 by combining subtests

from various other intelligence tests, including the

Stanford–Binet, Army Alpha, Army Beta, and Kohs

Block Design Test. The most recent version geared

toward children, the Wechsler Intelligence Scale for

Children–IV (WISC–IV) was released in 2003, and

the Wechsler Adult Intelligence Scale (WAIS, 1997)

is in its third revision.

A more recent addition to the intelligence testing

community is the Woodcock-Johnson–III Tests of

Cognitive Abilities (WJ–III Cog, 2001). The WJ–III

Cog development is theoretically based on the Cattell-

Horn-Carroll theory of intelligence (CHC theory),

which is the most widely accepted theory of intelli-

gence within the field of psychology. The original

Woodcock-Johnson Psycho-Educational Battery was

published in 1977 and was the first co-normed battery

of cognitive abilities, scholastic achievement, and

interests for individuals of a wide age range. The first

revision in 1989 separated the larger test into two dis-

tinct batteries, Tests of Cognitive Abilities and Tests

of Achievement. The two test batteries share a large

normative sample, which provides greater validity

when making comparisons between the two tests

within individuals, such as analysis of intelligence

and achievement discrepancies for special education

eligibility decisions.

Academic Achievement Tests

Intelligence tests are often accompanied by tests of

academic achievement that provide a measurement of

specific academic skills in content areas such as read-

ing and math. The purpose of achievement tests is to

measure individual academic strengths and difficulties.

Outcomes can be used to describe and predict perfor-

mance within the academic context. There are compre-

hensive achievement tests that cover a variety of

academic skills (i.e., reading, math, social studies, sci-

ence), and there are achievement tests that aim to mea-

sure a single academic skill (narrow-band tests) in

more detail than is possible with a comprehensive test.

Achievement tests are administered in many con-

texts that include both group and individual adminis-

tration. Group-administered tests include state

accountability tests, such as the Iowa Tests of Basic

Skills and college entrance exams (e.g., Scholastic

Aptitude Test [SAT], Graduate Record Exam [GRE],

and American College Testing [ACT] program). Indi-

vidually administered tests are generally used within

the context of special education eligibility assess-

ments and include the Woodcock-Johnson–III Test of

Achievement, Stanford Achievement Test, Wechsler

Individual Achievement Test, and many narrow-band

assessments (e.g., Gray Oral Reading Test–IV).

Individually administered achievement tests and

state accountability tests are not often considered apti-

tude tests because the purpose of the test is quite dif-

ferent from the defined application of aptitude tests.

Individual achievement tests are used to describe stu-

dent strengths and difficulties at the time the test is

given. These data are then used to make decisions

about the provision of supplemental academic services,

such as classroom interventions or special education,

but the data are not used to predict future scholastic

attainment. The data from state accountability testing

are also used for the purpose of description of current

academic achievement but are not often used to predict

student achievement in the future.

College aptitude tests represent one of the largest

and best-known applications. They are used to guide

admissions to colleges and universities at both under-

graduate and graduate levels. Students begin to pre-

pare for college entrance exams as early as middle

school, but more frequently the preparation begins in

the sophomore year of high school. The Preliminary

Scholastic Aptitude Test (PSAT) is a preparatory test,

similar in format to the SAT, which provides students
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with the opportunity to practice taking a college

entrance exam without the pressure of sending scores

to colleges and universities and also acts as an assess-

ment for the National Merit Scholarship competition.

Scores on the PSAT can be used to predict future per-

formance on the SAT and as the first step in the eval-

uation of students for the National Merit Scholarship.

The PSAT is followed the next year with the SAT

and/or the ACT. Colleges and universities across the

country use these academic achievement scores as

part of the admission criteria. The SAT was devel-

oped by the Educational Testing Service of Princeton

at the request of the College Board and is one test in

a series of large-scale assessments that also includes

the PSAT, the high school Advanced Placement tests,

and the Graduate Record Examination (GRE). The

SAT general test consists of three subtests that mea-

sure critical reading, mathematics, and writing. Sub-

ject tests are also available and fall within five major

subject areas: English, history, science, mathematics,

and languages. Colleges do not often require subject

tests but encourage students to take one or more of

the subject tests for proper placement within tracked

courses, such as mathematics.

The ACT is the largest competitor of the SAT. It

was developed in 1959 by E. F. Lindquist with the

University of Iowa Testing Programs. The test was

developed to assess the academic skills needed to suc-

ceed at the college level and measures content that is

regularly taught in high school curricula. The test com-

prises five subtests that assess reasoning and problem

solving in English, mathematics, reading, and science.

The writing portion of the test is optional. Similar to

the SAT, the ACT provides academic achievement

scores, but it differs from the SAT with the addition of

career interest items given in combination with the

academic content. The final score report provides

information about academic and career interests of the

individual for college and career planning purposes.

Similar to the undergraduate college admission pro-

cess, graduate programs also require aptitude testing.

Graduate programs require the GRE General Test and

often recommend GRE Subject Tests as a measure of

achievement in a specific area of undergraduate study.

The GRE General Test measures skills in verbal and

mathematics reasoning, critical thinking, and analytical

writing that are acquired throughout the many years of

education and are not specific to any field of study.

The GRE Subject Tests are available for eight spe-

cialty topics: biochemistry, cell and molecular biology,

biology, chemistry, computer science, literature in

English, mathematics, physics, and psychology. Profes-

sional schools (i.e., medical school and law school) do

not require the GRE but instead require tests that mea-

sure aptitudes required by the profession. The Law

School Admission Test (LSAT) is administered by the

Law School Admission Council and is a test of logical

and analytical reasoning, reading comprehension, and

analytical writing skills. Scores on the LSAT are used

as a criterion in law school admissions decisions

because they positively correlate with first-year law

school grades. The Association of American Medical

Colleges developed the Medical College Admissions

Test (MCAT). The MCAT measures verbal and writ-

ing skills and knowledge in biological and physical

sciences and is an admissions requirement at almost all

medical schools in the United States.

Career Tests

Aptitude tests are not limited to scholastic abilities

and skills. Whereas some individuals may understand

their personal skills and interests well enough to

choose a career easily, others many have trouble with

this process and need guidance. Career aptitude tests

were developed to help guide individuals in the pro-

cess of career decision making.

The Differential Aptitude Test and General Apti-

tude Test Battery were both designed to assess vari-

ous cognitive and physical abilities and provide

guidance to individuals making vocational decisions.

They are designed to reflect differences among the

various aptitudes, which include verbal and numerical

reasoning, mechanical and clerical aptitudes, manual

dexterity, and motor coordination. The interpretation

of scores on these tests is directly related to various

occupations. Individuals are provided with lists of

career and vocational environments that best match

the pattern of aptitudes reflected in their test scores.

Another type of career-related aptitude test is the

interest inventory. The Strong Interest Inventory was

developed in the 1920s by E. K. Strong and is based

on John L. Holland’s vocational choice theory. Hol-

land theorized that people and work environments

could be categorized into six basic types: Realistic,

Artistic, Social, Investigative, Enterprising, and Con-

ventional. Holland believed that people are most happy

in their work when personality, skills, and interests

match the work environment. Very few individuals

and work environments can be categorized as a pure
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type; therefore, Holland theorized that each could be

categorized as a combination of three of the six basic

types. With Holland types as a foundation, the Strong

Interest Inventory was developed through discussions

with individuals who were happy with their work

environments, and the 219 items subsequently created

ask clients to rate their interests in careers, skills, and

job-related tasks. The reported scores on this test are

quite different from those received from intelligence

and achievement tests because there are no incorrect

answers on this test. The client receives a three-letter

type code that corresponds to Holland’s six basic types

and is related to the careers of those who were inter-

viewed in the development of the test. The report also

provides a list of careers the individual might enjoy

and, in the case of high school or college students, a list

of college majors the individual might consider.

While the Strong Interest Inventory is quite popular,

the Myers-Briggs Type Indicator (MBTI) is one of the

most popular of all career-related aptitude tests. It is

often used in the context of career guidance, but it was

developed as a test of personality types. The MBTI

was developed by Katharine Cook Briggs and Isabel

Briggs Myers in the mid-20th century and is based on

the personality theories of Carl Jung. The MBTI is

composed of 93 forced-choice items whose responses

are then sorted into four types. The four bipolar

scale types, known as dichotomies, are introversion/

extroversion, sensing/intuition, thinking/feeling, and

judging/perceiving. The test results in a four-letter code

that refers to the preferences of the individual on each

of the four dichotomies. For example, a person might

receive a code of ESTJ, which places that person on

the extroverted side of the continuum, sensing is con-

sidered stronger than intuiting, thinking is stronger than

feeling, and the individual is more of a judger than

a perceiver.

The Strong Interest Inventory and MBTI are often

used in conjunction as a battery for career guidance

assessment. Whereas the Strong Interest Inventory has

a strong support for reliability and validity in the

research literature, the MBTI has much less support

and should not be used for decision-making purposes

but rather for personality and career exploration in

conjunction with other career aptitude measures.

Personality Tests

Large-scale intelligence testing began during World

War I with the need for U.S. Army personnel to

properly place new soldiers into positions that best

suited their interests and skills. The need for place-

ment of World War I soldiers also influenced the

development of personality tests. Robert Woodworth

developed a series of forced-choice items that were

used to screen soldiers for potential mental health pro-

blems such as excessive anxiety. Others followed with

their contributions to personality assessment, but per-

sonality inventories were not widely used in the gen-

eral population until Robert G. Bemeuter developed

his Personality Inventory in 1930. Personality assess-

ment became even more widespread with the intro-

duction of the Minnesota Multiphasic Personality

Inventory (MMPI), a personality inventory that mea-

sures emotional and social disturbance. The MMPI was

developed by Starke Hathaway and J. C. McKinley in

1943 to aid in diagnosis of psychiatric patients and is

the mostly widely researched instrument in print.

The MMPI was developed empirically by asking

patients diagnosed with a wide range of psychiatric

disorders and a large number of control participants

to respond to a series of true/false statements. They

identified 504 items that differentiated between the

221 clinical patients and the pool of 1,508 control

participants. The MMPI was revised in 1989 with

updated items and a more representative normative

sample. The MMPI–2 contains 567 items, 10 clinical

scales, 3 validity scales, several content and supple-

mentary scales, and a list of critical items all devel-

oped by various researchers. The 10 clinical scales

are Hypochondriasis (Hs, 1), Depression (D, 2),

Conversion Hysteria (Hy, 3), Psychopathic Deviant

(Pd, 4), Masculine-Feminine Interest (MF, 5), Para-

noia (Pa, 6), Psychasthenia (Pt, 7), Schizophrenia

(Sz, 8), Hypomania (Ma, 9), and Social Introversion

(Si, 0). The clinical scales retained the original

names even though many of these terms are not used

in present-day psychology. Today the scales are

commonly referred to by number. Recently, the

Restructured Clinical scales were developed by Auke

Tellgen to aid interpretation and provide greater

alignment with the present categorical system used

in psychology diagnosis. The MMPI–2 can only be

used with adults 17 years of age or older. There is an

adolescent version, the MMPI–A, but a version for

childhood assessment is not available.

In contrast to the MMPI–2, which aims to measure

disordered personality tendencies, other personality

tests aim to measure normal personality traits. The

NEO-Personality Inventory (NEO-PI) was developed
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to measure the Five-Factor Model of personality. The

five factors are Neuroticism, Extroversion, Openness,

Conscientiousness, and Agreeableness. The Five-Factor

model of personality is one of the most widely

accepted trait theories of personality. Whereas the

MMPI was empirically derived, the NEO-PI is based

on theory, and items were chosen through the employ

of elaborate statistical procedures. The NEO-PI is often

used in employment settings, but there is some

research to support its use in clinical diagnosis. Similar

to the MMPI, the NEO-PI was standardized for use

with adults only.

Children’s personality inventories are also avail-

able and include the Child Behavior Checklist, the

Children’s Depression Inventory, and the Behavioral

Assessment System for Children (BASC). However,

these inventories are not referred to as personality

tests because it is widely understood personality is not

stable until early adulthood; therefore, temperament

and behavior are measured prior to adolescence.

Childhood assessments commonly include items for

parents, the child’s teacher, and self-report from the

child. This multisource approach provides greater reli-

ability and validity of the assessment. The BASC–2

(revised in 2006), developed by Cecil R. Reynolds

and Randy Kamphaus, is a widely used assessment

that combines parent, teacher, and student self-reports

along with a direct behavioral observation system.

This multisource, multimethod comprehensive assess-

ment is used frequently in educational and clinical

settings for the purpose of behavioral and mental

health assessment of children.

There are a large number of personality inventories

available for use with clinical, educational, and nor-

mal populations, but a description of each is outside

the scope of this entry.

Application of Aptitude Tests

Whereas this entry takes a broader view of aptitude

as put forth by Robert Snow, aptitude is often con-

sidered synonymous with intelligence. Throughout

the mid-20th century, when psychological and edu-

cational research began to flourish, there was an

increased interest in using intelligence tests to pin-

point cognitive difficulties and subsequently provide

interventions to individuals based on the intelligence

scores. Interventions targeted specific difficulties as

indicated by the intelligence test. This process is

referred to as an aptitude by treatment interaction

(ATI) approach. ATI was often used as a mechanism

to diagnose and treat learning disabilities, but dec-

ades of research have concluded that ATI did not

function to increase student cognitive skills, espe-

cially the academic skills valued in education, such

as reading and mathematics.

Currently, the accepted use of aptitude tests is as

part of a multisource, multimethod assessment where

the aptitude test provides only one piece of the infor-

mation used in the determination of intervention for

an academic or behavioral difficulty. Aptitude tests

function to predict future performance, and the addi-

tion of information from various sources (i.e., parent,

teacher) and different assessment methods (i.e.,

behavioral observations, record review) increases the

accuracy of future performance.

Implications

Aptitude is any characteristic that affects an indivi-

dual’s response to intervention. Although aptitude is

often considered as synonymous with intelligence,

the definition presented here provides a much

broader view of aptitude that can include character-

istics such as academic skills, personality traits, and

career interests. Therefore, aptitude tests measure

individual characteristics that influence responses to

environmental stimuli and function to predict future

performance.

The formal development of aptitude tests began in

the mid-1800s and has since become a prolific psy-

chological science that allows clinicians to predict

future performance with increased precision. Histori-

cally, the use of aptitude tests was limited to an ATI

framework, but the research has supported a broader

use of these tests within a multimethod assessment.

Aptitude tests can provide clinicians with information

about individual characteristics that support readiness

for treatment, intervention, or instruction. However,

individual aptitudes do not necessarily translate into

life success or the establishment of skills. They must

be molded by complementary experiences. Those

experiences might be formal, such as schooling, job

training, or counseling. Those experiences might also

be informal, such as interactions with family, friends,

and daily problem solving.

In this age of prolific psychological research, tests

are updated and new tests are developed. It is most

important, when choosing an aptitude test, to under-

stand the reliability and validity evidence, the intended
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purpose of the test, and the population for which the

test was developed.

Theodore James Christ and Nicole Skaar

See also Aptitude; Assessment; Measurement; Reliability;

Validity
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ASIAN AMERICANS

The term Asian Americans refers to Americans, and

immigrants living in America, whose ancestral heri-

tage is linked to several Asian regions of the world:

East Asia, Southeast Asia, and South Asia. The region

of East Asia comprises a variety of countries like

China, Japan, South Korea, North Korea, Taiwan,

Hong Kong, Macau, and Mongolia; Southeast Asia

consists of Cambodia, Indonesia, Laos, Malaysia the

Philippines, Singapore, Thailand, and Vietnam; and

the region of South Asia includes Bangladesh, India,

Myanmar, Nepal, and Pakistan. Although Pacific

Islanders (Hawaiians, Guamanians, and Samoans)

may also be considered as Asian Americans, typically

they are listed separately; therefore, they are not dis-

cussed here even though many of the issues discussed

in this entry are applicable to the Pacific Islanders.

The Asian American population is not a homoge-

neous group. Yet, the term Asian American is used to

categorize these diverse ethnic groups together.

Although Asian Americans may share certain com-

monalities, they are an extremely diverse group of

people from different countries and with rich cultures

that are vastly different from each other. A true under-

standing of Asian Americans begins with their

country’s history, sociopolitical history in America,

cultural practices and beliefs, language, conditions

surrounding immigration, experiences after arrival in

the United States, socioeconomic background, family

situation, ethnic identity and assimilation, and length

of residence in the United States.

Educational psychology has been interested in

Asian Americans because they are a leading ethnic

group with a long immigration history in the United

States. Research with Asian Americans has focused

on issues such as educational achievement, how they

learn and develop in similar and dissimilar ways com-

pared with White European Americans, and their

psychosocial adjustment to mainstream American cul-

ture and schools. In the following paragraphs, Asian

Americans are discussed along with their immigra-

tion history, Asian American subgroups, and Asian

American issues.

Immigration History

The first Asian immigrants arrived in the United

States more than 150 years ago; however, most Asian

Americans arrived in the United States recently, after

the adoption of the Immigration and Nationality Act

of 1965. Prior to 1965, immigration from Asia had

been barred by the National Origins Quota Act of

1924. In general, the Asian immigrants who moved to

the United States as beneficiaries of the Immigration

and Nationality Act of 1965 are characterized as highly

professional and educated individuals. They arrived in

the United States as skilled professionals, entrepre-

neurs, students, and family members of already natural-

ized Asian Americans. They migrated to the United

States to seek better economic, social, and educational

conditions. In contrast, Asian refugees, primarily from

Southeast Asia, migrated to the United States as

a result of war and political persecution and, thus,

tended to be less educated and more economically

disadvantaged.

The number of Asian Americans has grown more

than eightfold since 1970. The U.S. Census Bureau

estimated that there were approximately 12 million

Asian Americans in the United States in 2005. The

large population growth was the result of increased

immigration from China, India, Korea, the Philippines,

and other Asian areas after 1965 and the entry of more

than 1.5 million Southeast Asian refugees following

the end of the Vietnam War. The Asian American

population is estimated to grow to 20 million by the

year 2020.

Asian Americans 55



Because of historical immigration patterns, Asian

Americans tend to be highly concentrated in a few

geographic regions. Currently, more than half of the

Asian Americans reside in Hawai‘i, California, and

other West Coast states. In addition, the Asian Ameri-

can population is heavily concentrated in the major

metropolitan areas such as Los Angeles, New York,

San Francisco, Washington, D.C., and Chicago, where

many ethnic enclaves exist. However, the patterns of

these geographic concentrations differ greatly from

one Asian ethnic group to another. Furthermore, more

recently, the Asian American population has started

dispersing gradually throughout different regions in

the United States.

Asian Americans represent a number of diverse

groups who differ in national origin, ethnic identity,

language, culture, religion, socioeconomic background,

experiences after arrival in the United States, and

length of residence in the United States. For a better

understanding of Asian Americans, it is essential to

recognize the diversity of the Asian Americans today.

Despite their diverse backgrounds, Asian Americans

can be categorized into three main subgroups based on

their geographic origins: East Asian, Southeast Asian,

and South Asian. In the following section, the main

characteristics of the three groups are explained.

Asian American Subgroups

East Asian

East Asia generally includes China, Japan, South

Korea, North Korea, Taiwan, Hong Kong, Macau,

and Mongolia. Among them, Chinese, Japanese, and

Korean are the major East Asian ethnic groups found

in the United States. Research on the other East Asian

ethnic groups in the United Sates is very limited.

Chinese, Japanese, and Koreans share the influence of

Taoism, Confucianism, and Buddhism, which empha-

size interpersonal harmony, social order, a holistic

vision of life, and the importance of education. The

traditional East Asian families maintain a hierarchical

family structure and gender-specific roles. These three

groups maintain a high level of educational attainment

in the United States.

Despite commonalities among East Asian ethnic

groups, they are quite different. Chinese Americans

are the largest Asian ethnic group in the United

States. Currently, there are more than 2.6 million

Chinese Americans living in the United States.

Although Chinese immigrants were among the first

Asians to settle in the United States in 1840s, their

recent population growth is mainly due to the passage

of the Immigration and Nationality Act of 1965.

Accordingly, 71% of Chinese Americans in the United

States were foreign born. In addition, 85% of the Chi-

nese Americans speak a language other than English at

home. Unlike the early Chinese immigrants who were

peasants, the majority of recent Chinese immigrants are

highly educated and affluent. This demographic shift in

the Chinese American population after 1965 has

resulted in the polarization of the Chinese community

into the working and professional classes. The profes-

sional class tends to acculturate well to American soci-

ety, whereas the working class tends to stay in ethnic

enclaves and retain their Chinese traditions.

Similar to Chinese Americans, Japanese Americans

were early Asian immigrants in the United States.

Although Japanese Americans were the most populous

Asian ethnic group between 1910 and 1960, its recent

population growth is much slower than the population

growth of other Asian ethnic groups in the United

States. Accordingly, fewer Japanese Americans are for-

eign born (40%), and many Japanese Americans are

third, fourth, and fifth generations. In addition, Japa-

nese Americans are the oldest Asian American group,

with a median age of 42.6 years. The majority of Japa-

nese Americans speak English well. In fact, 53% of

Japanese Americans speak only English at home. The

poverty rate for the Japanese Americans was the lowest

among all the Asian ethnic groups in the United States

in 2000. Other data on educational attainment, occupa-

tion, and housing suggest that Japanese Americans

have a higher level of acculturation compared with

other Asian ethnic groups in the United States.

Compared with Chinese Americans and Japanese

Americans, Korean Americans have a shorter immigra-

tion history in the United States. The majority of

Korean immigrants arrived in the United States to seek

better employment and educational opportunities after

1965. Many of these recent Korean American immi-

grants were well educated and from the middle class.

The 2000 U.S. Census data indicate that 70% of

Korean Americans were foreign born and the majority

of Korean Americans speak Korean at home. Several

research studies suggest that Korean Americans are

more likely to maintain their native culture and partici-

pate in ethnic social networks. Their relatively short

length of residence in the United States, and the fact

that Korean Americans are a homogeneous ethnic
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group (speaking one language) who retain their tradi-

tional value of education, may largely contribute to

their relatively high levels of achievement. In addition,

the majority of Korean Americans have strong affilia-

tions with Korean churches, which are primarily Prot-

estant (e.g., Presbyterian, Methodist, Baptist) or Roman

Catholic. The Korean churches play a significant role

in maintaining their ethnic social networks by provid-

ing support and resources for Korean Americans to

endure the hardships of acculturation.

Southeast Asian

Southeast Asia generally includes the countries of

Cambodia, Indonesia, Laos, Malaysia, the Philippines,

Singapore, Thailand, and Vietnam. The most signifi-

cant characteristic of Southeast Asians is that they are

much more ethnically and culturally diverse than East

and South Asians. In fact, Southeast Asians with the

same national origins can differ greatly in terms of eth-

nicity, language, and religion. To better understand the

Southeast Asian population, it is helpful to distinguish

them based on their migration status: Southeast Asian

immigrants and Southeast Asian refugees. More specif-

ically, the purpose of their migrations and the national

origins of these two groups have distinctive patterns.

The Southeast Asian immigrants are primarily

from Indonesia, Malaysia, the Philippines, and

Thailand. Except for Filipinos, who were the only

Asians not barred from immigration by the National

Origins Quota Act of 1924, most of the Southeast

Asian immigrants started migrating to the United

States after the enactment of the Immigration and

Nationality Act of 1965. The majority of these

Southeast Asian immigrants were highly educated

and skilled professionals who migrated to the United

States to seek better employment.

Among all the Southeast Asian immigrant groups,

the Filipinos are currently the largest Southeast Asian

immigrant group and the second largest Asian ethnic

group in the United States. Many research studies have

been done on the Filipino Americans, whereas little is

known about the other Southeast Asian immigrant

groups. According to these studies, the Filipinos are

the most Westernized Asian Americans because of

their colonization by Spain and the United States and

because of the strong influence of Roman Catholicism.

Although the majority of the Filipinos in the United

States are foreign born, the Filipinos generally do not

have serious language barriers. The Filipino family

structure is slightly different from those of other Asian

groups because of the indigenous Filipino culture prior

to the Spanish cultural colonization. The Filipino fam-

ily is more egalitarian, where husband and wife share

almost equal power in financial and family decisions.

In addition, kinship relationships are highly valued in

the Filipino family and play a significant role to pro-

vide support for many Filipino Americans in their

early stage of adjustment to American society.

In contrast to the Southeast Asian immigrants,

the majority of the Southeast Asian refugees arrived

in the United States after 1975 following the with-

drawal of the U.S. troops from Southeast Asia. They

are the newest Asian ethnic group in the United

States and their experiences of migration and settle-

ment differ fundamentally from those of other Asian

ethnic groups. The Southeast Asian refugees primar-

ily include Cambodians, Laotians, Hmong, and

Vietnamese. They migrated to the United States as

part of the refugee resettlement program. As politi-

cal refugees, many of the Southeast Asian refugees

experienced traumatic departures from their native

countries and spent years in refugee camps in the

Philippines, Malaysia, and Thailand before they

were admitted to the United States.

Except for the first wave of the Southeast Asian

refugees who arrived in the United States in 1975, the

majority of the Southeast Asian refugees were less

educated and less exposed to Western cultures prior to

their migration. In addition, the Southeast Asian refu-

gees were among the youngest Asian ethnic groups in

the United States, which is partially due to high birth

rates with median ages of less than 20 years for all

groups except the Vietnamese. The median age of

Hmong in 2000 was 16.3 years. Because of their short

history of residence in the United States, the majority

of the Southeast Asian refugees do not speak English

well. The Southeast Asian refugees are more likely

than any other Asian ethnic group to speak a non-

English language at home. Although the children in

the refugee camps were taught the English language

and Western culture, many of them lost opportunities

to have a formal education. The 2000 U.S. Census

indicates that educational attainment rates for Cambo-

dians, Laotians, Hmong, and Vietnamese were much

lower than those of other Asian ethnic groups.

The Vietnamese Americans are the largest South-

east Asian refugee group and the second largest

Southeast Asian ethnic group after the Filipinos.

Many Vietnamese Americans are ethnically Chinese
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who had lived in Vietnam for generations. Therefore,

their culture is strongly influenced by Buddhism, Con-

fucianism, and Taoism. Buddhism also strongly influ-

ences the Cambodians and Laotians. The Cambodians

and Laotians value harmony in interpersonal relations

and keep close family relationships. Their societies

are characterized by several layers of social classes.

The Hmong, one of the ethnic groups from Laos, are

strongly influenced by shamanism. Their strong belief

in shamanism and their distrust of Western medicine

have often created conflicts with social service sys-

tems in the United States. Hmong are also known for

their strict patriarchal clan system. Many Hmong fam-

ilies maintain close family ties in the United States

and geographical concentrations in states such as

California and Minnesota. Their acculturation level is

much lower compared with other Asian ethnic groups

in the United States.

South Asian

South Asia generally includes Bangladesh, India,

Myanmar, Nepal, and Pakistan. Although the first wave

of South Asian immigrants arrived in the United States

in the early 20th century, the majority of the South

Asians migrated to the United States after the immigra-

tion law was reformed in 1965. Currently, over 1 mil-

lion South Asians reside in the United States. The

South Asian population in the United States consists of

a large Asian Indian population, with smaller numbers

of Pakistani, Bangladeshis, and other South Asian eth-

nic groups. The Asian Indians were the fourth largest

Asian ethnic group in the United States in 2000. India,

Pakistan, and Bangladesh, which were one big colony

under British rule, share relatively similar ethnic and

cultural backgrounds with the exception of religions.

The major religions of the South Asians include Hindu-

ism, Islam, Sikhism, Christianity, and Jainism. Whereas

the majority of the Asian Indians are Hindus, the major-

ity of the Pakistanis and Bangladeshis are Muslims.

Similar to other Asian immigrants, the South Asian

immigrants consist of highly educated professionals.

Many of the recent South Asian immigrants first arrived

in the United States as students and later adjusted their

status to permanent residents or naturalized citizens.

The U.S. Census 2000 indicates that the three major

South Asian ethnic groups had exceptionally high col-

lege-completion rates. A large number of South Asian

immigrants are represented in professional occupations

like medicine or other science-related fields. Because

of British colonization, the majority of South Asians

speak English fluently. South Asian immigrants, espe-

cially Asian Indians, seem to have less trouble with

acculturation to U.S. society compared with other

Asian American ethnic groups. In fact, Asian Indians

are more likely than other Asian immigrants to become

naturalized citizens. However, despite their fluency in

English and educational achievements, many South

Asians suffer from personal and institutionalized rac-

ism in the United States. In fact, an increasing number

of hate crimes against the South Asians have been

reported since the aftermath of 9/11 in 2001. Because

of the physical resemblance to people of Middle East-

ern descent and the tradition of wearing a turban, Sikh

Indians are unfortunately more likely to be targets of

hate crimes.

Issues Facing Asian Americans

Model Minority Myth

The image of Asian Americans as a model minority

started appearing in the American mainstream media

in the 1960s. The term model minority was first used

in the article ‘‘Success Story: Japanese American

Style,’’ written by sociologist William Peterson and

published in the New York Times Magazine in 1960. A

similar article using Chinese Americans also appeared

in other news magazines in the same year. These arti-

cles highly praised the Japanese and Chinese Ameri-

cans for overcoming hardships and discrimination and

achieving success in American society. Thus, the

model minority stereotype changed previously held

negative images of Asian Americans. Asian Americans

are still frequently viewed as a highly successful

minority group in the United States. Asian Americans

are portrayed as hardworking, highly educated individ-

uals with few psychological problems; this portrayal

leads to an inherent assumption that they are less of

a burden on American society.

Data Supporting Stereotype

In support of the model minority view, Asian Amer-

icans share a great respect for the importance of educa-

tion. For example, the 2000 census data showed that

Asian American parents are more likely to have higher

educational expectations for their children than are par-

ents in other race groups. The academic successes of

Asian American students have been documented

numerous times. In 2000, the college enrollment rate
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was 56%, which is higher than other racial groups,

including Whites. The proportion of Asian students in

Ivy League schools and other top universities in the

nation also indicates their academic success in higher

education.

In primary and secondary education, this trend also

seems to persist. The proportion of Asian American

students in gifted classes is much higher compared

with their non-White counterparts. The proportion of

children who had repeated a grade was the lowest for

Asian Americans (2.6% for children 6 to 11 years old

and 6.4% for children 12 to 17 years old). Fewer

Asian American students between ages 12 and 17

were suspended from schools (5.3%) than White stu-

dents of the same age span (9.0%). Furthermore, the

high school dropout rate of the Asian American stu-

dents in 2000 (4.0%) was the lowest among all races

in the United States.

Data Refuting Stereotype

In sharp contrast to the model minority myth is the

fact that the educational attainment data vary greatly

by Asian ethnic groups, as discussed previously. One

factor influencing these great discrepancies in educa-

tional attainment among Asian Americans is their

family’s migration status to the United States.

Whereas many East Asians arrived in the United

States as immigrants, most Southeast Asian immi-

grants arrived as refugees after 1975. Therefore, these

two groups differ in terms of parents’ level of educa-

tion and economic status prior to immigration. Many

East Asian children have parents with at least bache-

lor’s degrees, whereas many Southeast Asian children

have parents who have 9 years of education or less.

Accordingly, the household income for East Asians is

higher than average, and the poverty rate among

Southeast Asian immigrants is higher than average.

Educators need to recognize the group differences in

educational attainment among Asian American stu-

dents. Asian American children who have parents

with little formal education and moved to the United

States as refugees might need additional support at

school and at home in order to progress successfully

in school and successfully transition to adulthood.

Negative Effects of the
Model Minority Myth

The model minority stereotype is a myth that is

hurtful to Asian Americans and negatively affects

society. Its oversimplification of the Asian American

population is misleading and overlooks the great diver-

sity among the Asian American ethnic groups, which

is related to the stereotype being created in the 1960s

before the recent influx of Asian immigrants and refu-

gees. The increasing heterogeneity and complexity

among Asian Americans suggests that the model

minority stereotype is creating a great misconception

about Asian Americans today.

Still, many non–Asian Americans may think that

the model minority stereotype is positive and there-

fore beneficial to Asian Americans. For example,

being considered smart and hardworking is good and

may increase one’s self-esteem. However, the pres-

sure to succeed academically and to conform to the

model minority stereotype has put an excessive

amount of pressure on Asian American children and

adolescents. Children and adolescents with such pres-

sure from school and society may be more prone to

difficulties with anxiety. In schools, Asian American

students are often stereotyped as ‘‘model’’ or ‘‘suc-

cessful’’ students who are hardworking and polite. As

a result, the needs of the Asian American students

may be frequently overlooked by educators, creating

a series of events that may lead to academic and

school disengagement and dropout. This becomes

especially serious with the Asian American children

who are foreign born or who are children of the recent

refugees because they need extra support from tea-

chers and other school professionals to adjust them-

selves to their new school environment. Teachers who

believe the model stereotype might expect more from

the Asian American students academically. Further-

more, because of the assumption that Asian American

students are quiet and passive, teachers might treat

them more strictly than they would treat other minor-

ity children when Asian American students behave

contrary to their expectations.

Finally, in addition to negative education and

schooling effects, the model minority myth is fre-

quently associated with false assumptions about

racism, poverty, and mental health. The related

assumptions are that because of Asian Americans’

educational success, their ‘‘privileged status’’ protects

them from racism, poverty, and mental health difficul-

ties. On the contrary, these beliefs are false. For

example, Asian Americans have historically been the

targets of extreme racist acts (e.g., Chinese Exclusion

Act of 1882) and continue to experience racism today.

One current form of racism is called ‘‘glass ceiling,’’
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which refers to a situation where people are prevented

from advancing to higher positions in their careers.

The fact that well-qualified Asian Americans are

underrepresented in executive and managerial posi-

tions suggests the existence of the glass ceiling

against the Asian Americans in workplaces. In

schools, despite the diversity of Asian American chil-

dren and adolescents, many Asian American children

often experience racism in the form of fighting, name-

calling, and teasing because of their race, English pro-

ficiency, accent, and foreign attire.

Racism and discrimination are generally exacer-

bated during economic and national crises. For exam-

ple, the hate crime statistics reported a sharp increase

in hate crimes based on religion and ethnicity/national

origin in 2001 after the September 11 terrorist attacks.

Asian American Muslims, such as Bangladeshis,

Pakistanis, and Indonesians, and South Asians who

were perceived to be Arabs or Muslims became the

targets of these hate crimes. The hate crimes against

Asian Americans included murder, physical assaults,

vandalism of places of worship, death threats, and

public harassment.

Finally, certain Asian American groups live in pov-

erty and experience mental health difficulties, espe-

cially as a result of traumatic immigration experiences.

Identity Development

Identity development for the Asian American is

more complex than for someone from the mainstream

majority culture because of the negotiation that must

occur as a minority person growing up in America

with two distinct cultures. As one might imagine,

identity development is very important for under-

standing Asian Americans, which significantly contri-

butes to the diversity among Asian Americans. Two

important factors to consider are assimilation and eth-

nic identity. Assimilation refers to the process of

becoming Americanized or adopting the American

culture. Ethnic identity refers to the retention of cus-

toms, attitudes, and beliefs of the culture of origin.

These two factors represent issues that each Asian

American must resolve over his or her life. For exam-

ple, Bob’s actions and beliefs about life may be very

similar to the mainstream White European American

culture, and he may dismiss the importance of his

Asian heritage and have almost nothing to do with it.

On the other hand, Bob’s sister, Soo, may embrace

both American culture and her Asian heritage and feel

comfortable with members of each cultural group

(bicultural).

Samuel Y. Song and Wakako Sogo
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ASSESSMENT

Terms such as measurement, evaluation, and test are

sometimes used as synonyms of the term assessment.

Although these terms are related to assessment, their

meanings and purpose are distinctly different. Mea-

surement may be thought of as quantifying a perfor-

mance or characteristic such as score on a test, height,

or weight; evaluation denotes judgments about the

quality or worth of something; and a test usually

means a specific instrument (paper-and-pencil test) or

set of procedures to measure knowledge, abilities, or

other characteristics. Assessment is a general term that

is used to encompass everything a teacher does to

ascertain the level at which students have mastered the

subject matter, can perform certain tasks, or exhibit

certain behaviors.

Assessment includes the collection, analysis, and

interpretation of various kinds of information useful

for educational decisions. Leonard Carmichael

and Bette Caldwell suggested that assessment can

60 Assessment



produce direct benefits to students, as teachers use

both formal and informal assessments to diagnose

students’ strengths and weaknesses. Assessment can

provide information that helps teachers to identify

students who need additional instruction, special

services, or more advanced work. Assessment also

can serve as the basis for teacher reflections on their

instructional effectiveness. Based on data collected

though various kinds of assessments, teachers can

make instructional decisions about re-teaching a les-

son or unit or moving ahead with more challenging

lessons. Results of assessments can provide feed-

back to students to indicate areas in which perfor-

mance needs improvement and areas in which

performance is satisfactory.

Early roots of educational assessment can be traced

to the one-room schoolhouse where students moved

forward to the next level when the teacher determined

they had mastered the necessary knowledge and skills.

Tests were administered to ascertain progress, with no

letter grades (A, B, C, etc.) reported. Teachers reported

student progress orally or through their written notes.

The growth of schools necessitated that students be

divided into different levels, and percentages were

used to report student progress and to identify those

who were prepared for college. Comparisons were

made among students, and those earning the highest

and lowest scores were assigned grades of A and F,

respectively. Most of the student scores fell in the mid-

dle range and thus were assigned a grade of C for aver-

age. Student scores close to the top, but not the

highest, were assigned a grade of B, and those falling

below the average level were assigned a grade of

D. However, in 1912, research by D. Starch and

E. C. Elliott raised questions about the use of percent-

ages as a basis for assigning letter grades and screening

for college admission. Their research showed great dis-

crepancies in the grades assigned by teachers. This

apparent lack of consistency among teachers in grading

spurred teachers to use grading scales such as Excel-

lent, Average, or Poor.

In the early 1900s, standardized tests began to be

used in the schools as an outgrowth of their use to

screen men for the military. Standardized tests were

based on national norms. Federal legislation—most

notably Public Law (P.L.) 94–142, which mandates

a free and appropriate public education for individuals

between the ages of 3 and 21; the Individuals with

Disabilities Education Act (IDEA), which amended

P.L. 94–142; and the No Child Left Behind (NCLB)

Act—has brought about increased interest in assess-

ment at the local, state, and national levels.

Behavioral Objectives

Benjamin Bloom, Professor of Education at Chicago

University, working with his mentor, Ralph Tyler,

believed that the importance in education was whether

or not students achieved what they were studying, not

how they were compared with others. Bloom believed

that the environment is influential to a child’s success

in school. He believed that it was the educator’s

responsibility to create an environment to serve stu-

dents at various ability levels. Bloom suggested that

human learning could be classified into three major

domains: cognitive, affective, and psychomotor.

Bloom and a group of his colleagues began develop-

ment of a system to describe behaviors in the cognitive

domain in 1948 and development of a classification

system for the affective domain in 1956.

Each domain comprises levels that range from the

lowest level of learning to the highest. This classifica-

tion of learning is commonly known as ‘‘Bloom’s

Taxonomy of Learning’’ or simply, ‘‘Bloom’s Taxon-

omy.’’ Classification of learning domains serves sev-

eral purposes. They help to assure that teachers know

the objectives of the lesson and stay focused on the

intended outcomes, to direct students to the objectives

of the lesson, and to serve as a basis for identifying

the kinds of knowledge, skills, and attitudes that will

be assessed. The knowledge, skills, and attitudes are

usually stated in the form of instructional (behavioral

or performance) objectives to communicate clearly

the student’s required performance, the conditions or

circumstances under which the performance will take

place, and the standard or criterion that will be used

to assess whether or not the student has achieved the

objective satisfactorily.

Types of Assessment

Student achievement may be assessed with standard-

ized tests or teacher-made tests. A standardized test

covers a broad knowledge base rather than knowledge

associated with selected lessons or a specific unit of

instruction. Uniform administration procedures are

required in which the directions are standardized, and

all students get the same or an equivalent test under

the same conditions for the same amount of time.

Interpretation of the results for a specific student is
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based on that student’s performance compared with

the performance of other students at the same grade

level. This is known as norm-referenced testing. Nor-

mative tables showing the relative performance of

a student compared with that of other students in the

norm group are usually provided by the test developers

for standardized tests. Because one student is com-

pared with other students in the norm group over

a broad knowledge base, it is not sound educational

practice for teachers to use standardized test scores as

a basis for assigning class grades. Standardized tests

are used best to show parents or school personnel how

one student compares with other, similar students. For

accurate and meaningful comparisons to be made, it is

important that the norm group be representative of the

student with whom comparisons are made.

Teacher-made tests are used to assess student

achievement over a specific body of knowledge taught

in the classroom. Teacher-made tests are known as

criterion-referenced tests. The performance of one

student is not compared with that of the group;

instead, each student’s response to a specific question

is measured against a predetermined criterion. Clearly

defined instructional objectives provide the foundation

for criterion-referenced classroom assessment. In turn,

criterion-referenced classroom assessments are used

for the purpose of identifying the extent to which stu-

dents have achieved the objectives.

Student achievement is assessed with a variety of

tests and test item formats. Objective test items are

commonly used to assess performance because they

can be written to test higher as well as lower levels of

learning and to test a broad range of subject matter.

Objective tests are easily administered and scored.

Scoring is more objective than in most other kinds of

test items; consequently, fewer scoring errors are

made. Objective test items require that students write

or select a response. Written responses may be short

answer or completion. Commonly used selected

response items include multiple-choice, true/false or

alternative response, and matching. Although objec-

tive tests remain a favorite among teachers, alterna-

tive methods of assessment are gaining in popularity.

Performance ratings, essays and products, portfolios,

and service learning are popular forms of alternative

assessments.

Some instructional objectives require that students

engage in an activity to demonstrate their level of

skill. For example, athletic or musical skills cannot be

assessed appropriately with a paper-and-pencil test.

The teacher will want to assess students’ speed, tim-

ing, and precision as they demonstrate cognitive, psy-

chomotor, and affective behaviors. Sequence of

events is an important consideration when assessing

an individual’s ability to operate a motor vehicle, and

quality of presentation is important when assessing

the overall effectiveness of an individual’s oral report

delivery. Performance assessments are time consum-

ing to administer because only one student can be

assessed at a time. Also, the teacher must be keenly

attentive to the performance in order not to miss

important but rapidly performed steps. Rubrics such

as checklists and rating scales are used to ascertain

the effectiveness of the performance.

Some instructional objectives require students to

construct individual and unique responses to demon-

strate their competence. Responses may be in the

form of a written essay or a product. Essays and pro-

ducts typically incorporate higher-order thinking skills

in analysis, synthesis, and evaluation. A written essay,

for example, may require that students critique a pro-

cedure, event, literary work, or political or philosophi-

cal view. Creating a product requires planning,

organizing, and actually producing a tangible result

such as a poem, play, blueprint, computer program, or

birdhouse. Essays and products are time intensive for

teachers to plan and score because of the individual

nature of the products. Responses must be scored by

an expert teacher who can ascertain whether or not

responses are accurate and acceptable.

Portfolios are an excellent way to document and

communicate student progress over time. Samples or

exhibits of a student’s initial work are usually

included in the portfolio, and other exhibits are added

throughout the grading period or the course. Exhibits

may include accomplishments and deficiencies that

are not directly related to instructional goals. For

example, exhibits may include selected test scores,

notes related to attitudes and behaviors that are not

evident on report cards, social accomplishments, spe-

cial projects, interest inventories, and interviews.

Exhibits included in the portfolio are often used to

supplement other kinds of assessment.

Service learning is gaining in popularity as an

alternative teaching and assessment tool because it

requires students to demonstrate their knowledge,

skills, and attitudes in real-life situations. Students are

involved in activities designed to meet instructional

goals while providing a useful service to the commu-

nity. The purpose of service learning is to improve
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academic learning while enhancing personal skills

and civic responsibility through structured projects

that serve a real community need.

Item Analysis

An item analysis provides information about the diffi-

culty of a test and the extent to which a specific test

item discriminates among the test-takers in the same

way that the overall test discriminates. Item analysis

may be performed by a computer program or hand

calculated by classroom teachers.

Item Difficulty

An item difficulty index is a statistical procedure that

indicates the proportion of students who responded

correctly to an item. The closer the index is to 1, the

higher the proportion of students who responded cor-

rectly to that item and the easier the item. The term

item difficulty index is referred to in many sources as

the item easiness index because it refers to the per-

centage of students responding correctly to a specific

item. Calculating this index requires that the test items

for the high scoring students and low scoring students

be separated from those whose scores fell in the mid-

dle range. Depending on the total number of students,

this may mean using the top 25% and the bottom

25% in the analysis. If the total number of students is

small, then all students may be used in the analysis by

grouping students in either the high scoring or the low

scoring group. The difficulty index is then calculated

by adding the number in the high scoring group who

got the item correct to the number in the low scoring

group who got the number correct and dividing the

sum by the total number of students.

Item Discrimination

Item discrimination is a statistical procedure that

indicates the extent to which an item discriminates

between high scoring and low scoring students on

a specific test item in the same way that the total test

discriminates between those who know the content

and those who do not. This procedure also requires

that the test items for high scoring students and low

scoring students be put into separate groups. If an

item discriminates adequately between the high scor-

ing group and the low scoring group, students in the

high scoring group should get a specific item correct

more often than students in the low scoring group. A

negative (and undesirable) discrimination would result

if students in the high scoring group missed an item

more often than students in the low scoring group. An

item discrimination index may be calculated by sub-

tracting the number of correct responses on one item

of students in the low scoring group from the number

of correct responses of students on the same item in

the high scoring group and dividing this difference by

the number of students in one of the groups. The

resulting discrimination index will be between 0, indi-

cating no discrimination, and 1, indicating perfect dis-

crimination between high and low scoring students on

an item. An index close to 1 indicates high discrimi-

nation between the two groups on a specific item, and

thus, this is the more desirable item.

An item analysis provides insight into the way spe-

cific items function within a test. Such an analysis

can help teachers to increase the reliability and valid-

ity of their tests. In addition, the analysis can provide

teachers with information regarding items that are

hardest for students, which are easiest, and where

adjustments in content or the teaching process need to

be made. In their book Instructors and Their Jobs,

W. R. Miller and M. F. Miller illustrate statistical pro-

cedures useful for teachers conducting an item analysis.

Test Reliability

Reliability and validity are two important concepts in

assessment. Reliability refers to the consistency or

stability of a test in producing the same or similar

scores over repeated administrations of the test. For

example, if a student scores high or low on a test of

word comprehension in the morning, then one should

expect that if the same or a similar test were adminis-

tered in the afternoon, the student would have the

same or a similar score providing that no changes

were made in the student’s level of knowledge or

administration of the test to bias the results. If the

two administrations of the test yielded the same or

similar results, then the test would be reliable; how-

ever, if there were a great discrepancy between the

two administrations, then the test would be unreli-

able. Reliability is affected by different sources of

error, which are called random errors. Variations due

to individual attributes such as general knowledge,

ability, skills, motivation, health, and attention are all

sources of error. In addition, random errors may be

due to variations in the characteristics of the test.
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A test that is too short gives an advantage to students

who happen to know the correct answer to a few

questions, whereas students who actually have

a broader knowledge base may not know the answers

to the few questions asked. It is valuable for educa-

tors to know the amount of true variance (spread of

a set of scores) and error variance reflected in a partic-

ular test score. In educational testing, it is assumed

that every observed test score has a true score com-

ponent and an error score component; the variance of

the observed score is equal to the variance of the true

score plus the variance of the error. However, in

practice, a true test score is impossible to calculate

because one would have to administer a test an infi-

nite number of times. If this were possible, the sum

of the errors and the mean of the errors would be 0.

Theoretically, the true score for one individual is the

average score obtained from repeated measures; it is

considered to be somewhere between plus and minus

a certain margin of error, called the standard error of

measurement (SEM). The SEM is derived from the

standard deviation of the sampling errors. This con-

cept is illustrated by a student who scores an 80 on

a mathematics achievement test and the SEM is 3.2.

The student’s true score is said to fall somewhere

between 76.8 and 83.2. A common practice to deter-

mine stability of test scores is to compute a coefficient

of correlation, known as a reliability coefficient,

between two independent administrations of the same

test to a large sample within a reasonable time period

between administrations (test–retest reliability coeffi-

cient or coefficient of stability). Other procedures to

ascertain reliability are (a) correlating the scores of

alternate forms of the same test administered in suc-

cession to a large group (coefficient of equivalence)

and (b) correlating the scores on equivalent forms of

a test given in two independent administrations over

a short period of time (coefficient of stability and

equivalence). The reliability coefficient ranges from 0,

indicating no reliability of the test, to 1, indicating

perfect reliability.

Different reliability procedures are required to ascer-

tain the extent to which all items in a test are measuring

the same information. This is known as the internal con-

sistency of a test. The split-half technique is a commonly

used procedure to determine internal consistency. This

involves administering a test, dividing the items inde-

pendently into two equivalent halves, and computing

the correlation coefficient between the two halves.

The Spearman-Brown statistical procedure is used to

calculate internal consistency using split-halves. Kuder-

Richardson formulas 20 and 21 and Cronbach alpha are

useful for assessing the homogeneity of items within

a test. These latter procedures do not require splitting the

test; rather, they are based on properties of the entire test.

Developing reliable tests is a challenge, and

obtaining perfect reliability is impossible or difficult

at best. Reliability is affected by the difficulty level of

the test. A test that is too difficult or too easy can be

reliable in that similar outcomes result. However, in

the case of a test that is too difficult, the test provides

chance results, and in the case of a test that is too

easy, the test would not yield meaningful results.

However, teachers can improve reliability by (a) cre-

ating a positive test environment, (b) allowing enough

time for students to complete the test, (c) selecting or

constructing tests that cover a representative sample

of the content, including enough items to test the

breadth of the content, and (d) including test items

that discourage guessing so that students’ scores

remain stable from one administration of a test to

another or from one form of a test to another. Reli-

ability is concerned with the stability of test scores

over time, and even though classroom teachers do not

generally calculate the reliability of their tests, test

developers are expected to assess and report the reli-

ability for all standardized tests. Reliability is a neces-

sary requirement for validity.

Test Validity

Validity is the extent to which a test measures what it

was designed to measure. This means that tests are

designed for specific purposes, and each test must

have its own validity for the purpose for which it was

designed. A valid test must also be reliable; however,

the converse is not true. Reliable tests are not neces-

sarily valid. That is, a test may consistently measure

the wrong thing. Establishing test validity is thought

to be a more complex process than establishing test

reliability because establishing validity depends on

the judgments to be made based on test results and

how the results will be used. It is necessary to collect

information as evidence that a test provides a true

measure of such abstractions. To validate that tests

provide true measures, certain information or evi-

dence must be collected depending on the type of

validity to be determined. Three common types of

validity are content validity, criterion-related validity,

and construct validity.
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Content Validity

Assessing an individual on the complete domain of

a knowledge base related to a specific subject is not

usually feasible. Therefore, the typical procedure is

to assess only a sample of the knowledge base. For

example, teachers do not purport to ask students every

possible question about a topic on a classroom test.

They select a sample of test questions from which to

make inferences about the students’ grasp of the sub-

ject matter. Content validity is concerned with the

extent to which the sample of questions is representa-

tive of the knowledge base being tested. If experts in

the content area to be tested agree that the test ques-

tions are a representative sample of the knowledge

base to be tested, the test is said to have face validity.

Logical validity is closely related to face validity,

except in establishing logical validity, all the behaviors

to be measured within a specific knowledge base need

to be identified and defined. Then, test questions are

designed purposely to test the desired knowledge base.

Content validity is established through rather subjec-

tive techniques; consequently, the potential for error is

greater than in criterion-related or construct-related

validity. Also, it is important that users of a test, espe-

cially achievement tests, understand the knowledge

base that the test was designed to assess. Nonetheless,

content validity is important to the development of all

tests, and other kinds of validity are established more

confidently when a test has content validity.

Criterion-Related Validity

The extent to which scores on a test correlate with

an independent external variable provides evidence

related to criterion-related validity. The independent

external variable is the criterion that is thought to be

a direct measure of the attribute of interest. For exam-

ple, college admission tests are thought to be valid

predictors of success in school as denoted by grade

point average. The test to be validated is administered

and scores are held until the criterion scores are avail-

able. Next, the scores on the college admissions test

(predictor) are correlated with grade point average

(criterion). The greater the correlation is between

scores on the admissions test and the grade point

average, the stronger the criterion-related validity is.

This is referred to as predictive validity. The more

accurately a test predicts is directly related to the

strength of the correlation between the scores on the

predictor test and the criterion.

Concurrent validity can be determined by correlat-

ing scores on a measuring instrument to be validated

with a current score. A correlation coefficient is calcu-

lated as in predictive validity; however, the difference

between predictive validity and concurrent validity is

that in concurrent validity, the test to be validated is

correlated with current scores on some measure. For

example, the correlation of scores on a standardized

mathematics test with students’ current grades in

mathematics provides concurrent validity. Concurrent

validity is most useful for diagnostic purposes or

assessment of current status.

Construct Validity

Construct validity refers to the extent to which a test

measures a theoretical variable (construct) or trait.

Many variables of interest in educational research are

abstract. For example, intelligence, motivation, inter-

ests, self-concept, and self-efficacy are abstractions for

which researchers must determine appropriate indica-

tors that will give an assessment of these attributes.

Establishing construct validity is an ongoing process,

and several different procedures may be used for this

process. Empirical data can be used to indicate the

extent to which items on the test represent the

construct. Positive correlations among items on the test

and positive correlations between scores on the test

and other valid observations indicate that the items

include the elements predicted by the construct.

Extremely low or negative correlations are indicators

that the test items do not represent the construct or that

an inappropriate construct is being measured. In addi-

tion, visual inspections of the items and questioning

the intent of each item can help to ascertain the extent

to which the items represent the construct.

Marie Kraska

See also Evaluation; Reliability; Testing; Validity
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ASSISTIVE TECHNOLOGY

As technology is reinvented to make everyday func-

tions easy, its marriage with assistive devices signifi-

cantly affects the life of individuals with disabilities.

This technology is referred to as assistive technology

(AT). Assistive technology, including assistive, adap-

tive, and rehabilitative devices, aids individuals with

disabilities in achieving greater independence and

self-confidence in their daily lives; specifically, AT

enables individuals with a range of cognitive, physi-

cal, or sensory impairments to have alternative ways

of performing and participating in society. AT also

assists in communication, information processing,

education, work, and recreation activities.

The importance of AT in the lives of people with

disabilities was pointed out in the Individuals with Dis-

abilities Education Act (IDEA; also called the Tech

Act) as ‘‘any item, piece of equipment, or product sys-

tem, whether acquired commercially off the shelf, mod-

ified, or customized, that is used to increase, maintain,

or improve the functional capabilities of a child with

a disability’’ [P.L. 108–446, Title 1, Part A, x 602(1)].

According to this definition, AT encompasses a wide

range of devices from low-tech supportive tools such as

battery interrupters to high-tech advanced and custom-

ized electronic equipment such as computers. AT can

include mental aids, communication aids, alternative

computer access, visual aids, or aids to augment hearing

to increase the involvement of persons with disabilities

in learning activities.

Through IDEA, AT can be utilized in educational

settings with a new assigned term, special education

technology, to provide students who require a dif-

ferentiated instructional treatment with increased and

independent learning opportunities. Appropriate AT

services can also be offered in free public education.

IDEA highlights AT services, aiming to enable stu-

dents to have full inclusion and least restrictive envi-

ronment in schools. This law defines AT service as

‘‘any service that directly assists an individual with

a disability in the selection, acquisition, or use of an

assistive technology device’’ [P.L. 108-446, Title 1,

Part A, x602(2)]. This service includes the following:

• The evaluation of the technology needs of the indi-

vidual with disability, including a functional evalua-

tion of the individual in the individual’s customary

environment
• Purchasing, leasing, or otherwise providing for the

acquisition of AT devices by such individual
• Selecting, designing, fitting, customizing, adapting,

applying, maintaining, repairing, or replacing of AT

devices
• Coordinating and using other therapies, interven-

tions, or services with AT devices, such as those

associated with existing education and rehabilitation

plans and programs
• Training or technical assistance with AT for such

individual, or, when appropriate, the family of such

individual
• Training or technical assistance for professionals

including those individuals providing education and

rehabilitation services

The intention of IDEA is that AT devices and

services must be provided at no cost to the student,

student’s parents, and the school staff as part of the

student’s special education, related services, or supple-

mentary aids and services to facilitate the student’s

education. However, the school may use whatever

state, local, federal, and private resources are available.

Advocates of AT list the individuals who might

benefit from special education technology:

• Individuals with mental or physical impairments

that interfere with learning or other life functions
• Individuals with mild learning or cognitive pro-

blems like learning disabilities or cognitive disabil-

ities ranging from mild to severe that interfere with

learning or other life functions

Because AT has demonstrated an ability to provide

individuals with disabilities opportunities that fit into

their individual needs and abilities, the appropriate
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use of AT may be delineated when it enables the indi-

vidual to do the following activities:

• Perform functions that cannot be achieved by other

methods
• Approximate normal fluency, rate, or standards—

a level of accomplishment which could not be

achieved by any other means
• Participate in programs or activities which other-

wise would be closed to the individual
• Complete tasks that otherwise are too laborious to

be attempted on a routine basis
• Concentrate on learning or employment tasks rather

than mechanical tasks
• Have greater access to information
• Have normal social interactions with peers and adults

There are approximately 20,000 AT devices cur-

rently available. These can be located through online

resources such as Abledata, which is supported by the

U.S. Department of Education. Because of the large

number of available AT devices, specialists and pro-

fessionals must give thoughtful consideration to the

selection and procurement of appropriate devices for

impaired students. AT devices and applications include

various types of accommodations and adaptations that

enable individuals with disabilities to function more

independently and confidently. The following section

lists and categorizes common AT devices and applica-

tions based on individuals’ impairments.

Assistive Technology Devices

Communication

In this category are devices or equipment designed

to help individuals with speech disabilities or writing

difficulties (e.g., no or very little verbal skills, limited

language proficiency, etc.) to communicate effectively

and to have alternate methods of communicating

needs, feelings, ideas, and perceptions. Speech and

augmentative communication devices include on-

screen communication boards, auditory or visual scan-

ning, speech synthesizers, text-to-speech software and

hardware, head wands, light pointers, mouth sticks,

signal systems, telephony equipment, and talking

word processing with writing support. Writing and

typing devices include tactile devices, Braille devices,

note-taking devices, spelling devices, word prediction/

completion software, modified typewriters, portable

typewriters, and electronic and software dictionaries.

Access

These hardware and software products enable indi-

viduals with barriers to access to interact with learn-

ing tools and engage in classroom or home activities.

Alternative input devices include alternative and adap-

tive keyboards, expanded keyboards, keyguards,

alternative and ergonomic mouse/pointing systems,

head-operated pointing devices, eye-gaze pointing

devices, mouth/tongue pointing devices, Morse code

input devices, brain-actuated pointing devices, switches,

touch screens, voice input systems, speech-to-text soft-

ware, voice recognition/voice command software, dicta-

tion software, on-screen keyboards, cursor enlargement

software, ergonomic computer-based equipment, scan-

ners and optical character recognition, joysticks, and

trackballs. Processing devices include abbreviation/

expansion and macro programs, access utilities, menu

management programs, reading comprehension pro-

grams, writing composition programs, and writing

enhancement tools. Alternative output devices include

Braille display/output devices, Braille embosser/

printers, screen-reading software, screen magnification/

enlargement software, large print monitor, and speech

synthesizers. Accessible software includes software

applications adapted for individuals with disabilities,

operating system accessibility options, and accessible

web browsers. Universal design (also called design-for-

all or accessible design) includes design methods,

techniques, and guidelines for making computers and

their applications fully accessible to individuals with

disabilities.

Learning and Studying

These devices help individuals with high-incidence

disabilities (learning, behavior, or cognitive disabil-

ities) to increase, maintain, or improve their func-

tional capabilities. Such devices include Post-It�

notes, picture or written schedules, social stories, writ-

ten or picture-supported directions, and editing devices

(e.g., correction fluid, correction tape, correction

pen, highlight tape, etc.), sentence windows, graphic

organizers, single-word scanners (reading pens) or

handheld scanners, portable or talking word processors,

handheld computers, voice-recognition products, soft-

ware for organizing ideas and studying, electronic

organizers or reminders, word-prediction software,

talking electronic device or software to pronounce chal-

lenging words, graphic organizer software, software for
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concept development, manipulation of objects, math

computations, portable word processor to keyboard

instead of write, closed-captioning television, text-

reading software, and tactile or voice-output measuring

devices.

Vision

Products designed to assist the blind and visually

impaired individuals include auditory and speech out-

put devices, reading machines, scanning/document

reading systems, optical character recognition (OCR)

systems, electronic book readers, talking equipment

(clocks/watches, calculators, etc.), Braille devices,

Braille transcription and translation devices, screen

magnifier/enlarger, closed circuit television for magni-

fying documents, book holders, manual and electric

page turners, large button phones, speaker phones,

large-print books, taped/audio books, light boxes, high

contrast materials, thermoform graphics, synthesizers,

scanners, and descriptive video services.

Hearing

Products designed to assist individuals who have

deaf and hearing impairments and/or auditory proces-

sing problems include assistive listening devices,

hearing aids, infrared/personal amplification systems,

audio/FM loop systems, FM amplification systems,

TV amplifiers, TV decoders, visual signaling and

alerting systems, tactile alerting systems, telephony

and accessories, text telephones, telecommunication

devices for the deaf (TDD), teletypes (TTY), adapted

phones, real-time captioning, telecaption decoders,

and cochlear implants.

Daily Living

Self-help devices that assist persons with disabil-

ities in daily living activities, such as dressing, per-

sonal hygiene, bathing, home maintenance, cooking,

and eating, include reaching devices, adaptive cloth-

ing, modified eating utensils (e.g., specialized spoons

for self-feeding), feeding accessories and devices,

adapted books, pencil holders, time management aids,

dressing aids, adapted personal hygiene aids, bathing

accessories, grab bars/grips/handles, incontinent sup-

plies, mechanical transfer lift, shower/bath chair, toi-

leting accessories, transfer board, wheeled bath chair/

commode, and bathtub seats.

Environment

The use of these aids and equipment help to

remove or reduce physical barriers for individuals with

disabilities in educational and workplace settings.

Environmental controls and switches are primarily

electronic systems that enable someone with limited

mobility to control various appliances, lights, tele-

phone and security systems in their room, home, or

other surroundings. These systems include environ-

mental control units, electronic appliance switches,

switch mounting systems, home automation systems,

signaling and alerting devices, home alarms, television

adaptations, smoke alarms, and telephone ringers.

Home-workplace adaptations include worksite/school/

home design or modification for accessibility, architec-

tural accommodations, structural adaptations, building/

home ramps, home elevators, wheelchair lifts, pool

lifts, bathroom changes, automatic door openers,

expanded doorways, adapted furniture, adapted door-

knobs, alternative doorbells, lowered counters, and

specially designed bath areas.

Ergonomic Equipment

Ergonomic equipment is low-tech assistive equip-

ment or devices designed to reduce the likelihood of

repetitive stress injuries often associated with work-

related situations. These devices include adjustable

workstations, industrial workstations, office worksta-

tions, adapted furniture, writing aids, modified seating

and lighting, arm/wrist supports, and back supports.

Mobility and Transportation

These products help mobility-impaired persons

move from one place to another and give them inde-

pendence in personal transportation. Such products

include standing/walking aids, transfer aids, stair

lifts, walkers, scooters, wheelchairs and three-

wheeled chairs, adapted bikes and tricycles, car

seats, beds, stretchers, patient chairs, ramps, recli-

ners, strollers, travel chairs, wheelchair trays, driv-

ing controls, seat belts, vehicle conversions, patient

and wheelchair lifts, wheelchair loaders/carriers,

and wheelchair restraint systems. Ambulatory aids

include canes, cane accessories, crutches, walkers,

and walker accessories. Vehicle conversions include

car-top carriers, custom cars and vans, adaptive

driving controls, hand-controls, child restraint sys-

tems, ramps, and lifts.
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Prosthetics and Orthotics

Prosthetics and orthotics serve to replace, substitute,

or augment missing or dysfunctioning body parts with

artificial limbs or other aids. These devices include

splints, braces, foot orthoses, helmets, restraints, and

supports.

Recreation and Leisure

These products help persons with disabilities to

participate in sports, social, and cultural events and

interact with their peers without disabilities, which

allow disabled people to focus less on individual dif-

ferences. Such products include adaptive sports equip-

ment for skiing, biking, swimming, running, boating,

adaptive music with symbols, adaptive controls for

video and table games, adaptive fishing rods, cuffs for

grasping paddles or racquets, and seating systems

for boats.

Seating and Positioning

These products assist impaired individuals in main-

taining body alignment, upright posture and trunk/head

support, and reducing pressure to the skin. Such pro-

ducts include adapted and modular seating, cushions

and wedges, contour seats, lumbar support seats,

standing tables, positioning belts, braces, wheelchair

modifications and cushions, seat lifts, bolster chairs,

corner chairs, therapeutic seats, postural support hard-

ware, postural support systems, and pressure monitors.

Tufan Adiguzel and Kimberly J. Vannest

See also Disabilities; Educational Technology; Individuals

with Disabilities Education Act; Least Restrictive

Placement; Special Education
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ATHLETICS

College athletics in the United States has prospered

significantly since its inception. It has also been faced

with controversy ranging from threatening the aca-

demic integrity of higher education to extreme levels

of commercialization. Regardless, college athletics

has provided millions of students with opportunities

to not only compete in athletics but also achieve an

education and ultimately a college degree. This entry

examines college athletics in higher education. It uses

both historical and sociological sensitivities to provide

a conceptual framework for this analysis. These sensi-

tivities provide a historical context to understand the

origin and development of college athletics and

a sociological context to understand how college ath-

letics has evolved into a social spectacle that provides

millions with a source of entertainment and a cultural

event that inform their daily life.

Origin and Governance of Men’s
and Women’s College Athletics

College athletics has a very modest beginning. The

origin of college athletics dates back to the Gilded

Age during 1865–1900. It began as student-controlled

sporting opportunities for members of the university

student body, and because the sports were not sanc-

tioned by the institution, they did receive financial

support. As these activities became popular and profit-

able enterprises, alumni, faculty, and administrators

took control, which created a shift from college athlet-

ics being informal, student-controlled activities to for-

mal, university-sanctioned events; this move from

informal to formal required additional administrative

and governance structure to oversee these events.

A major part of college athletics history is the devel-

opment of its organizational and governance structures.

Therefore, a major transition to denote a shift in college

athletics took place in 1905 when President Theodore

Roosevelt summoned 13 institutions to the White

House to address the need for athletic reform, more spe-

cifically, the need for rule changes in the game of foot-

ball. Thus, the Intercollegiate Athletic Association of
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the United States (IAAUS) was formed by 62 institu-

tions to address additional concerns that emerged since

the inception of college athletics. In 1910, the IAAUS

changed its name to the National Collegiate Athletic

Association (NCAA) and continued to grow beyond its

initial origins of being an advising and rule-making

association and sought to address several issues that

were challenging the very nature of college athletics.

For example, due to the increase in popularity and

profit of college athletics, issues regarding academic

integrity, professionalization, institutional control, and

the safety of players were major concerns that created

a need for athletic governance. College athletes at

several major schools, at this time, were basically

recruited to play sports; thus, the academic integrity

and mission of the institution was being challenged.

The increased popularity also gave athletic depart-

ments unlimited freedom in operating beyond the edu-

cational philosophy of the university, which required

a need for greater institutional control where all

departments associated with the university would ulti-

mately report to the university’s president and comply

with the educational mission of the institution.

Finally, several deaths occurred during football com-

petition due to game rules and equipment.

College athletics faced growing pains due to

expansion in membership and an increase in postsea-

son championship games. It was not until after World

War II that issues concerning recruiting and financial

aid were addressed whereby standards were being

established to minimize athletic deviance. However,

the NCAA continued to face challenges that required

professional governance and a shift from part-time

leadership to full-time leadership. In 1951, Walter

Byers became executive director and began to chart

a new course for the member institutions, in which

the NCAA, on behalf of its member institutions,

would gain control over live television coverage of

football games and postseason bowl games.

Governance for women’s athletics had a different

philosophy than that of men’s. Although women’s

athletics has been around as long as men’s athletics, it

did not receive equal support, and women did not

have a wide variety of sports to compete in at the col-

legiate level. Both men’s and women’s athletics had

strong connections with university physical education

departments; however, women’s sports governance

adhered to more a process orientation rather than out-

come orientation. In other words, competing in sports

was about the process of learning desirable skills and

abilities and not solely about winning. Women’s ath-

letics was less commercial and did not initially offer

scholarships or recruit outside of the respective insti-

tutions’ student bodies.

The organization of women’s athletics on the

national level did not take place until 1941. Its first

national championship game was in the sport of golf.

As women’s athletics began to increase and colleges

across the nation began organizing women’s sports

teams, the need for additional governance increased. It

was during the late 1950s and early 1960s that a com-

mittee with representatives from three organizations (the

National Association for Physical Education for College

Women, the National Association for Girls’ and

Women’s Sports, and the American Federation of Col-

lege Women) consolidated its forces under one organi-

zation called the Division for Girls’ and Women’s

Sports, and from this consolidation the National Joint

Committee on Extramural Sports for College Women

was formed, with the primary responsibility governing

women’s intercollegiate athletic programs. From this

committee, the Commission on Intercollegiate Athletics

for Women (CIAW) was formed in 1967 with two

major purposes: (1) to provide a structure and gover-

nance of women’s collegiate athletics, and (2) to over-

see and sponsor national championships for women

collegiate sports. However, in 1971, the Association for

Intercollegiate Athletics for Women (AIAW) evolved

from the CIAW and became the governing body for

women’s athletics.

Throughout the various levels of consolidating and

organizing, women’s sports continued to grow in mem-

bership, to around 280 schools, and in championship

games played at the national level. What assisted in the

growth and support of sporting opportunities for women

and girls, especially women at the collegiate level, was

the passing of Title IX of the Education Amendments in

1972 by the Congress of the United States. Title IX was

enacted to prevent federally funded institutions from

denying support and benefits and/or discriminating on

the basis of sex. Although Title IX applied to all educa-

tional activities, it had significant impact on the increase

in girls’ high school and women’s collegiate sports. To

ensure its proper implementation in the area of sport,

a three-prong test was developed to inform institutions

of their compliance. The following questions were

posed: (1) Are athletic opportunities substantially pro-

portionate to the student enrollment? (2) Is there evi-

dence of consistent growth of athletic opportunities

for the previously marginalized gender? (3) Is there
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complete and effective accommodation of the interest

and ability of the previously marginalized gender?

Ultimately, despite the fact that the AIAW had

around 1,000 members during its governance of

women collegiate athletics, when the NCAA decided

to offer women’s championships, it threatened the

AIAW’s existence. When the NCAA began to offer

incentives packages to women’s teams participating

in championship games, the AIAW began to lose its

status and popularity. One major misfortune to the

AIAW was when the National Broadcasting Corpora-

tion canceled its contract with the AIAW, causing

many schools to participate in the NCAA’s national

tournament instead. After failed attempts to sue the

NCAA for its attempts to monopolize collegiate

sports, the AIAW ceased to operate in 1982.

With the merger of women’s and men’s collegiate

sports under the governance of the NCAA, athletic

departments witnessed an increase in scholarships and

larger recruiting and operating budgets. Furthermore,

despite the growth of both women’s and men’s colle-

giate athletics, several problems emerged from this

merger regarding equitable treatment and support for

women’s athletics. Thus, there has been a continual

need for women’s sports to seek to enforce the guide-

lines of Title IX, which is also referred to as gender

equity, to ensure equitable treatment.

The origin and governance of collegiate athletics has

been a long and winding road to its current destination at

this point in history. From its humble beginnings, colle-

giate athletics has grown into a multibillion-dollar indus-

try with multiple streams of income deriving from the

sales of broadcasting rights; sponsorship; collegiate

licensing merchandise; naming rights of stadiums, are-

nas, and championship events (including bowl games);

and more.

The Role of the Athlete
in Higher Education

A key area to address in the growth of college athlet-

ics is the role of the athlete at the collegiate level,

which has changed considerably since the first inter-

collegiate athletic competition. Initiated originally as

extracurricular or intramural activities, some of these

competitions have evolved into multimillion-dollar

spectacles. Once events intended to break the monot-

ony of the rigorous academic pursuit, these competi-

tions, especially in basketball and football, have

become main staples and major attractions at many

collegiate institutions in the United States. Thus, the

athlete has evolved from simply a leisurely participant

in these competitive engagements to an athletic celeb-

rity on campuses throughout the United States.

To further distinguish the role of the athlete in col-

lege athletics, it is important to examine the major

divisions of competition within the NCAA, as it com-

prises 1,025 members at different divisions and subdi-

visions. Another, smaller collegiate athletic governing

body is the National Association of Intercollegiate

Athletics, which has about 282 members and is con-

sidered more amateur than the NCAA in its role and

philosophy. The major level of athletic competition is

Division I-A, which comprises 119 members. Some

of the basic requirements for institutions to hold

membership at this level are that they must fund at

least seven men’s and women’s sports or six men’s

and eight women’s sports; they must also have at least

two team sports for women, and each playing season

must have a fair gender representation. Another basic

requirement is related to the scheduling of events and

the participant minimum for each sport.

These NCAA Division I institutions are the top-tier

athletic programs in the country, and the athletic oper-

ating budgets of the top 20 of these institutions range

from $32 to $75 million. They sponsor football pro-

grams with stadiums that seat 60,000 to 100,000

people and basketball arenas that range in seating from

10,000 to over 25,000 people. These programs operate

like corporations, where athletic talent is the major

commodity. These programs require a premium on ath-

letic talent; thus, they spend a significant amount of

time and money recruiting the best athletes. This form

of corporate athleticism or athletic capitalism places

the athlete within controversial and sometimes diamet-

rically opposing roles, especially in revenue-generating

sports (i.e., football and basketball). High-level athletic

demands often place academic demands as a lower pri-

ority. Being both a student and an athlete creates chal-

lenging roles that require a healthy balance that many

young men and women competing in intercollegiate

athletics learn to master effectively.

Graduation rates are often the determining factor to

whether athletes are successfully balancing the role of

student and athlete. At this level, the NCAA reported

in 2006 that athletes graduated at a rate of 77%,

whereas the regular student body graduated at a rate of

61%. The revenue-generating sports of football and

men’s basketball have had the lowest graduating rates,

at 55% and 45%, respectively. Black male athletes
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were reported as graduating at 49% in football and

38% in basketball. Women, especially White women

athletes, and White male athletes fare better than their

Black male counterparts at balancing the role of stu-

dent and athlete and continuing on to graduation.

One of the factors affecting graduation rates for

athletes in the sports of football and basketball is early

departure into professional sports. These early depar-

tures count against the institution, thus lowering its

graduation percentage rate. Despite the age limit

restriction instituted by the National Basketball Asso-

ciation and the National Football League’s restriction

on not allowing underclassmen the opportunity to

compete until a minimum of 3 years after their high

school graduation, many athletes have turned profes-

sional without the reward of graduating with a degree.

Intercollegiate basketball has been a victim of athletes

spending only one or two semesters on campus before

entering the draft. This gives them enough time to

meet the minimum age requirement but unfortunately

alters graduation rate calculations.

One of the remedies for the low graduation rates

among athletes in sports that generate millions of dol-

lars a year in revenue is the Academic Progress Report

(APR). The APR was designed to assist in reforming

college athletics by improving academic success and

graduation rates among athletes. It is calculated

whereby one point is given to a team each term a schol-

arship athlete meets the required academic eligibility

standards; an additional point is given if the athlete

remains with the institution. A cutoff score of 925 cor-

responds to graduating 59% of scholarship athletes. If

a team does not meet the cutoff on what the NCAA

refers to as a basis that is statistically significant, the

university can be penalized by losing a scholarship in

that sport.

The need for athletic reform speaks to the demand

athletes have had in balancing the roles of student and

athlete. It also speaks to the incongruence many

critics see between the earning of millions of dollars

off the blood, sweat, and tears of young vulnerable

men and women and the lack of academic integrity

demonstrated each year when institutions are exposed

for academic fraud. Athletics at other divisions have

not suffered the same criticism because of fewer

demands to generate revenue.

The next collegiate levels of athletic competition

are the Division I-AA and I-AAA levels. At the Divi-

sion I-AA level, which consists of 116 members, the

athletic programs are considerably smaller. There are

91 members at the Division I-AAA, and these institu-

tions do not have football programs. However, they

compete in a variety of other men’s and women’s sports.

The next level within the governance of the NCAA

is Division II, which comprises 281 members. These

members must fund a minimum of five sports for men

and five for women or four for men and six for women.

Similar to Division I members, Division II members

must also have a minimum of two team sports for each

gender and have fair gender representation for each

playing season. One of the major differences between

Division I and II is that financial support for students at

Division II schools is generally a combination of money

from scholarships, grants, and student loans, whereas

Division I schools are able to provide full athletic scho-

larships to more athletes. Therefore, the range of stu-

dents being recruited is limited to state and local

athletes for most Division II schools, whereas the

range for recruitment at Division I schools is greater—

including national and international recruitment of ath-

letes. The role of the Division II athlete is less labor

intensive than the role of the Division I athlete.

The final level to discuss is Division III member

institutions. There are currently 420 institutions that

are members at this level, which makes it the largest

division governed by the NCAA. These institutions

are relatively smaller in student body population than

the other two divisions: 500 to over 10,000. One of

the differences between Division III and Divisions I

and II is that Division III member institutions do not

offer any athletic-related financial aid. At this level,

the sports are considered extracurricular activities for

the student body population; thus, they do not gener-

ate revenue. Athletic participation at this level is con-

sidered purely amateurism by many critics of college

athletics. Because athletes do not receive any financial

aid or endowments, they are basically pursuing athlet-

ics for no financial benefit. Thus, academics are gen-

erally the primary focus of the student, and athletics

is secondary. The major reason is that very few ath-

letes become professional athletes from this division.

Therefore, the philosophy of these programs is more

process oriented instead of outcome or profit driven;

it is for the love of the game.

Future Directions

College athletics has evolved into a profitable industry

that has combined the pursuit of athletic excellence with

the academic mission of institutions of higher learning.
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At the NCAA Division I level, the challenge has been

in operating revenue-generating activities within a non-

profit entity. This has drawn considerable criticism from

scholars and other critics proclaiming that the academic

integrity of the institution is threatened, especially when

scandals of academic deviance and abuse incurred by

athletes and athletic administrators tarnish the images of

institutions of higher education.

Regardless of these challenges, the momentum for

college athletics continues to (a) supply the student

body with an avenue to unite and share in a common

tradition and sociocultural practice; (b) provide athletes

with the opportunity to use their athletic talents in

exchange for an athletic scholarship (especially at the

NCAA Division I and II levels) and, for many, a college

education; (c) provide athletes with the opportunity to

develop transferable and marketable skills (e.g., charac-

ter development, hard-work ethic, ability to work with

members of a team to achieve a common goal) within

the highly competitive environment of college athletics;

and (d) give national and international exposure to insti-

tutions that previously have not enjoyed this privilege.

Thus, the future of college athletics presents an ambigu-

ous forecast: continual controversy and criticism at the

Division I level, if athletic reform is not successful in

managing the discrepancies between athletic capitalism

and the educational, research, and service mission of

higher education; and for the smaller divisions, college

athletics will continue to provide the aforementioned

services and blend the pursuit of athletic excellence

with the context of higher education if these smaller

institutions adhere to the model of amateurism.

Billy Hawkins
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Physical Development

Further Readings

2006 NCAA Division I federal graduation rate data.

Retrieved on January 1, 2007, from http://web1.ncaa.org/

app_data/instAggr2006/1_0.pdf

Adler, P., & Adler, P. (1991). Backboards and blackboards:

College athletes and role engulfment. New York:

Columbia University Press.

Bowen, W., Levin, S., Shulman, J., & Campbell, C. (2003).

Reclaiming the game: College sports and educational

values. Princeton, NJ: Princeton University Press.

Duderstadt, J. (2000). Intercollegiate athletics and the

American university: A university president’s perspective.

Ann Arbor: University of Michigan Press.

Hawkins, B. J. (2001). The new plantation: The internal

colonization of Black student athletes. Athens, GA:

Sadiki Press.

King, C. R., & Springwood, C. (2001). Beyond the cheers:

Race as spectacle in college sport. Albany: State

University of New York Press.

Savage, H., Bentley, H., McGovern, J., & Smiley, D. (1929).

American college athletics. New York: Carnegie

Foundation for the Advancement of Teaching.

Shulman, J., & Bowen, W. (2001). The game of life: College

sports and educational values. Princeton, NJ: Princeton

University Press.

Smith, R. A. (1988). Sports and freedom: The rise of big-

time college athletics. New York: Oxford University

Press.

Sperber, M. (2000). Beer and circus: How big-time college

sports is crippling undergraduate education. New York:

Henry Holt.

Zimbalist, A. (2001). Unpaid professionals: Commercialism

and conflict in big-time college sports. Princeton, NJ:

Princeton University Press.

Web Sites

National Collegiate Athletic Association:

http://www.ncaa.org

ATTACHMENT

Attachment, an important component of affective devel-

opment, is the affectional bond that a child has with sig-

nificant others. This entry addresses what is known

about the link between attachment and education and

covers three main areas. First, this entry discusses chil-

dren’s interest in and ability to participate in relation-

ships that promote learning, including the relationship

with the primary caregiver as well as relationships

with early care providers and teachers. Next, this entry

discusses specific language, cognitive, and social/

emotional outcomes associated with attachment. Finally,

this entry addresses biological underpinnings that begin

to explain why attachment may be linked with education-

ally relevant outcomes in young children.

Participation in Relationships
That Promote Learning

In discussing early relationships, it is important to

begin with an overview of key concepts of attachment

theory, as applicable to educational contexts. First, for
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the purpose of research, attachment relationships are

classified into distinct categories based either on a labo-

ratory separation-reunion paradigm (Strange Situation

Procedure) or observation of the child and a caregiver

in naturalistic context (the Attachment Q-Set), both

with strictly defined scoring systems. Broadly, attach-

ment is viewed as secure when the child responds with

warmth and trust to a particular caregiver. Attachment

is viewed as insecure when the child responds to a care-

giver in either cool/avoidant or overly dependent/

clingy ways. Because attachment relationships are con-

sidered to be unique to each child–caregiver dyad, chil-

dren are thought to have the possibility for secure

relationships with the different adults in their lives,

particularly during infancy but also into the school

years as children meet new teachers and have the pos-

sibility to enjoy trusting relationships with them, even

if they did not arrive at early care or education settings

with that trust in a prior caregiver. Thus, while parent–

child relationships are considered to be most salient for

a child’s development, a child can have unique attach-

ment relationships with different adults and, thus,

unique relationships with each teacher. The security of

these relationships may be different from the child’s

relationship with his or her parents.

For the most part, however, children have relation-

ships with others that are similar to the relationships

with their principal attachment figures at home, mainly

because children form ‘‘internal working models’’ about

relationships based on these early experiences. Accord-

ing to this important attachment concept, individuals

use a frame of reference from which to view new

experiences. Related to learning and, in particular, the

academic environment, an individual’s internal working

models will affect the way new information and experi-

ences are filtered, the responses an individual evokes

from others, and the niches they develop for future

experiences. Thus, a child enjoying a secure relation-

ship with the mother is seen as more likely to establish

secure and nonconflictual relationships with teachers.

Similarly, a child enjoying a secure relationship with

the mother is seen as more likely to establish secure

and nondependent relationships with teachers. Thus,

internal working models are thought to create templates

for the quality of future relationships with other attach-

ment figures. Although infants, school-age children, and

adolescents may evoke relationships that are similar to

what they have experienced, early care professionals

and educators can respond to insecure children in ways

that they are not accustomed to, thereby providing the

opportunity for insecure children to experience secure

relationships, perhaps for the first time.

Children’s interest in and ability to participate in

relationships is thought to be important for early

learning. According to attachment theory, processes

that lead children to acquire school competencies are

rooted in the stability and quality of interactions in

early relationships. For example, in the context of

early literacy development, researchers A. G. Bus and

M. H. van Ijzendoorn have found that secure attach-

ments to primary caregivers are linked with more

optimal interactions during joint book reading with

that caregiver, specifically greater frequency and bet-

ter quality of interaction. When securely attached

dyads are reading together during the early and pre-

school years, they are more likely to be attentive to

the reading material and to enjoy their time in this

activity. The researchers concluded that securely

attached children are more likely to be growing up in

an environment where they become interested in liter-

acy, because they are interested in interactions with

their caregivers.

As stated earlier, an attachment relationship can

form between a child and an adult other than the pri-

mary caregiver, such as an educator. Play-based child

assessment of this postulate via child drawings reveals

child attachment, both secure and insecure, with edu-

cators. These relationships can play a significant role

in shaping both children’s motivation to learn and

their classroom learning experiences.

It is important to note that educators bring to their

relationships with students not only their own formal

training but also their personal experiences and

attachment styles. Individual educator strategies for

supporting learning through secure child–educator

relationships include the following: understanding of

socioemotional development, promotion of a support-

ive socioemotional climate in the classroom, attentive-

ness to each child, and clear and open expectations

about students’ academic feedback and success. These

strategies have important implications for child learn-

ing outcomes, as school-age children and adolescents

remember information more readily when there is

a positive valence attached to the setting.

Attachment-Relevant
Qualities and Child Outcomes

Research indicates that securely attached children are

more likely than insecurely attached children to show
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advanced levels of symbolic play. Studies have pin-

pointed sensitive maternal involvement (a significant

predictor of attachment) as being linked with sophisti-

cated symbolic play in toddler-age children. More

specifically, both the level of play and length of time

that a child engages in symbolic play are enhanced by

the mother’s making suggestions and communicating

with the child during the child’s play session.

These advantages for securely attached children in

early childhood may, in part, be related to theory of

mind capacity—the ability to consider another indivi-

dual’s perspective. Such parents often use reasoning

in conversation with their children and discuss emo-

tions. These behaviors are known to foster early social

cognition in children.

Securely attached children have been found to show

a greater ‘‘secure readiness to learn.’’ Research indi-

cates that when primary caregivers have established

secure relationships with their young children, these

children are more likely to be more attentive at school

and to be interested in the learning environment.

Attachment also has been shown to affect expres-

sive language outcomes, more so than cognitive out-

comes. Meta-analyses have documented that securely

attached children are more competent in the language

domain than are their insecurely attached counterparts.

Such language competencies may be linked with the

relational context in which skills are developed. It

is thought that language development may best be

stimulated in the context of sensitive caregiver–child

interactions.

Of the several different insecure attachment types,

the disorganized attachment classification is notewor-

thy in terms of educational outcomes. Children who

show this pattern are more likely to have been

exposed to a difficult, unstable, and fear-evoking

home environment than other insecure children, such

as abuse and neglect. It is posited that the anxiety

raised in task performance related to the reactions of

others, for example, educators and peers, might cause

dysregulated thought processes and, in turn, affect fur-

ther learning. It is also suggested that difficulty with

self-regulation in this group affects learning. Overall,

cognitive functioning impairments in children with

disorganized attachment places them at risk for aca-

demic problems.

In addition, securely attached school-age children

and adolescents have better peer relationships than do

insecurely attached children. Compared with other

insecure or secure children, the disorganized group is

likely to show more behavior problems, including

aggression.

For children with learning differences, educator–

child attachment is a particularly important factor in

child adjustment. Secure educator–child attachment

has been shown to mediate adjustment for children

with learning differences. In this way, secure relation-

ships serve as a protective factor to support learning

via better child adjustment.

Some Biological Underpinnings

The brain develops in a predictable way, from the

most simplistic to the most complex systems. It is

generally thought that there are windows of time in

which neuronal systems develop and that environmen-

tal influences during these time periods can signifi-

cantly affect the developing brain by either hindering

or supporting future development. The early years of

a child’s life are important foundational years for neu-

rological development because environmental impacts

during this period have the potential to affect later,

more complex, brain development. Security of relation-

ships has been shown to modulate arousal and attention.

The majority of empirical work done to establish this

relationship has been done with insecurely attached

populations.

Additionally, information is stored in the brain in

a use-dependent way. Thus, the more an area of the

brain is activated, such as the stress response system, the

more developed it becomes. Because early experiences

play such a large role in shaping the stress response sys-

tem, these presentations become more ingrained when,

and if, children are exposed to chronic stress.

Implications

It is important for educators to see opportunities for

establishing secure attachments. Rather than viewing

children as having ‘‘within the child’’ characteristics,

it is important for educators to understand that chil-

dren have the capacity for different relationships, and

in these different relationships, they can manifest

various individual characteristics. In more mutually

rewarding relationships, children have the capacity to

learn more optimally, as they attach a positive valence

to the school environment. Positive and secure attach-

ments to educators and to peers at school are part and

parcel of secure attachments to school. Security of
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relationships not only helps children connect with

school but also supports their future learning.

Shannon Altenhofen and Zeynep Biringen

See also Attachment Disorder; Cognitive Development and

School Readiness
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ATTACHMENT DISORDER

Attachment is defined as an affectional bond that ties

a child to significant individuals in his or her life and

endures over time. All infants raised in homes with at

least one consistent parental figure grow in their emo-

tional connection over the course of the first year of

life and thus become attached. If an infant is being

raised by several individuals (e.g., mother, father,

grandmother, or child care professional), the infant

then is in a multiple caregiving situation and will

likely form an attachment with each of these impor-

tant individuals, an attachment that reflects the unique

quality of each of these relationships.

Although attachment disorder has no clear defini-

tion, it is generally defined as a failure to develop or to

show a selective attachment toward at least one indi-

vidual. It is thought to be caused by abuse or neglect,

lack of a consistent attachment figure (as in institu-

tional settings), or disruptions in existing relationships

(as in multiple foster placements). The sensitive inter-

actions that occur between a young child and the care-

giver is thought to create a secure attachment, and

when positive interactions are lacking but there is

nonetheless a consistent caregiver, an insecure attach-

ment is thought to form. In contrast to this normative

scenario, attachment disorder is the lack of the forma-

tion of a selective attachment and the impairment of

the child’s ability to form a focused attachment.

The Diagnostic and Statistical Manual of Mental

Disorders (Fourth Edition, Text Revision) (DSM–IV–

TR) divides attachment disorder into inhibited and

disinhibited subtypes and requires that the symptoms

be present before the age of 5 years. Attachment dis-

order is referred to as reactive attachment disorder.

Disinhibition includes inappropriate approach, an

overfriendliness toward unfamiliar adults, and inap-

propriate use of physical boundaries. Inhibition refers

to both a child’s inability to initiate or to accept com-

fort and a child’s general fear of and withdrawal from

social contacts. Although these definitions may seem

clear, recent commentaries by prominent individuals

in the field indicate that there is no well-accepted

assessment protocol for making the diagnosis and that

investigators utilize different meanings.

Attachment Theory

John Bowlby began to formulate attachment theory

(integrating numerous disciplines, including, but not

limited to, cognitive science, ethology, and object

relations theories), and his work was the basis for

a major departure from existing psychoanalytic views,

which focused more on fantasy life than on actual

interactions and relationships. He focused on the role

of brief, as well as long-term (temporary as well as

permanent), separations of infants from their care-

givers and their potential impact on defensive pro-

cesses of the growing infant. A focus on childhood

mourning in the event of parental loss through death

was also given considerable attention in terms of chil-

dren’s ability to attach and love. Bowlby’s work was

not solely on clinical populations of patients but also

on normative individuals’ experiences.

In 1950, Mary Ainsworth joined Bowlby’s research

team and was fascinated by the terrain of research

ideas offered by attachment theory. It was Ainsworth

and her team who developed a laboratory-based meth-

odology for testing Bowlby’s theory—the now well-

known Strange Situation Procedure. In brief, an infant

and caregiver (an attachment figure) are introduced

into this unfamiliar context, which involves two

separations from the caregiver as well as two reunions
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with the caregiver. The separations are very brief

(from 30 seconds to 3 minutes, depending on the reac-

tion and stress shown by the infant). The reunion

response of the infant is thought to show the infant’s

view of this relationship with this particular caregiver,

with happy greetings (even after potential turmoil

during the separations) being indicative of a secure

relationship. In contrast, avoidance, clingyness, or

a mixture of such behaviors and bizarre reactions are

reflective of an insecure relationship with this care-

giver. While there is only one form of security, as sug-

gested above, there are several forms of insecurity, as

seen in the Strange Situation, with avoidance being

referred to as insecure/avoidance, clingyness being

referred to as insecure/ambivalence, and a mixture of

responses including bizarre behaviors such as freezing

or stilling being indicative of insecure/disorganization.

It should be noted that Ainsworth and her team identi-

fied the first three, whereas Mary Main and Judith

Solomon identified the disorganized pattern.

Bowlby, Ainsworth, and numerous attachment

researchers since then have been fascinated by the

concept of maternal sensitivity and the mounting evi-

dence on the relation between sensitivity and a secure

attachment. Attachment researchers have concluded

that when a parent is sensitive to an infant’s cues and

communications, the infant has a greater chance of

forming a secure and trusting attachment connection

with that person. When a parent is inconsistent or

reacts in negative and/or overly emotional ways, it is

thought that the infant may begin to form an anxious,

resistant form of attachment to that caregiver. Such

parents may even look sensitive on occasion, termed

by Zeynep Biringen as apparent sensitivity. When

a child is constantly rebuffed and rejected by a parent,

an emotionally distant relationship begins to form,

termed insecure avoidant attachment. When a child is

frightened by words or deeds, is exposed to extremes

in parenting dysfunction (such as abuse), or experi-

ences significant instability in the caregiving environ-

ment, or when the parent displays difficulties in

expressing normative affect, an insecure/disorganized

pattern of attachment is thought to develop. These

patterns of attachment are seen in normal populations

and, in many ways, are viewed as normal variants,

although the secure is associated with many more

positive child outcomes than are the insecure forms of

attachment. Bowlby asserted, and later empirical

research has corroborated, under stable life circum-

stances, these patterns tend to persist over time.

Although attachment theory set a firm foundation

for understanding social and emotional development in

infants and young children in normative settings and

normative families, with the range of functioning being

anywhere from secure to insecure, the theory and the

research have not tackled the lack of development of

a focused and selected attachment (which is the defini-

tion of attachment disorder). The reason for this lack of

emphasis is that most of the research on attachment has

involved a specific and focused attachment figure, who

brings the infant or young child to the Strange Situation

Procedure. The insecure/disorganized form of attach-

ment comes closest to an attachment disorder. How-

ever, it should be said that not all cases of disorganized

attachment involve an attachment disorder, and in

fact some cases of disorganized attachment may be a

transient situation for some children. Thus, there is

a schism between attachment theory/research based on

elegant conceptualizations and/or methodologies used

to understand normative populations and the current

need to better conceptualize, assess, and to research

the topic of the clinical phenomenon of attachment

disorder.

Behaviors Seen in Other Diagnoses

Children with attachment disorder have been described

as displaying aggression, lack of impulse control, resis-

tance to authority, manipulativeness with others, lack

of conscience. Such behaviors may be seen in other

disorders, such as conduct disorder, or in a comorbidity

between conduct disorder and attention deficit hyperac-

tivity disorder. The current thinking is that diagnosti-

cians should first be sure to assess for other conditions

and give the label ‘‘attachment disorder’’ only in the

rare circumstances that it is warranted.

Treatment

There are many types of treatment designed for

attachment disorder, though there is no treatment

that is evidence based. Approximately 70 studies

have implemented attachment-based therapies (ema-

nating from the field of attachment research), with

the primary focus being the improvement of mater-

nal sensitivity and attachment security, as conceptu-

alized for normative populations. Interestingly, none

of these studies has been implemented on groups at-

risk for an attachment disorder or those who have

been diagnosed.
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Holding Therapy

One treatment that has created considerable contro-

versy is holding therapy. The theory behind holding

therapy is that a child’s anger and rage must be

released for the child to be able to function properly in

society. In addition, because such a child has not expe-

rienced an attachment and is resistant to closeness, the

emotional distance needs to be confronted. Physical

holding, binding, forcing touch and eye contact, pinch-

ing, knuckling, licking, and punishments regarding

food and water are all part of the arsenal of techniques

that are used. These efforts are used to confront the

rage and anger of the child and to (hypothetically)

attach the child to the care provider. Opponents of this

approach (which include a substantial number of

attachment and trauma researchers) describe the trau-

matizing nature of these treatments as well as the lack

of theory or research to support such extreme interac-

tions, some of which have caused child deaths, as

rebirthing is simulated in the context of restraint.

Web sites provide information on enrolling one’s

child in this type of therapy (often referred to as

attachment therapy), with additional parent training

(labeled attachment parenting) to be conducted at

home. It is important that this use of attachment par-

enting be differentiated from a different popular use,

which supports physical and social contact to create

attachments (but is not considered traumatic in any

sense of the word as described here). The work on

holding/rage therapies are considered by the field of

attachment as unsubstantiated therapies that should

not be referred to as attachment therapy.

Implications

Attachment disorder is a misunderstood diagnosis,

with clear linkages to maltreatment as part of the

diagnosis via the DSM–IV–TR (therein referred to as

reactive attachment disorder) but with tenuous ties to

the field of attachment research. Many state that the

link with maltreatment is unfortunate because the

link leads to a misdiagnosis for many maltreated

children who do not meet the criteria for the diagnosis

or potentially any diagnosis. Similarly, those being

adopted through international adoptions also are diag-

nosed without sufficient evidence of the disorder.

Children should not be assumed to have the disor-

der just because of a particular history of maltreat-

ment or institutional rearing. The field does not have

an assessment protocol, which likely will precede the

empirical research in this area. In educational and

other settings, it is important for children not to be

labeled with an attachment disorder just because they

are adopted or just because they have experienced

maltreatment or foster placements. It is the inability

to form selective attachments that is the hallmark of

attachment disorder. If the diagnosis is accurate, how-

ever, attachment disorder is difficult to treat, and even

in the most extreme of interventions available to inter-

ventionists (which is adoption into a loving home),

the child may not develop the capacity for emotional

connection and attachment.

Zeynep Biringen, Taylor Grant, and Deneil Hill

See also Attachment
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ATTENTION DEFICIT

HYPERACTIVITY DISORDER

Attention deficit hyperactivity disorder (ADHD) is

a diverse behavioral syndrome affecting 3% to 7% of

children in the United States, characterized by inatten-

tion, overactivity, and impulse control problems. This

disorder, as currently understood, can manifest in one

of three ways: Individuals with this disorder may be

primarily inattentive, may be primarily impulsive/

hyperactive, or may present with a combination of

both inattention and impulsive/hyperactive behaviors.

Research indicates that boys are 3 times more likely

than girls to be diagnosed with this disorder and tend

to demonstrate the more visible externalizing aspects

of the condition, which include overactivity and

behavioral dyscontrol. The disorder, which has gained

increasing recognition and research over the past 3

decades, affects the educational, social, and behav-

ioral functioning in lives of a substantial number of

school-age children, a fact that has significant impli-

cations for educational programming in schools.

Research focused on the causes of ADHD has

implicated genetic and neurochemical factors as play-

ing a large part in the etiology of this disorder. It

appears to be the case that, although environmental

factors may play some role in how ADHD symptoms

are expressed, maintained, or exacerbated, brain-based

and heredity explanations appear to be more likely

factors in the expression of ADHD. Although the dis-

order may be due to these genetic and neurobiological

factors, the way in which ADHD is perceived by

others is influenced by the context in which the indi-

vidual is viewed. Children might tend to be viewed as

less hyperactive, for example, in a physical education

class in which they are required to run and be active

as compared with a classroom in which sitting still

and focusing on a lesson are required. Therefore, the

severity of the disorder can be influenced by the lens

of the observer in some cases. For those with a severe

form of ADHD, this hyperactivity appears to manifest

more clearly across multiple settings.

Some researchers have argued that ADHD is a mis-

nomer for a set of behavioral symptoms resulting

from problems with brain-based executive function-

ing. Executive functioning serves a regulatory purpose

for behavior and is thought of as involving higher-

order cognitive skills that allow individuals to plan,

organize, direct, and control behavior. This capacity

also allows individuals to select and persist in adap-

tive behaviors. The kinds of behaviors that individuals

with ADHD have difficulty with are also the kinds of

behaviors regulated by this executive system.

In addition to this overseeing function, the executive

system assists individuals with time management,

memory, and metacognition, or the capacity to think

about one’s own thought processes and strategies. It is

well known that these executive skills develop over the

course of our lives and assist in tasks of daily living as

well as impacting upon the educational experience of

the individual. In fact, research has found that indivi-

duals with ADHD may be susceptible to a kind of time

blindness thought to be related to deficits in their exec-

utive functioning. Self-regulation and self-control, as

assisted by skills involving response inhibition, self-

regulation of affect, task initiation, and adaptability, are

also often problematic for those with ADHD.

ADHD has been recognized as a distinct disorder

for many years and has been known by a number of

names, including minimal brain dysfunction, hyperac-

tive child syndrome, hyperkinetic reaction of child-

hood, and attention deficit disorder. The current label

of attention deficit hyperactivity disorder refers to one

of three variants, with subclassification as primarily

inattentive, primarily impulsive, or combined type.

The diagnostic criteria for ADHD are outlined in the

DSM–IV, the primary diagnostic handbook and taxon-

omy of mental disorders. The diagnosis requires six or

more symptoms of specifically outlined symptoms of

inattention, six or more symptoms of hyperactivity

or impulsivity, or twelve or more symptoms for the

combined type. In addition to the manifestation of

these symptoms across multiple settings, the diagnosis

also requires that the symptoms have been present for

at least 6 months with an age of onset before the age

of 7. The intensity of the disorder can be described as

mild, moderate, or severe. Typically, ADHD is first

diagnosed when the demands of the environment make

the symptoms most noticeable, which is usually when

a child reaches school age. The disorder can manifest

itself at younger ages, as well as with more severe

forms of the disorder likely identified at earlier ages.

ADHD can be diagnosed by a number of different

types of professionals, including psychologists, devel-

opmental pediatricians, psychiatrists, and clinical

social workers. Each professional will bring different

types of understanding to the diagnosis and treatment

of the disorder; assessment tools that will assist in the
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formulation of a diagnosis also vary according to the

clinician’s expertise. For example, a pediatrician may

feel comfortable with making recommendations for

medical and for psychopharmaceutical interventions

but may request a more in-depth evaluation of cogni-

tive ability or social emotional functioning that would

include a comparison of the referred child’s behavior

to other children with and without the disorder. In this

case, for example, a referral to a school or clinical

psychologist might be made for evaluation that would

involve normative comparisons.

Although the symptoms of ADHD may seem very

familiar to many individuals in a fast-paced, complex

culture, and most people feel inattentive, fidgety, or

impulsive at different times, it is not the case that we

all have ADHD. The diagnosis of the disorder is made

as a function of the degree or severity of the symptoms

and the extent to which the symptoms have an impact

on the person’s daily functioning. So, while the nature

of the disorder is such that we may all have some of the

characteristics of ADHD, the actual diagnosis is made

based on a variety of variables as well as historical and

developmental factors that have a significant impact on

the individual’s functioning and may range from very

mild to very severe. The kinds of information required

for such a diagnosis of ADHD are likely to involve

interview, a review of the individual’s medical and psy-

chiatric history, observations, and rating scales. The

diagnostic process should involve the collection of rele-

vant data across multiple settings, multiple sources,

and/or multiple informants. Broadband and narrowband

behavioral rating scales may be used toward this end.

Broadband rating scales assess a broad range of beha-

viors that might be associated with many types of disor-

ders. Narrowband rating scales target, more specifically,

the types of behaviors associated with ADHD. Other

formal psychological tests may also be useful in pin-

pointing an individual’s strengths and weaknesses.

Because the age of onset of ADHD is before or

within the typical school age, many students with

ADHD experience academic difficulties. Inattention

can interfere with the acquisition of new knowledge

in school and with the retention of already learned

concepts. Disruptive behaviors can also interfere with

learning and create secondary social or interpersonal

problems for students. The research indicates that

children diagnosed with ADHD are at greater-than-

average risk for experiencing a range of academic dif-

ficulties, relationship problems, and conduct problems

because of their difficulties with sustained attention

and behavioral disinhibition. Boys are more likely to

be diagnosed with this disorder because of the disrup-

tive behaviors they demonstrated within the classroom

setting. Inattention, the primary symptom of ADHD

in girls, is oftentimes less likely to catch the eye of

teachers and caregivers than the disruptive or impulse

control problems associated with the clinical presenta-

tion of boys.

In addition to academic challenges, the problems

that individuals with ADHD experience can change

over time due to development. As children grow,

increasing behavioral competencies or skills emerge

that may affect the presentation of symptoms. In a pos-

itive view, for example, increasing capacity to reflect

on their own thinking (metacognition), which occurs

over the years of child development, may assist the

impulsive child in developing effective learning strat-

egies. As teenagers get older, they may expect to

engage in increasingly complex psychomotor tasks

such as driving—an important rite of passage for

many teens. However, adolescent and young adults

with ADHD appear to have more automobile acci-

dents and problems with speeding, resulting in more

traffic violations and suspended licenses than typical

peers, creating additional potential problems associ-

ated with these changes in development.

Once a diagnosis of ADHD is made, intervention is

often needed to manage the behavioral and cognitive

symptoms of the disorder. The most common treat-

ments for ADHD include the use of psychostimulant

medications, behavioral programming, psychosocial

interventions, and parent training. Psychostimulant

medications have been used for many years to treat

children with behavioral disorders. In fact, the first use

of stimulants in the United States was at the Emma

Pendleton Bradley Home for Children in Rhode Island

in 1937. The stimulants traditionally used to treat

ADHD have included medications such as Ritalin and

Dexedrine and are the best researched of any medica-

tion for childhood behavioral disorders. A more recent

development in the psychopharmaceutical treatment of

ADHD is the development of a norepinephrine reup-

take inhibitor atomoxetine (Strattera), which appears to

hold promise in the treatment of ADHD and holds lit-

tle risk for abuse and other negative side effects.

Behavioral programming is a form of treatment of

the symptoms of ADHD that is based on the principles

of applied behavioral analysis and operant conditioning.

In this form of treatment, a student’s behaviors are

viewed in the context of antecedents and consequences
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that increase or decrease the likelihood that a particular

behavior will be repeated. These antecedent, or conse-

quence, conditions are then experimentally altered to

determine what conditions are perpetuating the beha-

viors. A behavioral management plan is then created for

implementation with the student either at home or at

school. The plan might include altering the environment

in specific ways, such as posting rules so that the student

is reminded about behavioral expectations, or moving

the student to a place in the classroom that is likely to

allow for visual contact with the teacher, for example.

Research indicates that when behavioral approaches

are intensive and administered with consistency and in

the way in which they were designed, significant

improvements can be made in some of the symptoms

of ADHD. There also appear some promising results

with the use of self-monitoring techniques for the man-

agement of symptoms of ADHD. Self-monitoring tech-

niques involve the application of operant behavioral

principles with the monitoring of progress to be done

by the client or student.

A number of studies have been conducted to evalu-

ate the effectiveness of medical versus behavioral treat-

ments of ADHD. A recent, large, and well-regarded

study indicates that when comparing medication man-

agement and behavioral interventions, either medication

management alone or a combined medication/behavioral

approach appears to be most effective. In fact, in terms of

academic performance, anxiety, oppositionality, parent–

child relationships, and social skills, these combination

approaches appear to be most effective.

Other research has examined the effects of psycho-

social interventions and parent training on the symp-

toms of children with ADHD. Improving knowledge

about the disorder and clarifying myths about treatment

and prognosis are major goals in psychosocial interven-

tions. Because students with ADHD might have associ-

ated problems with relationships as a result of their

impulsivity, teaching social skills and conflict resolution

strategies may be an important element in psychosocial

training. Training parents in the treatment of ADHD,

using communication and problem-solving skills, as

well as behavioral management principles, also appears

to be a significantly effective intervention as well.

There are a number of myths about ADHD that are

worth noting. Some people believe that people with

ADHD are not able to ‘‘pay attention,’’ as its name

suggests. This, however, is one of the reasons for the

inadequacy of the diagnostic label. Individuals with

ADHD may have difficulties with sustained attention

but are not attention-less as the name implies. ADHD

is also not a disorder related to what we traditionally

think of as intelligence. Many very bright, capable,

and productive individuals struggle with this disor-

der. In terms of treatment myths, some people are

concerned about using ‘‘drugs’’ to treat this behav-

ioral syndrome with the very genuine concern that

medication will set precedence for future or illegal

drug-taking behavior. In fact, research indicates that

individuals who are properly treated for ADHD with

safe and effective medications are less likely to abuse

drugs and alcohol. Although intuitively appealing,

diet and nutritional interventions have failed to show

a long-term or significant impact on the treatment

of ADHD.

In the past, ADHD was assumed to ameliorate into

adolescence. We now know that the symptoms of

the disorder often persist well into adulthood. Epi-

demiological studies report rates of persistence of the

disorder from 33% to 66%. Adults with ADHD can

continue to experience functional impairments due to

their symptoms and may continue to require treatment

over the course of their adult lives. Although some of

the executive skills involved in planning and organiza-

tion that are deficient in individuals with ADHD will

emerge and develop over time, it seems to be the case

that these individuals continue to struggle with ADHD-

like behaviors that can affect their daily lives and

careers. For this reason, identification of the disorder

and early intervention or treatment are important in

minimizing the long-term impact of the symptoms of

this disorder over the life span.

Mary Ellen Tillotson

See also Applied Behavior Analysis; Behavior Disorders;

Diagnostic and Statistical Manual of Mental Disorders
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AUTISM SPECTRUM DISORDERS

Autism, autism spectrum disorders (ASDs), and

related pervasive developmental disabilities are neuro-

logical disorders that involve primarily problems of

communication, socialization, and behavior. These

terms are commonly used to describe the same dis-

abilities; hence, the term ASD will be used hereafter.

Individuals diagnosed with ASD express the disability

in a variety of ways, and a wide range of abilities,

strengths, and limitations are common. This once very

rare condition of childhood is now commonly diag-

nosed. ASD has been one of the most researched con-

ditions over the past few decades, and much progress

has been made in understanding and supporting per-

sons with the disability. The exact causes are not fully

understood, although poor parenting has been thor-

oughly disproven as a cause.

Even when compared with other disabilities, ASD is

an enigma. Children and youth identified as having

ASD present highly individualized characteristics that

set them apart from their typically developing peers and

their peers with other types of disabilities. Some individ-

uals with ASD have near- or above-average cognitive

and language abilities with evidence of their disability

manifested in the form of subtle social peculiarities.

Others have significant cognitive impairments, limited

or no expressive language, and severe behavioral and

social abnormalities. Individuals with ASD sometimes

demonstrate isolated abilities and highly developed

splinter skills that contribute to the syndrome’s mystery.

Fierce debates over the causes of ASD, intervention

choices, and educational programming have also been

prominent in the recent history of the disability.

Nature and History of
Autism Spectrum Disorders

One can logically speculate that ASDs have existed

for centuries. Old tales and legends of children and

adults with characteristics similar to today’s ASDs are

scattered throughout history. Stories of the ‘‘Holy

Fools’’ of Russia, odd monks, mysterious-acting chil-

dren, and other individuals who possibly had autism or

a related condition can be found in several textbooks.

The amount of historical information on ASD is lim-

ited for a number of reasons: Families may have kept

individuals with ASD from contact with the public;

those with mild disabilities may have been perceived

to be peculiar, albeit not disabled; some individuals

who exhibited bizarre behavior might have been con-

sidered possessed or under the influence of magic or

spells; some persons with disabilities might have been

left to perish in the wild or killed; and medical condi-

tions associated with ASD (e.g., seizures) would have

likely resulted in the early death for some.

The words autism and autistic come from the root

Greek word autos meaning ‘‘self.’’ In this connection

the word autism was probably first used in the early

1900s by Swiss psychologist Eugene Blueler to

describe children who had schizophrenic symptomol-

ogy and had difficulties relating to others. Major rec-

ognition for identifying modern-day notions of ASD

is credited to Leo Kanner. In his 1943 seminal work,

Kanner described a unique group of children whose

behavioral anomalies made them qualitatively differ-

ent from other children with identified disabilities; he

used the term autistic to describe them. According to

Kanner, these children manifested similar abnormali-

ties from infancy or early childhood, including (a) an

inability to relate normally to other people and situa-

tions; (b) delayed speech and language development,

failure to use developed language for communication

purposes, and/or other speech and language irregulari-

ties such as echolalia, pronoun reversal and misusage,

and extreme literalness; (c) normal physical growth and

development; (d) an obsessive insistence on environ-

mental sameness; (e) an extreme fascination and preoc-

cupation with objects; and (f) stereotypic, repetitive,

and other self-stimulatory responses. The characteristics

of autism as first described by Kanner over half a cen-

tury ago have been revised, refined, and broadened in

recent years, yet current definitions and conceptualiza-

tions of ASD continue to reflect many of his original

observations.

Working in the same era as Kanner, Viennese

medical student Hans Asperger, in 1944, worked

with a group of boys whom he described as having an

‘‘autistic psychopathology/personality.’’ The children

Asperger worked with not only had similarities

to Kanner’s children but also manifested major dif-

ferences, such as not having clinically significant
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cognitive delay. Because of the language barrier and

World War II, Asperger’s work was not translated into

English until 1981.

Although Kanner referred to genetics and biology

early on in his work, he and others soon speculated

that the cause of autism was poor parenting and

breakdowns in the emotional bonds between parent

and child. Bruno Bettelheim, working at the Univer-

sity of Chicago, spoke and wrote about the ‘‘refrigera-

tor mother’’ and emotional difficulties of the parents

that led to children having autism.

Perspectives on autism would change in the early

1960s. Bernard Rimland, a researcher and parent of

a child with autism, challenged the notion that autism

was caused by poor parenting and instead advanced

that the disability’s etiology was biological and genetic.

By the mid-1970s, the acceptance of a psychogenic

cause for autism was being discounted, and the neuro-

logical nature of the disability was widely accepted.

Andreas Rett made a discovery in 1966 that would

eventually add a condition to the autism classification.

Rett observed several girls in his practice who had

characteristics similar to autism, albeit with significant

differences. This new disability would ultimately be

named after him—Rett’s disorder.

In 1980 autism was added to the American Psychiat-

ric Association’s Diagnostic and Statistical Manual of

Mental Disorders (Third Edition) (DSM–III), replacing

the category of early infantile autism. By 1987 another

diagnostic label, pervasive developmental disorder–not

otherwise specified (PDD–NOS) was added to the

DSM–III. PDD–NOS was added to the continuum as

a means of diagnosing individuals who had some char-

acteristics or more mild traits of autism but not enough

symptomology for a full diagnosis of autism. In the

mid-1990s childhood disintegrative disorder, Rett’s dis-

order, and Asperger’s disorder were added to the DSM

(1994). Autism was now officially described as a spec-

trum of similar neurological disorders.

ASD has been one of the most researched condi-

tions over the past three decades, and much progress

has been made in understanding and educating stu-

dents with the disorder. Although poor parenting

has been thoroughly disproven as a cause of autism,

the exact causes are not fully understood. There are

many theories to explain autism, including biologi-

cal, psychological, cognitive, and affective. Some

models are purely genetic and biological in nature,

whereas others include environmental causation or

a combination of factors.

Definitions and Conceptualizations of
Autism and Autism Spectrum Disorders

Commonly used definitions of ASD include those of

the American Psychiatric Association (i.e., DSM) and

the definition advanced by the Autism Society of

America. These and other definitions of autism are

discussed.

American Psychiatric Association

The most widely used definition of autism in the

United States is that advanced in the most recent ver-

sion of the DSM (DSM–IV–TR), published in 2000 by

the American Psychiatric Association. The DSM is an

extensively used clinical practice guide; it classifies

autism as a pervasive developmental disorder (PDD).

In this context, children and youth identified as having

a PDD manifest severe and pervasive disabilities in

several areas of development, including social inter-

action reciprocal skills, communication, or narrowly

defined and unusual and stereotyped behavior and

interests. Such behavioral patterns are demonstrated in

the first few years of life and are clearly abnormal rela-

tive to a given child’s mental age or developmental

level.

Subcategories of PDD include autistic disorder,

childhood disintegrative disorder, Rett’s disorder,

Asperger’s disorder, and pervasive developmental dis-

order–not otherwise specified (PDD–NOS).

Autistic Disorder—(Autism)

Autistic disorder, per DSM–IV–TR guidelines, is

reserved for individuals who display social interaction

impairments, communication impairments, and repeti-

tive, stereotypic, and restricted interests and activities

prior to 36 months of age. In the majority of cases,

children diagnosed as having autism have some

degree of cognitive impairment.

Childhood Disintegrative Disorder

In accordance with DSM–IV–TR diagnostic stan-

dards, children identified as having childhood disinte-

grative disorder (CDD) typically have behavior

patterns similar to those of children with autism. That

is, they display the same qualitative social interaction,

communication, and behavior/interests impairments as

children with autism. However, they differ from chil-

dren with autism in age of onset of the disability.

Children diagnosed with autistic disorder must display
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symptoms of PDD before they reach 3 years of age. In

contrast, children with CDD experience a period of

normal growth and development prior to manifesting

social interaction, communication, and behavioral

impairments. Thus, following at least 2 years of appar-

ently normal development (but before 10 years of age),

children diagnosed as having CDD display a significant

loss of skills they previously had acquired. Skill loss

falls in at least two of the following fields: language

(either expressive or receptive), social skills and social

interaction ability, adaptive behavior, bowel or bladder

control, play skills and interests, or motor skills. Prog-

nosis for children identified as having CDD is guarded,

and typically the social, language, and behavioral chal-

lenges associated with childhood disintegrative disorder

remain throughout the life span.

Rett’s Disorder

Rett’s disorder, also called Rett’s syndrome, was

added to the PDD category of the DSM–IV in 1994. In

1999, the gene (MeCP2) that causes 80% of the cases

of Rett’s disorder was identified. Although Rett’s disor-

der almost exclusively occurs in females, there have

been recorded cases of males with this disability. With

onset typically occurring by age 1 to 2 years, those

diagnosed with Rett’s disorder usually develop in an

apparently typical fashion during the first five months

of life. Onset of the disability is characterized by head

growth deceleration; loss of previously acquired motor

skills, including purposeful hand movements; stereo-

typic hand wringing or hand washing; various motor

impairments; and social and communication impair-

ments. Loss of these skills is typically progressive and

permanent, and prognosis is poor.

Asperger’s Disorder

In accordance with DSM–IV–TR diagnostic crite-

ria, the essential feature of Asperger’s disorder is

impaired social interaction. As described earlier, Hans

Asperger identified a group of higher-functioning

children with autistic-like symptoms in 1944, but this

work was largely ignored in the United States until

the 1980s. Subsequent to a translation of Asperger’s

work into English, the syndrome began receiving sig-

nificantly more attention. This renewed interest has

been stimulated, at least in part, by the expansion

of the conceptualization of ASD to include indivi-

duals with autism-type symptoms who are able to

function at a relatively high level. Researchers and

practitioners have observed that children with Asper-

ger’s disorder are usually able to speak fluently by the

time they enter school, albeit their initial language

development is sometimes reported to be slow. In

spite of their speaking fluency, individuals with

Asperger’s disorder are noted for having an odd com-

munication style. Many individuals with Asperger’s

disorder are also reported to be very interested in

other people. However, in spite of this interest, they

tend to be socially awkward and socially unskilled

throughout their lives. Although the exact prevalence

of Asperger’s disorder is unknown, it appears to be

a relatively common form of ASD.

As with other subtypes of ASD, significant ele-

ments of the DSM diagnostic criteria for Asperger’s

disorder fall in the areas of social interaction impair-

ment (e.g., eye contact difficulties, difficulty in recog-

nizing and reading facial expressions and body

language, inability to develop and maintain peer rela-

tionships, difficulty in relating and interacting with

others) and stereotypical and restricted patterns of

interest and behavior (e.g., limited, stereotypical, and

abnormal interest patterns and aberrant and stereotypi-

cal movements, such as flapping). DSM diagnostic

criteria for Asperger’s disorder also include an

absence of language, self-help and cognitive delays,

a lack of environmental curiosity, and significant

occupational and/or social impairment.

Pervasive Developmental Disorder–
Not Otherwise Specified

The fifth subtype of pervasive developmental disor-

der identified in the DSM–IV–TR is pervasive develop-

mental disorder–not otherwise specified (PDD–NOS).

This somewhat vaguely defined terminology refers to

children who evidence significant and pervasive pro-

blems in developing reciprocal social interaction skills,

verbal or nonverbal communication skill deficits and

problems, and/or stereotyped behaviors and interests.

The diagnosis of PDD–NOS is used when the criteria

for other forms of ASD or other disabilities are not met.

Autism Society of America
Definition of Autism

The Autism Society of America (2006) has a widely

used definition of autism that is closely aligned with

both the criteria used in the DSM and Kanner’s original

work. It also reflects the modern view of autism as

a spectrum of neurological disorders. The Autism
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Society of America conceptualization includes ele-

ments that identify autism as a neurological disorder

that affects an individual’s capacity to interact and

communicate with others. It also identifies autism as

a spectrum of disorders that often occur along with

other disabilities and that affect individuals differently

and to varying degrees of severity.

Other definitions of autism and other related perva-

sive developmental disabilities include those given by

the World Health Organization, the U.S. Department

of Education, and advocacy groups such as the

Autism National Committee. All of these emphasize

the importance of social and language deficits and

behavioral anomalies, as well as the acquiring of these

characteristics before age 3.

Additional Information and Issues
Related to Autism Spectrum Disorders

Prevalence

Estimating the number of children and youth with

ASD is difficult. This challenge is due, in part, to dif-

ficulties inherent in diagnosing individuals with ASD.

There is currently no single reliable and valid test to

confirm ASD; rather, diagnosis is made through use

of behavioral observations along with tests, inter-

views, and related methods. Because these methods

often rely on subjective interpretations of information

and data and clinical judgment, there are differences

of opinion among diagnostic professionals in their

judgments of individuals who may be considered for

a diagnosis of ASD.

Prevalence rates of ASD have changed considerably

over the past 30 years. In 1966 it was estimated that

autism occurred approximately 4 to 5 times per 10,000

births, and this figure was used through the 1980s. Cur-

rent conservative estimates are now at about 30 per

10,000; more liberal projections are at about 60 per

10,000. The Centers for Disease Control and Preven-

tion in 2006 noted ASD prevalence at 1 in 166.

Evaluations of school population data of students

receiving services under the ASD label also reveal an

increasing trend. From the 1991–1992 school year to

the 1999–2000 school year, the U.S. Department of

Education estimated that there was a 1,108% increase

in those receiving services under the autism label in

the United States. The exact prevalence of ASD is

unknown, yet the fact is that there are significant num-

bers of children being diagnosed today, and therefore,

appropriate early intervention and continuing services,

support, and care are of obvious critical need.

Gender Issues in Prevalence

ASD has consistently been found to be more com-

mon among males than females. Most long-standing

gender comparisons have suggested that males with

autism outnumber females at a ratio of 3:1 to 5:1.

Asperger’s disorder is also significantly more com-

mon among males. Some researchers have even pos-

ited that autism may be an extreme variant of the

‘‘systemizing’’ male brain, and thus this would be

explanatory of the unequal gender ratio.

Explaining the Prevalence Increases

For both identified and unknown reasons, preva-

lence rates for autism are now much higher than in

previous decades. Numerous explanations have been

offered for this increase. First, the conceptualization

of autism as a spectrum of disorders as opposed to

just one condition has expanded the numbers of indi-

viduals diagnosed with ASD. Since the 1980s there

have been four additions to the DSM’s PDD umbrella

category. Most importantly was the addition of those

with ASD who are higher functioning and who are

rather different from traditional clinical and historical

descriptions of persons with autism. Second, over the

past 20 years there has been an enormous increase

in research and popular press on ASD. As more is

known about the condition, increasingly more parents

and professionals notice the differences in develop-

ment and behavior of children and bring these obser-

vations to those who can then diagnose ASD-related

disorders. Furthermore, the Individuals with Disabil-

ities Education Act in 1991 created a new diagnostic

category for students to receive services under the

label of autism. Children who had been receiving

services under other categorical labels are now receiv-

ing special education and related services under the

autism label. Finally, there has been much speculation

about several other possible reasons for the increase

in autism rates. This includes environmental exposures

and toxins such as mercury. Some researchers, practi-

tioners, parents, and advocacy groups have claimed that

exposure to various toxins, such as mercury (in the pre-

servative thimerosal), lead, aluminum, and other

metals, could inhibit neural pathways and thus possibly

increase the risks of developing disorders such as
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autism. In February 2005, a resolution was introduced

in the U.S. House of Representatives that promoted

mercury-free childhood vaccinations. However, as of

early 2005, many medical professionals and the Cen-

ters for Disease Control and Prevention were advising

parents to continue vaccinations of children, and little

sound, empirical scientific evidence had been pre-

sented to challenge these recommendations. The rea-

sons for the significant increase in ASD are not

completely clear at this time. However, it appears that

the increase can be attributed, at least in part, to an

increased awareness of autism among parents and

professionals and the broadening of the DSM concep-

tualization of PDD.

Predisposing Factors

Autism and ASD have been shown to be associ-

ated with a number of conditions, such as maternal

rubella (particularly when deafness or blindness is

present), phenylketonuria, encephalitis, meningitis,

fragile X syndrome, and tuberous sclerosis. Seizures

are also common among some groups of individuals

with autism. Depending on the strictness of definitions

and the system used to classify, associated medical

conditions have been estimated to co-occur with

autism at a rate of 10% to 37%. As noted earlier, pre-

vious assertions that certain familial and parental

interpersonal factors influence the development of

ASD have been disproved.

Genetics

Although parenting styles or abilities do not cause

ASD, research does support a genetic component.

Studies of families with those with ASD have shown

the following: (a) Much higher rates of autism occur

in identical twins compared with fraternal twins; (b) a

family member of a person with an ASD has a higher

chance of developing an ASD than does the typical

population; and (c) some autism disorders can be

directly linked to a genetically linked condition, such

as fragile X syndrome or tuberous sclerosis.

Medical Factors Associated
With Autism Spectrum Disorders

Children identified as having ASD vary widely in

terms of their health and medical characteristics. In

1943 Leo Kanner described children with autism as

exceptionally attractive and healthy, and indeed,

a number of individuals with autism fit this descrip-

tion. However, there are also children with ASD

who have various medical conditions. One such

common condition is seizure disorder, which often

develops during adolescence. This problem appears

to be most prevalent among person with measured

intelligence (IQ) below 50 and among children and

youth with a diagnosis of autism, CDD, or Rett’s

disorder. Children with greater cognitive ability and

those with a diagnosis of PDD–NOS or Asperger’s

disorder have a much less chance of having a seizure

disorder. The use of medication is widely used to

ameliorate seizures as well as behavioral symptoms

associated with autism, including self-injury, self-

stimulatory behaviors, aggression, and attention

problems.

Prognosis

In 1980, the American Psychiatric Association esti-

mated that approximately 1 child in 6 identified as

having autism could be expected to achieve marginal

social adjustment, be engaged in competitive employ-

ment, and could live independently as an adult. The

same group estimated that another 1 in 6 could be

expected to make only minimal adjustment, and two

thirds could be expected to remain severely impaired

and unable to live independently. More recent assess-

ments of prognosis suggest that early intervention in

combination with a coordinated educational program

bodes well for the long-term outlook for individuals

with ASD.

The long-term prognosis for individuals with ASD

is difficult to determine because of the diverse symp-

toms related to the disorder and the variance in each

individual’s abilities as well as their external support

systems. As noted previously, even though the ASD

condition is considered to be a lifelong disability,

some children and youth with ASD become indepen-

dent adults who show only minimal signs of the major

characteristics of their disability. However, even

among higher-functioning persons, the social awk-

wardness or difficulties usually associated with ASD

will likely persist. Generally, intelligence (IQ) and

language skills are most directly associated with long-

term prognosis. It is important to note that these out-

come predictors are more reliable when used to assess

the outcome of persons with ASD as a group rather

than as individuals.
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Interventions and
Treatments for Children and

Youth With Autism Spectrum Disorders

Fierce debates over intervention and treatment choices

and educational programming features have been con-

sistent elements in the recent history of ASD. Many

parents and professionals perceive ASD to be such

a unique disability that they recommend that teachers

use specialized and exclusively ASD-oriented interven-

tion, methods, curricula, and programs. Books, maga-

zines, newspapers, and television programs routinely

have reports that promote the ever-increasing education

and intervention choices for students with ASD.

Professionals and parents have had a particularly

difficult time identifying and using the most effective

methods from seemingly endless intervention and treat-

ment choices. There is strident debate over which

methods bode best for individuals with ASD, and there

is often a paucity of scientific evidence to guide

choices in this important area. The ASD field is well

known for using, and considering use of, interventions

and treatments that lack scientific support. A number

of professionals and parents have pointed out that the

allure of interventions and treatments that lack scien-

tific support is understandable. That is, these methods

frequently promise hope for positively responding to

a lifelong disability that lacks not only a clear etiology

but also a clearly effective treatment plan. Accordingly,

it is understandable that professionals and parents who

are given opportunities to use methods and treatments

that promise dramatic improvements, even if the

approach being considered lacks scientific validation,

may be willing to ‘‘take a chance’’ and consider using

techniques and strategies that lack scientific validation.

Unfortunately, these methods have all too frequently

been found to be ineffective.

In spite of lack of agreement on specific effective

practices, there is nevertheless widespread general rec-

ognition of the need for consistent and appropriate use

of scientifically supported methods. There is also a grow-

ing body of evidence on which intervention and treat-

ment methods have the best records. These strategies

and tactics are not universally used, and they can be

expected to confer significant benefit only when prop-

erly tailored to fit individual student needs and when

applied consistently and systematically with fidelity by

well-trained and knowledgeable personnel. Currently

there is strong agreement among professionals and par-

ents that identifying and using effective practices with

children and youth diagnosed with ASD are paramount.

Thus, the current issue is not one that revolves around

the relative importance of effective practice use but

rather on identifying those methods and techniques that

have effective qualities and properties.

The task of choosing and using the most effective

treatment and intervention methods with children and

youth with ASD is frequently complex and challeng-

ing. There does not appear to be a single best-suited

and universally effective method or program for all

learners with ASD. However, it is clear that there are

effective methods that can be used to form the foun-

dation of programs for students with ASD and that

there are methods and strategies that are generally

associated with desired outcomes. The best programs

for students with ASD appear to be those that inte-

grate a variety of objectively verified practices and

that are designed to address and support the needs of

individual children and youth with ASD.

Richard L. Simpson and Paul G. LaCava

See also Diagnostic and Statistical Manual of Mental

Disorders; Individualized Education Program;

Individuals with Disabilities Education Act;

Special Education
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AVERSIVE STIMULI

Aversive stimuli can be defined as any cues or events

that produce negative emotional feelings or a negative

outcome. Any stimulus can potentially be considered

aversive, because it is the production of the undesirable

feeling associated with the stimulus that determines

whether it is aversive or not. In general terms, the

aversive stimulus most often attenuates or eliminates

behavior that is paired with that aversive stimulus. As

such, aversive stimuli are importantly related to various

principles of learning and have major implications for

a number of basic and applied research and therapeutic

settings.

Aversive stimuli are a key element to escape learn-

ing (i.e., the type of learning that is based on negative

reinforcement). For instance, animals can learn to

escape electric footshock by pressing a bar or moving

to a different part of their environment. Aversive

experiences are also very important for human learning.

The human nervous system has evolved so that even

newborns are prepared to find certain types of sensory

experiences aversive, so that those aversive stimuli will

be avoided thereafter. A wealth of research data indi-

cate that any number of additional stimuli that precede

the aversive stimulus can, themselves, become condi-

tioned aversive stimuli. The presentation of the

conditioned aversive stimulus can cause a number of

behavioral responses that reflect avoidance of, or escape

from, the conditioned stimulus. A response that pre-

vents the occurrence of an aversive stimulus, because

of the presence of a conditioned aversive stimulus, is

called avoidance conditioning. Avoidance learning gen-

erally occurs after escape learning has occurred, such

that the response is eventually made before the aversive

stimulus is encountered, so that the aversive stimulus

will be entirely avoided. The relationship between

escape and avoidance learning is highlighted in the

two-stage theory of learning: The first stage involves

classical conditioning of fear, and the second stage

involves operant conditioning and the reduction of fear

by avoidance responding. The negative emotional reac-

tion to aversive stimuli is caused by the activation of

parts of the limbic system of the brain, including the

amygdala, hypothalamus, and anterior cingulate cortex.

In many instances, an aversive stimulus is the same

as a punishing stimulus. Indeed, the use of an aversive

stimulus is, in many instances, synonymous with pun-

ishment. Unlike positive and negative reinforcement,

which act to increase the likelihood of a response,

punishment acts to reduce the likelihood of a response,

or behavior, occurring again. In other words, punish-

ment produces the opposite outcome to reinforcement.

In both experiments and applied settings, punishment

may well suppress unwanted behavior—but usually

only temporarily and only in situations or circum-

stances in which the punishment seems unavoidable.

Punishment can also lead to additional behavioral

issues, such as increased aggressiveness or other

exaggerated emotional behavior.

Aversive stimuli potentiate certain types of learning

in virtually all animals, as demonstrated by the unique

ability of noxious (aversive) sensations to cause long-

lasting and often permanent avoidance of the related

stimuli. The Garcia Effect is the avoidance of a novel

food item that has been associated with illness after

only a single exposure. This type of one-trial learning

enables the organism to learn the consequences of con-

suming that food and thus avoid poisonous food sources

in the future. In recent years researchers have probed

the central nervous system mechanisms that produce

the aversiveness of noxious stimuli. Use of the escape/

avoidance methodology uniquely facilitates an assess-

ment of the aversive nature of noxious sensory events.

Damage to limbic system structures, such as the ante-

rior cingulate cortex, has thus been shown behaviorally

to decrease the noxiousness of aversive stimuli.

Aversive stimuli are used clinically in a type of

behavioral therapy called aversion therapy. This

approach is based on classical (or Pavlovian) condi-

tioning, so that the undesirable behaviors are paired

with stimuli that produce undesirable feelings or out-

comes. The goal is to attenuate or eliminate undesir-

able behavior. For instance, in the treatment of

alcoholism, the undesirable behavior of alcohol con-

sumption can be paired with a drug called Antabuse,

also known by the generic name disulfiram. Disulfiram

in the presence of alcohol produces a number of aver-

sive physical sensations, including flushing, sweating,

soreness in the head and neck, nausea, and vomiting.

Theoretically, the repeated pairing of alcohol consump-

tion with these aversive sensations will decrease alco-

hol consumption. However, the use of this and other
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types of pharmacological aversive stimuli that cause

uncomfortable consequences are typically associated

with poor compliance. It should be noted that behav-

ioral modification techniques utilizing aversive stimuli

are often misunderstood. For instance, many times

the same aversive stimulus is associated with either

negative reinforcement or punishment. In negative

reinforcement, the aversive stimulus precedes the unde-

sirable behavior, whereas in punishment, the aversive

stimulus follows the undesirable behavior. In combina-

tion with adequate cognitive-behavioral therapy, the

use of aversive stimuli to treat substance abuse and

other disorders may have utility, but there remains

controversy as to the ultimate effectiveness of such an

approach.

Perry N. Fuchs and John E. McKenna
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B
Always behave like a duck—keep calm and unruffled on the surface but paddle like the devil underneath.

—Jacob Braude

BEHAVIOR DISORDERS

Behavior disorder is a general term used to describe

a consistent pattern of abnormal conduct impairing

a child’s ability to function effectively in one or more

facets of his or her life. Abnormal conduct may in-

clude typical behaviors observed at a developmentally

atypical rate or behaviors that are relatively uncom-

mon or bizarre. Careful, multimodal, multi-informant

evaluation by a professional is warranted to determine

the presence of a behavior disorder. In this determina-

tion, a child’s conduct is evaluated as to whether or

not it deviates from the norm.

One standard that helps establish what is considered

normal is whether or not the behavior is developmen-

tally appropriate (i.e., typical for a child of that partic-

ular age). For instance, it would be developmentally

within limits for a 6-year-old child to have difficulty

staying in his seat if a teacher chose to lecture for

20 minutes. A 16-year-old, however, generally should

be able to perform this task with minimal difficulty.

Another standard used to characterize behavior as

disordered is whether or not the behavior defies social

or cultural norms. For example, a child is expected to

run around at recess or in gym class. Conversely, it is

not acceptable for a child to run around during math

class. Some behaviors may be considered inappropriate

regardless of context, such as yelling at a teacher or

principal. In establishing what is considered normal,

professionals should be aware and respectful of cultural

influences on behavior. For instance, a young man

repeatedly refusing teacher’s requests to remove his hat

during class may be considered to be defiant. However,

if the young man is Jewish and is refusing to remove

a yarmulke, his behavior becomes understandable

because the teacher’s request would conflict with the

individual’s cultural values.

Aside from being considered aberrant, behavior dis-

orders must also cause the child distress or impairment

in at least one area of functioning, such as school,

home, or social relationships. For instance, it is atypical

for a young child to be able to play Beethoven’s Fifth

Symphony on the piano. Despite this behavioral abnor-

mality, this child would certainly not be considered as

having a behavior disorder, because his tendency to

execute this action does not affect his ability to func-

tion at school or at home. Second, assuming the child

is not continuously compelled to play the piece, it

probably will not cause him much distress. It is espe-

cially important to identify behavior disorders when

impaired functioning places a child at risk for harm or

loss of freedom (i.e., incarceration). Examples of this

are a child who bangs his head when frustrated or an

adolescent who compulsively steals. Early identifica-

tion of these behaviors allows professionals the time to

implement steps necessary to better ensure the child’s

safety and maintenance in the community.
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A variety of methods are available to identify behavior

disorders. Typically, an adult, such as a parent or teacher,

brings the behavior to the attention of a professional. The

professional then uses a variety of measures and the

reports of multiple informants to assess the child. These

measures should include interviews, questionnaires, and

direct observation. The technique of using a number of

informants and assessment methods allows the profes-

sional to be more accurate in his or her determination

by ruling out miscalculations such as those due to

reporter biases and environmental causes of behavior.

To the extent that the child is further classified, to guide

service implementation, depends on the context in

which the child is being treated.

Within a therapeutic context, if warranted, a child

may receive at least one of a variety of diagnoses

from the Diagnostic and Statistical Manual, Fourth

Edition, Text Revision (DSM–IV–TR). Behavior disor-

der in this circumstance encompasses any of the

childhood diagnoses that include a high incidence

of deleterious behaviors or psychological symptoms,

such as anxiety disorders, attention deficit hyperactiv-

ity disorder (ADHD), disruptive behavior disorders

(e.g., conduct disorder, oppositional defiant disorder),

mood disorders (e.g., dysthymic disorder, major

depressive disorder, bipolar disorder), or developmen-

tal disorders (e.g., Asperger’s disorder, autism). Many

medical conditions, such as various neurological dis-

orders, may also have behavioral symptoms that place

youth in the behavior disorder category. Additionally,

a child may not have a behavior disorder, per se, but

may exhibit externalizing behaviors as a result of

persistent frustration in experiencing symptoms of

another diagnosis, such as a learning disorder.

Within school settings, behavior disorders are deter-

mined when a child’s behavior is having a negative

impact on his or her functioning within this environ-

ment. In the instance that these behaviors are so severe

that additional services are deemed appropriate, the

child may be found eligible for a 504 Plan or, in

instances of greater impairment, an Individualized Edu-

cation Program (IEP). Under current special education

legislation, some psychological and medical diagnoses

are categorized under labels that match the educational

exceptionalities (e.g., autism, traumatic brain injury,

mental retardation). Most diagnoses that are considered

behavior disorders, however, fall under the special edu-

cation label emotional disturbance (ED). Using the

DSM–IV–TR terminology mentioned in the previous

paragraph, ED typically includes anxiety disorders,

disruptive behavior disorders, mood disorders, and

some developmental disorders (e.g., Asperger’s disor-

der). Alternatively, ADHD and some lower-incidence

diagnoses are classified under the special education

label other health impairment.

Common outpatient clinic approaches to interven-

ing with behavior disorders include therapy focusing

on coping skills or interpersonal problem solving and

family therapy addressing communication or provid-

ing structure and consequences for the child. Within

educational settings, informal and formal (e.g., 504

Plan, IEP) supports include reinforcement for desired

behaviors, response-cost behavioral systems, mean-

ingful consequences for disruptive behaviors, small-

group social skills instruction and practice, and

specialized settings that promote coping skills.

Eric R. Benson and Camille J. Randall
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BEHAVIOR MODIFICATION

Behavior modification is a technique used for altering

an individual’s behavior and is based on the principles

of learning theory. Using this technique, a behavior

can be modified with respect to its frequency, dura-

tion, or intensity. Behavior modification is a compre-

hensive approach that can be applied to behaviors that

occur too often (e.g., behavioral excesses), too infre-

quently (e.g., behavioral deficits), and with behaviors

that are both observable (e.g., overt) and those that

are not directly evident (e.g., covert). Interventions

using behavior modification have produced positive

results when delivered to individuals diagnosed with

anxiety disorders, attention deficit hyperactivity disor-

der (ADHD), behavioral and emotional disabilities,

and developmental disabilities.
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Foundations of Behavior Modification

Classical and Operant Conditioning

Classical conditioning also referred to as respon-

dent or Pavlovian conditioning, modifies the occur-

rence of a behavior by pairing two stimuli together to

produce a similar response to both. In the famous

example, Ivan Pavlov paired an unconditioned stimu-

lus (e.g., meat powder that cued salivation in a dog)

with a neutral stimulus (e.g., a bell, which normally

would not stimulate salivation). Eventually, the bell

became a conditioned stimulus once the dog learned

to salivate solely by the sound of the bell.

The theory of operant conditioning, originally put

forth by B. F. Skinner, offers a different method for

modifying behavior. In contrast to classical condi-

tioning, which focuses on reflexive or involuntary

behaviors, operant conditioning modifies voluntary or

learned behaviors. Operant conditioning emphasizes

antecedents (e.g., events that occur prior to behavior)

and consequences (e.g., events that occur after the

behavior), both of which affect the probability that a cer-

tain behavior will occur. Whereas antecedents provide

a cue for a behavior to occur, behavior is believed to be

governed primarily by the consequence of the behavior.

That is, the probability of a behavior taking place in the

future is determined by what happens after the behavior

has occurred. If the consequence of a behavior is

desired by the individual, then he or she is more likely

to perform the behavior in the future. If the conse-

quence is undesired, then it is less likely that the

behavior will occur again. There are two categories of

consequences within operant conditioning, reinforce-

ment and punishment. Consequences are reinforcing if

they increase the likelihood of a behavior’s occurrence

in the future; alternatively, consequences are punishing

when they reduce the probability of future occurrence.

Social Learning Theory

Behavior modification is also founded upon Albert

Bandura’s social learning theory. According to social

learning theory, an individual’s behavior may be

affected by observing the behavior of others. Children

and adults learn by witnessing the consequences of

others’ behavior. An underlying principle of social

learning theory is modeling, which suggests that

people are more likely to engage in behaviors they

observe other people perform if those individuals

receive desired consequences.

Ecological Systems Theory

An ecological perspective, proposed by Uri Bron-

fenbrenner, contends that behavior is influenced by

conditions existing in the individual’s immediate envi-

ronment, surrounding environments, and experiences

occurring in the larger social, economic, and cultural

contexts. Within this approach, individual capabilities

are assessed in relation to environmental demands.

Consistent with this framework, behavior modification

strategies also explore how experiences within one’s

environment affect behavior. Not only are antecedents

and consequences viewed within the individual’s

immediate setting (e.g., classroom), but their effects

can be apparent from events that occurred in a previous

setting (e.g., home). In particular, setting events are

experiences in previous settings that set the stage for

a particular behavior in a later setting. For example,

a child who did not eat breakfast at home may find it

harder to stay on-task in class during the school day.

Behavior Modification Techniques

There are two primary ways of altering an existing

environment to modify behavior: adding or removing

stimuli from the environment. Positive consequences

add stimuli to the environment after the behavior has

occurred; negative consequences remove stimuli after

the behavior has occurred. Along with the positive

and negative aspects to consequences, there are two

distinct categories of consequences: reinforcement

and punishment. Accordingly, there are four types of

consequences: (1) positive reinforcement, (2) negative

reinforcement, (3) positive punishment, and (4) nega-

tive punishment. Each of these consequences can be

used to modify behavior. To be most effective, rein-

forcement and punishment should be implemented

contingent upon a specific behavior.

Increasing a Desired Behavior

Increasing behavior utilizes reinforcing conse-

quences, or consequences that, when applied, increase

the likelihood that the behavior will occur again in the

future. By definition, reinforcement always increases

behavior. Thus, it is technically incorrect to state that

reinforcement does not work; a consequence is not

reinforcing if it does not increase the behavior. Further-

more, even though the terms are commonly used inter-

changeably, the terms reward and reinforcement are
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not synonymous. A reward is given after a behavior

occurs; however, unlike reinforcement, it does not nec-

essarily have the effect of increasing the behavior.

Behavior modification uses two types of reinforce-

ment to increase behavior: positive and negative rein-

forcement. Positive reinforcement is a stimulus added to

the environment after a behavior occurs that increases

the probability the behavior will occur again. Positive

reinforcement can include any stimulus, but often takes

the form of verbal praise, tangible objects, or social

attention. For example, if saying ‘‘Good job’’ to a child

increases the number of math problems completed, then

the verbal praise positively reinforces the completion of

problems. A behavioral principle related to positive rein-

forcement is the Premack principle. Often referred to as

‘‘Grandma’s rule,’’ the Premack principle states that

a low probability behavior is more likely to occur if it is

paired with a high probability behavior. This is similar

to your grandmother telling you that you can eat your

dessert (high probability behavior) after you eat your

vegetables (low probability behavior).

Additionally, behaviors can be reinforced by remov-

ing stimuli from the environment. Negative reinforce-

ment, or escape conditioning, increases a behavior by

removing something aversive from the situation. An

everyday example occurs when an individual takes an

aspirin to alleviate pain from a headache. If the individ-

ual continues to take aspirin for future headaches, it is

considered negative reinforcement because the behav-

ior of taking aspirin increases as the result of the pain

being removed.

Decreasing an Unwanted Behavior

Consequences that reduce the likelihood of a behavior

occurring are called punishers. In reducing unwanted

behaviors, punishers can be added or removed from the

environment. To be most effective, punishment should

be immediate, continuous, and intense.

Positive punishment occurs when an aversive stimu-

lus that reduces behavior is added to the environment.

Spanking a child is an example of positive punishment.

The act of spanking is added to the situation and

results in a decrease in the child’s previous behavior.

In contrast, negative punishment reduces behavior

by removing a pleasant stimulus after the behavior

occurs. A common example of a negative punishment

is ‘‘time-out.’’ During time-out, a child is removed

from a desired setting for a short period of time

because of having performed an unwanted behavior.

The removal of the desired stimulus (e.g., parent

attention) serves as a punishment because it reduces

the child’s previous unwanted behavior.

In addition to these forms of punishment, behav-

iors can be reduced through differential reinforce-

ment. Through this technique, an unwanted behavior

is ignored, and another behavior that is an alternative

to or incompatible with the undesired behavior is rein-

forced. An example of this procedure is to reduce run-

ning in school hallways by reinforcing walking in the

hallway. Walking and running are incompatible behav-

iors: one cannot occur in the presence of the other.

Thus, by reinforcing walking, the unwanted behavior

of running is reduced.

Reinforcement Versus Punishment

Behavior management programs tend to focus pri-

marily on reinforcement instead of punishment, despite

research demonstrating the effectiveness of punishment.

The use of punishment is ridden with multiple limita-

tions, including that (a) it does not teach appropriate

behaviors, (b) it does not eliminate or counter reinforce-

ment for behaviors, (c) it can become reinforcing to

those administering the punishment, (e) it may nega-

tively affect the behavior of other individuals, and

(f) some forms of punishment may be considered ethi-

cally questionable. A common behavior management

technique used in educational settings is positive behav-

ior support, which focuses on developing appropriate

behaviors in students through the use of positive rein-

forcement. Punishment is still used in combination with

reinforcement strategies, but it is typically a secondary

component to the behavior management program.

Setting Up a Behavior
Modification Program

There are five major steps in developing and imple-

menting a behavior modification plan. These steps

include developing behavioral definitions, conducting

a functional assessment, collecting data, implementing

the program with fidelity, and evaluating the effec-

tiveness of the program.

Behavior Definitions

The first, and one of the most important, compo-

nents of setting up an effective behavioral modifica-

tion plan is defining the behavior in appropriate
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terms. The behavior to be altered should be defined in

terms that are specific, observable, and measurable.

The definition should be specific so that anyone

observing the individual can easily identify the target

behavior. Next, the definition must be in terms that

are observable to the individual recording the behav-

ior. Finally, the behavior must be defined in a way

that can be quantified to evaluate the effectiveness of

the program.

Functional Assessment

A major principle within behavior modification is

that all behavior is purposeful. Thus, a key component

to developing a behavior modification program is to

perform a functional assessment of the behavior identi-

fied to be altered. A functional assessment gathers

information and develops hypotheses for the inten-

ded purpose of the behavior. Information gathering

includes conducting interviews and performing behav-

ioral observations in naturalistic settings, such as class-

room, playground, or home environments. Interviews

provide a means of obtaining anecdotal information

regarding the strengths and needs of a child and a

preliminary assessment of the behavior in different

settings. Conducting observations serves as a way to

empirically assess the frequency, duration, or intensity

of the behavior and to provide an indication of the

antecedents and consequences of a particular behavior

(e.g., A-B-C assessment). After information from inter-

views and observations are analyzed, functional

hypotheses of the behavior are derived. Through this

process a more appropriate alternative, or replacement

behavior, can be identified that serves the same func-

tion as the behavior to be modified. A term commonly

associated with functional assessment is functional

analysis. Functional analysis is a process that follows

the procedures of functional assessment; however, it

extends the process by empirically testing the func-

tional hypotheses to scientifically determine the pur-

pose of the behavior.

Data Collection

All procedures within behavior modification pro-

grams are founded on data-based decision making.

Throughout the process, data are collected through

observations and recorded using behavior observation

charts. Before an intervention is implemented, data

are collected to provide an estimate of the behavior

(e.g., baseline data). Data collection continues through

intervention and follow-up phases to determine if the

intervention was successful. Effective data collection

is dependent on a specific, observable, and mea-

surable definition of the behavior. Consistency is criti-

cal in the collection of data throughout a behavior

management program. If more than one person is per-

forming observations and collecting data, then proce-

dures to ensure interobserver agreement must be

followed. It is important to evaluate whether the indi-

vidual observers were using the same observation pro-

cedures and recording the behavior in the same way.

Treatment Fidelity/Integrity

Treatment integrity refers to the degree to which

an intervention was implemented as intended. It is

critical that all participants in a behavior management

program implement the procedures in a complete and

consistent fashion. Many interventions do not pro-

duce desired results, solely because of an inability to

consistently implement all components of the pro-

gram. Measures should be taken to effectively evalu-

ate the degree of treatment fidelity that has been

implemented.

Evaluation

Finally, behavior management programs should

establish procedures to evaluate the effectiveness of

the intervention. The process of evaluation should not

be considered a one-time event but rather a continuous

process throughout the program. In this way, program

evaluation provides a means to modify the program

based on immediate information. It also allows the

steps of the behavioral management program to be

cycled through again whenever needed. Evaluation

procedures often include graphing the data collected

during baseline and treatment phases. The effective-

ness of the program is determined based on visual

inspection of the graphed data and statistical analysis.

Follow-up data should be collected to determine if the

effects of the program are maintained over time.

Comprehensive evaluations also include an assess-

ment of social validity, or the extent that the program

enhanced the child’s quality of life.

John Warren Eagle
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Operant Conditioning; Premack Principle
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BELL CURVE

The term bell curve has several meanings. One mean-

ing is that of a statistical distribution, termed the

normal distribution, which was identified by Carl

Friedrich Gauss. Its shape is that of a bell. The other

meaning comes from a book title.

This latter meaning of the bell curve relates to one

of the most stimulating and controversial books pub-

lished in the past two decades, written by Richard

Herrnstein and Charles Murray, and titled The Bell

Curve: Intelligence and Class Structure in American

Life. This volume engendered a national conversation

and even widespread debates about controversial

issues, such as racial and ethnic group differences in

intelligence test scores, the respective roles of nature

versus nature in influencing intelligence, and the

meaning of intelligence.

The primary thesis of this 845-page tome is that

American society is undergoing a process of social

stratification that is being determined by IQ. Herrnstein

and Murray posited that there is emerging a ‘‘cognitive

elite,’’ a social group composed of highly intelligent

people constituting the highest socioeconomic class,

and that less intelligent people are gravitating to the

lower socioeconomic classes. According to Herrnstein

and Murray, a major problem with such social stratifi-

cation based on IQ is that there will likely be less

upward mobility for many individuals from lower

socioeconomic classes, because highly intelligent indi-

viduals tend to marry highly intelligent individuals

rather than less intelligent individuals.

The Bell Curve thus addressed the relationship of

IQ to class structure in American life. It posited that

success in life is largely based on inherited differences

in cognitive ability among people. It also presented

findings and commentary on the relationship between

race and intelligence.

Although Herrnstein and Murray reviewed many

empirical studies in their book, the most important

source of data that they examined and discussed is the

National Longitudinal Survey of Youth (NLSY), a lon-

gitudinal survey of American youth with a very large

sample (originally 12,686 youth, ages 14–22). These

youth were graduates of American high schools

between 1980 and 1982. Herrnstein and Murray care-

fully reported on various extensive analyses of this

data source in the various chapters of their book, The

Bell Curve. Throughout the book, they used analyses

of the NLSY data source to attack various programs

of social assistance; these attacks, in turn, ignited

widespread debates.

Herrnstein and Murray grounded their work on

a traditional view of intelligence based on certain

propositions:

1. There is a general factor of cognitive ability on

which individuals differ.

2. IQ tests measure intelligence more accurately than

do aptitude and achievement tests.

3. IQ tests measure what most people view to be

intelligence.

4. IQ scores are relatively stable over much of human

life spans.

5. IQ tests tend not to be biased against economic,

ethnic, racial, or social groups.

6. IQ is substantially heritable, with 40% to 80% of

the variation in IQ scores being attributable to

hereditary factors.

There are numerous conclusions resulting from the

extensive analyses in their work. Regarding poverty,

Herrnstein and Murray concluded that IQ is a stronger

predictor of poverty than is socioeconomic back-

ground. Regarding unemployment, they concluded

that low IQ is a greater risk factor than either educa-

tion or socioeconomic background. Regarding chil-

dren born out of wedlock, they found that low IQ for

a woman increases the likelihood that the woman will

have an illegitimate child. Regarding welfare depen-

dency, they determined that low IQ is a prominent

predictor of the receipt of public welfare funds among

women. Regarding parenting, they found that low IQ

among White mothers is a strong predictor of low

birthweight among children. Regarding crime, they

concluded that low IQ is a risk factor for criminality.
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Regarding ethnic differences, they concluded that

Americans of East Asian background (e.g., Japanese

Americans, Chinese Americans) tend to have higher

IQ scores than Euro-Americans who, in turn, tend to

have higher IQ scores than African Americans and

that the gap in IQ scores between Euro-Americans

and African Americans has narrowed by about three

IQ points. They also determined that the difference in

family income between Euro-American families and

African American families is markedly reduced when

one controls for IQ. Regarding social problems, they

determined that individuals with social problems tend

to be low IQ individuals. In general, Herrnstein and

Murray contended that intelligence affects many

social and psychological attributes of individuals with

high IQ, having many more salutary effects on high

IQ people than on low IQ people.

If higher intelligence is a protective factor against

numerous social ills, then what about efforts to raise

intelligence? Herrnstein and Murray reviewed research

on efforts to improve intelligence and found that ini-

tiatives to improve nutrition, formal schooling, and

preschool education may have positive effects on intel-

ligence but that the research on such initiatives is thus

far inconclusive. However, they strongly support adop-

tion at birth for children from problematic family set-

tings to good family environments as the major way to

improve the intelligence of children.

One noteworthy feature of their book is that the

vast majority of the data that they analyzed dealt with

Euro-American individuals—especially, Euro-American

females. As a result, it is improper to view it as a tome

primarily concerned with ethnic and racial group differ-

ences in IQ. The Bell Curve is, however, an exposition

of a theory of cognitive stratification of American

society.

Herrnstein and Murray predict certain specific

trends in American society. First, the cognitive elite

will become increasingly isolated. Second, the cogni-

tive elite and the affluent will merge to become the

new upper socioeconomic class. Third, the quality of

life for the people in the lower half of the IQ distribu-

tion will deteriorate.

To address the social problems resulting from the

cognitive stratification of society, Herrnstein and Mur-

ray contend that certain changes should occur in gov-

ernment. First, the rules that underlie starting and

running a business should be simplified, so that more

people from all levels of society can make a viable

living and find valued places in society. For example,

the enormous federal tax code should be simplified.

Second, the criminal justice system should be simpli-

fied, clearly indicating the meanings of criminal

offenses and their consequences.

The Bell Curve has engendered much subsequent

inquiry on intelligence and even strident academic

debate.

William M. Bart and Saa Hoon Hong
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BILINGUAL EDUCATION

While there are about 200 recognized sovereign

nations, there are well over 6,000 languages spoken

throughout the world. Because of increased migration,

geographical proximity, and/or political conquest and

colonization, few countries today can claim monolin-

gualism as the norm. Moreover, globalization has

placed English in a unique role in many school sys-

tems throughout the world. Bilingual and multilingual

education is one form of schooling that has been

developed worldwide in response to this linguistic

and cultural diversity.

The terms bilingual students and bilingual educa-

tion are sometimes confused. Bilingual children know

and use two languages to different degrees. Depend-

ing on the nature of access to both languages, as well

as attitudes toward the languages, bilingual children

demonstrate varying proficiency in their two lan-

guages; for example, they may speak both languages
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but be literate in only one language. Their bilingual

skills and the extent they identify culturally with the

two languages may develop and vary over time. Bilin-

gual children may or may not attend a bilingual edu-

cation program.

This entry outlines bilingual and multilingual edu-

cation for minority (dominated) language and majority

(dominant) language speakers, using examples from

nations throughout the world. After introducing some

basic definitions of key terms, the entry highlights vari-

ous models that are traditionally distinguished. The

third section addresses issues and trends related to the

implementation of bilingual education programs.

Definitions

Simply defined, bilingual education is instruction that

uses two languages as media of instruction. By exten-

sion, multilingual education programs aim for profi-

ciency in more than two languages. These programs

are implemented in many different forms in countries

all over the world and respond to national and local

contexts, student needs, and available resources.

In this entry, native language will be used to refer

to the language in which the child has been raised,

although it must be noted that in multilingual environ-

ments this can be more than one language and it may

not always be the same variety as the (standard) lan-

guage variety taught in school. The dominant or soci-

etal language is the predominant language used for

communication in the students’ nation (including gov-

ernment, education, media). It generally has a high-

status standard variety that is used and taught in

schools. A second language is a language learned at

a later stage than the native language. This often

occurs outside the home through school or the media.

Heritage language is the language used by a particular

ethnic group. Minority or dominated languages are

languages used by language groups who are politi-

cally and socially placed in a minority situation but

may not necessarily be numerically in the minority. In

many school districts in the United States, Spanish is

a minority language even though Spanish-speaking

students may constitute the largest student group.

Majority language speakers are speakers of the domi-

nant, or societal, language. They are increasingly

a numerical minority in urban schools.

The definition of bilingual education as instruction

in and through two languages does not consider for-

eign language classes as a form of bilingual education

because, even though some form of bilingual profi-

ciency is reached, the foreign language is only taught

as a subject. This entry also excludes out-of-school

efforts for native language maintenance through

community-based organizations that complement mono-

lingual education in the societal language; although this

situation results in de facto bilingual education, both

languages are not used within the same instructional

approach. Finally, it must be noted that much research

has described bilingual education at the elementary

grades, though interest in preschool and secondary

models is increasing.

Bilingual and Multilingual Models

Many different classifications and descriptions of

bilingual and multilingual education programs exist.

Three broad criteria distinguish among the most com-

monly implemented models: program goals, target

population, and the distribution of the languages. In

terms of goals, some programs aim for additive bilin-

gualism or multilingualism; that is, the program’s goal

is to add one or more new languages to the student’s

native language. In contrast, subtractive models are

bilingual approaches where the main goal is to facili-

tate the learning of the societal language. A second

criterion that distinguishes among various models is

the student population. Many programs enroll native

speakers of the societal language and teach them a sec-

ond or third language. Other programs exclusively

target speakers of dominated languages, including

regional and immigrant languages. Few bilingual pro-

grams enroll a dual target population of native speak-

ers of the societal and a dominated language. Some

bilingual programs purposefully integrate students

from different language groups for certain times of

the day or week. The third criterion considers the use

and distribution of the two or more languages for

instructional purposes. The amount of time allocated

to teach language and the subjects to be taught in each

language is directly related to the goal and target

population. The choice of the language(s) of initial lit-

eracy instruction is also a key decision in bilingual

and multilingual programs.

Table 1 summarizes some of the most common

program labels used in the literature. Bilingual and

multilingual programs can be programs within schools,

or they can be schoolwide. A program label can

represent only a general description of a bilingual or

multilingual program. The actual implementation of
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each model can vary widely depending on the avail-

ability of qualified teachers, resources, official poli-

cies, and societal and school (district) attitudes.

Bilingualism for Societal Language Speakers

Programs for native speakers of the societal lan-

guage are typically enrichment programs, that is,

optional programs for parents who want their children

to develop high levels of bilingual competence. Gen-

erally speaking, these programs cater to children from

higher socioeconomic backgrounds and are associated

with elite or elective bilingualism. Elite bilingualism

is largely uncontroversial and supported as an enrich-

ment possibility for majority language speakers for

personal development and access to global economic

opportunities. Two bilingual program options that

have been developed for societal language speakers

are mainstream bilingual education and (Canadian)

immersion programs. Multilingual models are found

at the school level (the European School model and

other schools) as well as the country level.

Mainstream bilingual education often takes place

in the students’ native language and an international

language, such as English. International schools have

traditionally served an elite, often mobile popula-

tion through monolingual instruction. The increased

enrollment of non-English-speaking international and

local students has led to more bilingual or multilin-

gual schools where English and the societal language

are taught. International schools in Brazil use Portu-

guese Brazilian in the morning and English in the

afternoon and often hire teachers from Brazil and

North America.

Probably the best-known bilingual enrichment pro-

grams for dominant language speakers are Canadian

immersion programs. (The term Canadian is added to

distinguish these bilingual programs from English

immersion programs for minority students, which aim

for second language proficiency rather than bilingual-

ism.) French immersion programs were developed in

the late 1960s in response to demands from middle-

class, Anglophone parents living in predominantly

French-speaking Montreal, Quebec, to provide their

children with the opportunity to develop a functional

level of bilingualism. Immersion models differ with

regard to the introduction of the second language

(early versus late immersion) and the amount of time

Table 1 Bilingual and Multilingual Program Models

Program Label Language Goals Target Population Language Use and Distribution

Multilingual education Multilingualism Minority, majority L1, L2, and L3

European schools Multilingualism European Union civil servants L1, L2, and L3 (and optional L4)

Mainstream bilingual

education

Bilingualism Majority, international L1 and L2

Canadian immersion

programs

Bilingualism Majority L2 and then L1

Two-way immersion Bilingualism Minority, majority Long-term L1 and L2 use

Maintenance bilingual/

heritage language

education

Bilingualism Minority L1 and L2

Bilingual education for

the deaf

Bilingualism Minority L1 and L2

Transitional bilingual

education

Proficiency in L2 Minority L1 for limited amount of time and L2

Integrated transitional

bilingual education

Proficiency in L2 Minority L1 for limited amount of time and L2

Source: Adapted from Brisk, M. E. (2006). Bilingual education: From compensatory to quality education (2nd ed.). Mahwah, NJ:

Erlbaum; and Baker, C. (2006). Foundations of bilingual education (4th ed.). Clevedon, UK: Multilingual Matters.
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spent in the second language (full or partial immer-

sion). In early, full immersion programs, the target

(second) language, French, is introduced before the

student’s first language during the first two years of

elementary school. By third grade, the student’s

native language (English) is formally introduced in

the curriculum, and both languages are used for equal

amounts of time for the rest of the program. In the

case of late immersion, the second language is intro-

duced either at the upper elementary (middle immer-

sion) or at the secondary level (late immersion). In

Hungary, English is introduced as a medium of

instruction at the secondary level, alongside Hungar-

ian. Canadian-style immersion programs can be found

as elementary foreign language immersion programs

in the United States in Chinese, French, Japanese, or

Spanish.

The European school model is a multilingual model

originally designed for children of parents who worked

for the European Coal and Steel Community. There

are now 10 European schools in Luxembourg,

Belgium, Germany, Italy, the Netherlands, and Great

Britain, primarily enrolling the children of civil ser-

vants working for the European Union. The schools

follow a common model with two main goals: to

maintain and develop the students’ native language

and cultural identity and to promote a European iden-

tity. The European school model begins with extensive

instruction in the students’ native language and a sec-

ond language initially as a subject area. By second or

third grade, the second language use as a medium

extends to subjects that are less language-dependent.

Academically complex instruction in the second lan-

guage is gradually increased until by eighth grade,

subjects such as science and history are taught in and

through the second language. European identity devel-

opment is supported through common ‘‘European

hours’’ during which students from multilingual back-

grounds engage in cooperative and hands-on learning

of content taught from a European perspective.

In some European countries, multilingual models

are implemented wherein a high prestige language is

added to a bilingual education program or three lan-

guages are used as media of instruction. Catalan

immersion programs for native Spanish speakers

include Catalan and Spanish, as well as English as

a third language. In Switzerland, private schools offer

bilingual streams in German and French. English is

used to teach subject matter and cultural activities as

of seventh grade, and students can add Latin or Italian

in later years. Luxembourg has official trilingual edu-

cation for all students enrolled in the school system.

Mandatory preschool education begins in Luxem-

bourgish, and this language continues as a language

of instruction and as a subject throughout elementary

school. German is introduced as a subject the first

year of primary school and then intensifies as a subject

and medium of instruction until sixth grade. Similarly,

French is introduced as a subject in second grade and

then increases its role in the curriculum to be the

exclusive medium of instruction by the age of 15.

Foreign language education is introduced at the sec-

ondary level as well, including English, Latin, Span-

ish, Italian, or Greek. A trilingual policy also shapes

the education system in India, where students are

expected to learn the regional language, Hindi, and

English, regardless of their native language.

Bilingualism for
Dominated Language Speakers

Dominated or minority language speakers generally

do not have a choice in becoming bilingual. For

these groups, learning a second language is neces-

sary for survival and access to the society in which

they live as a result of forced migration, conquest, or

voluntary immigration. This form of bilingualism is

often referred to as folk or circumstantial bilingualism

and, unlike elite bilingualism, it is often controversial

in educational policy. In recent years, speakers of

regional and indigenous languages have received more

legal protection through national and international law.

Similar linguistic rights do not yet exist for immigrant

or ethnic languages. As a result, the position of indige-

nous and regional minority languages and ethnic or

immigrant languages in school varies.

The consistent repression and rejection of the use

of indigenous languages in schools as part of the

nation-building process has been documented through-

out the world. In the United States, the 300 Native

American languages that existed upon European con-

tact have been reduced to only a small number of

languages still widely spoken by children today.

Until recently, European national governments have

largely ignored regional language groups with long-

standing historical and cultural roots in the area

(such as Catalan in Spain, Frisian in the Netherlands,

Welsh in Wales) or even actively prohibited the use

of these languages in school, as was the case for

Basque under General Franco’s regime in Spain. As
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a result, fluent speakers of these indigenous lan-

guages and regional minority languages have been

disappearing rapidly. Heritage or bilingual mainte-

nance programs have been established to revitalize

these indigenous and minority languages to increase

the number of speakers, expand the domains where

the language is used, or both.

The M�aori in New Zealand provide full immersion

in the minority language in preschool (through Te

K�ohanga Reo programs or ‘‘language nests’’) and ele-

mentary school (Kura Kaupapa M�aori) before intro-

ducing English as a medium of instruction. A similar

approach was chosen to revitalize the Hawaiian lan-

guage. In Bolivia, after many years of repression,

Quechua and Guaranı́ are now used as media of

instruction. With an emphasis on community involve-

ment, indigenous languages and cultural practices are

included in the curriculum in several South American

countries, in addition to the official language, Spanish.

In the United States, language revitalization efforts

are particularly strong for Native American languages.

Teresa McCarthy describes the history of Rough

Point, Arizona, a Navajo–English bilingual program.

Subjects are taught in both English and Navajo

through second grade. As of third grade, English

becomes a medium of instruction, and Navajo con-

tinues to be used as a vehicle for studying Navajo cul-

ture and citizenship.

Language maintenance and revitalization efforts in

non-English-speaking countries increasingly include

a multilingual component through the addition of

a third, high-prestige language such as English, to the

regional minority language and the societal language.

In the Basque region (Spain), the Basque language is

used as a medium of instruction from kindergarten

through secondary school. Spanish and English are

initially included as a subject at the elementary level;

English is then also used as a medium of instruction

at the secondary level. German or French are offered

as optional foreign languages. In the Netherlands,

schools are experimenting with the equal distribution

of Frisian and Dutch and the introduction of English

as a medium of instruction in fifth and sixth grades.

Bilingual programs for the deaf teach content

through sign language and the written form of the soci-

etal language. Approaches to language (the use of dif-

ferent sign systems) and the curriculum vary greatly

from program to program and is often constrained by

teachers’ lack of proficiency in sign language. Deaf

culture and identity are important components of the

bilingual program to counter deficit views of individuals

who are deaf or hard-of-hearing.

In most nations, transitional bilingual education

(TBE) is the model most commonly chosen for eth-

nic and immigrant languages. In a TBE program,

the student’s native language is used for an initial

period of literacy development and content learning

to assist the students’ transition to literacy and con-

tent learning in the societal language. The goal is

not to maintain or develop the students’ native lan-

guage but to provide access to the language of

school. Students are typically expected to enroll in

the program for 2 or 3 years and then exit the pro-

gram into a standard classroom or instruction in the

societal language only (early-exit TBE). In most

African postcolonial nations, bilingual education

that includes the student’s native language is transi-

tional and often experimental in nature. Other TBE

programs attempt to provide a more gradual transi-

tion (late-exit TBE). Students begin literacy and

content instruction in their native language, with

English as a second language instruction. In second

grade, formal literacy instruction in the second

language is started. In third grade, instruction

is increasingly balanced between the two languages

across subjects; often the native language is used

to preview major concepts and activities which

are later taught to students in English. Academic

English instruction continues to increase by the sec-

ond half of third grade and students are expected to

exit the program at the end of fourth or fifth grade.

Integrated Bilingual Education Models

Few bilingual models address the need for bilin-

gualism or multilingualism for an integrated minority–

majority student population. In most cases, the focus

is on avoiding the segregation of minority language

students while they are becoming familiar with

the new language and culture (integrated TBE). The

Foyer model in Belgium provides half of the instruc-

tion for Turkish-speaking students in preschool and

kindergarten separately and half of their instruction

integrated with majority language speakers. By third

grade, 90% of the instruction is integrated with

majority language speakers, and 10% of the instruc-

tion is on native language and culture. Integrated TBE

models exist in Scandinavia and the United States,

where minority language students are separated for

specialized instruction in their native language and
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integrated with native English speakers for specific

subject areas for varying amounts of time.

The most developed integrated bilingual education

model is two-way immersion (TWI) education. In the

United States, TWI is an integrated model of bilingual

education according to which native English speakers

and native speakers of a minority language are edu-

cated together for most or all of the day and receive

content and literacy instruction through both English

and the minority language. Its goals include academic

achievement, bilingualism and biliteracy develop-

ment, and cross-cultural competence for all students.

TWI programs vary by the distribution of the heritage

and the societal language. Some programs start with

literacy and content instruction in the minority lan-

guage for 90% or 80% of the time; others distribute

the two languages more evenly.

Issues and Trends in
Multilingual Education

The existence of various bilingual education models

reflects the basic principle that quality education

through multilingual approaches can and needs to

occur in different ways to respond to international,

national, and local goals and needs. Despite these

multiple realities, the term bilingual education is often

used to serve particular political and ideological ends.

Supporters of English-only policies, for example,

limit the term to instruction exclusively in the native

language. Bilingual education advocates sometimes

argue that the term should be applied only to pro-

grams in which the two languages have equal status

and are used equally for teaching. Both definitions are

narrow in scope and exclude the realities and multiple

approaches to multilingual development that exist.

The two definitions also reflect a dichotomy that

has often hindered systematic research that can inform

effective program implementation. Much research on

bilingual education has attempted to justify either the

use of the native language (in addition to the societal

language) or solely the societal language. Whereas

this debate has resulted in many, highly contested pro-

gram evaluation studies, it has contributed little to the

understanding of the factors that contribute to positive

linguistic, sociocultural, and academic outcomes in

schools. To guide program implementation, it is nec-

essary to consider the interaction between theoretical

principles and the dynamics of language and cultural

practices in real schools and classrooms. Studies have

found that effective schooling for language minority

students comes from additive bilingual programs that

are fully integrated in the school, taught by quality

teachers, and guided by knowledgeable leadership.

These programs have bilingual curricula that reflect

high expectations of students, use bilingual teaching

methodology and assessment practices, and have

strong parent and community involvement.

The perceived problematic nature of bilingual pro-

grams for minority language speakers contrasts sharply

with the desirability and value of multilingual profi-

ciency for speakers of the societal language. These

conflicting positions exist within diverse nations and

point to a double standard in educational language

planning. Whereas language majority speakers are

encouraged to expand their linguistic repertoire beyond

their native language, speakers of minority languages

have to struggle to maintain their native languages and

prevent them from dying out. The double standard

results in a dual education system: one that values and

actively promotes bilingualism (for the elite) and one

that rationalizes the importance of (monolingualism in)

the societal language (for language minority students).

France promotes foreign (i.e., official European Union)

languages for its native French-speaking population but

fails to provide bilingual education options that use

immigrant languages such as Turkish.

Bilingual and multicultural education is increasingly

shaped by globalization and the role of international

languages in education, in particular English but also

Chinese, Arabic, and Spanish. In Canada, high school

students in Ontario view French as a commodity that

can provide access to economic opportunities beyond

the local community into the international marketplace.

The positioning of English and other international lan-

guages within and across nations plays an important

role in multilingual education. Competition with English

or other international languages can undermine the avail-

ability of quality instruction in and through indigenous

or ethnic languages in non-English-speaking countries.

In Taiwan, the government established policies to pro-

mote Taiwanese and English, but an analysis of the

actual implementation of the policies showed that

teacher training and curriculum and resource develop-

ment occurred for the English language but not for

Taiwanese (or other minority languages). English is

also taking over functions and domains traditionally

reserved for the societal language, particularly in

business and scientific discourse, which may cause
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language shift or loss over time. Unequal access to multi-

lingual instruction that supports native language instruc-

tion and adds not only the societal language but also

English may constrain educational opportunity and

social mobility.

Bilingual and multilingual education models chal-

lenge monolingual norms and practices that are preva-

lent today. In the United States, the federal No Child

Left Behind Act and recently passed English-only laws

in California, Arizona, and Massachusetts rejected the

value of multilingualism for its language minority

population by insisting on English-only instruction and

the assessment of achievement through English. The

monolingual bias reflected in these laws views multi-

lingualism as an abnormality rather than a global real-

ity and treats multilingual resources as a deficit rather

than a resource. By bridging the divide between elite

and minority bilingual education practices, schools can

build on and extend existing linguistic and cultural

resources to meet current and future language, cultural,

political, social, and economic demands and develop

multilingual competence for all students.

Ester Johanna de Jong
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BILINGUALISM

Bilingualism is a major fact of life in the world today.

One in three of the world’s population routinely uses

two or more languages for work, family life, and

leisure. Many more make irregular use of languages

other than their native one(s), including those who

have learned an additional language at school and use

it occasionally for specific purposes (e.g., travel). It

seems likely that this trend will continue given the cur-

rent processes of globalization and the growing need to

communicate across political and linguistic borders.

The term bilingualism can be used to describe an

individual phenomenon, as in a person’s ability to

speak two or more languages. It is also possible to

talk about bilingualism as a characteristic of a group

or community of people, as bilinguals and multilin-

guals are usually found in groups, communities, or

particular regions. In this entry, the discussion of

bilingualism focuses on the individual level. The entry

commences with a definition of individual bilingual-

ism, followed by a discussion of related dimensions

and characteristics. It then provides an overview of

the reported advantages of bilingualism and concludes
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with a description of the factors associated with the

development of bilingualism in infancy and beyond.

Defining Bilingualism

The concept of bilingualism has broadened since the

beginning of the 20th century. Although earlier defini-

tions tended to restrict bilingualism to equal mastery

of two languages, it is now recognized that a bilingual

or multilingual speaker uses different languages for

different purposes, in different contexts, and in com-

municating with different partners and does not neces-

sarily possess the same level or type of proficiency in

each language. The broadening of the concept of

bilingualism is largely due to the realization that

the point at which a speaker/user of two languages

becomes bilingual is either arbitrary or impossible to

determine.

Despite its omnipresence, defining bilingualism, or

a bilingual individual, proves to be more difficult than

it appears. The term bilingual describes primarily

someone who can function in two languages in con-

versational interaction. It can also include the many

people in the world who use, and have varying

degrees of proficiency in, three, four, or more lan-

guages. In his definition of bilingualism, François

Grosjean focuses on the daily use of two or more lan-

guages and distinguishes bilinguals, who use two or

more languages in daily life, from ‘‘dormant bilin-

guals,’’ who retain knowledge of different languages

but no longer use them in daily life.

Describing Individual Bilingualism

According to linguist William Mackey, bilingual-

ism is a behavioral pattern of mutually changing

linguistic practices that vary in degree, function, alter-

nation, and interference, or cross-linguistic influence.

It is through these four related characteristics that

individual bilingualism may be best described.

Degree. Because bilingualism is a relative concept, it

involves the question of degree. In describing a per-

son’s bilingualism, the most obvious thing to deter-

mine is how well an individual knows the languages

he or she uses. Because bilinguals are rarely equally

fluent in all language skills in all of their languages,

this would involve separate assessments of compre-

hension and expression in both the oral and written

forms of each language. In this way, ability in two or

more languages is best understood on a dimension or

continuum, with dominance and development varying

across people. For example, some bilinguals actively

speak and write in both languages. This is referred to

as productive competence. Others have more passive,

or receptive, ability in a language, such that they may

understand or read it but may not be able to speak or

write it very well. Ability in each domain may be rel-

atively advanced in both languages or may just be

developing in a second or third language.

Furthermore, it is necessary to determine a bilin-

gual’s mastery of speech sounds or graphics, gram-

mar, vocabulary, meanings, and discourse in each

skill for each language, as a bilingual’s mastery of

a skill (i.e., listening, speaking, reading, and writing)

may not be the same at all linguistic levels. For exam-

ple, a bilingual may have an extensive vocabulary but

a poor pronunciation, or a native-like pronunciation

but underdeveloped grammar. In effect, proficiency in

two sets of related variables, skills, and levels needs

to be determined. This framework highlights the com-

plexities involved in defining and understanding indi-

vidual bilingualism, while at the same time it belies

the existence of great within-group diversity.

Bilinguals are sometimes expected to be two mono-

linguals in one person. Grosjean referred to this as

the monolingual, or fractional, view of bilinguals. He

argued that the bilingual is not the sum of two mono-

linguals but has a unique linguistic profile that is a com-

plete linguistic entity, an integrated whole. This is

because bilinguals do not usually possess the same

competence as monolingual speakers in both of their

languages because bilinguals use their languages with

different people, in different contexts, and for different

purposes; furthermore, levels of proficiency in a lan-

guage may change over time according to changing

circumstances and linguistic contexts. Communicative

competence in one of a bilingual’s two languages

may be stronger in some domains than in others. As

Grosjean noted, this is natural and to be expected.

Function. Mackey argued that bilingualism is not

a phenomenon of language but a characteristic of its

use. Use is an important factor in the development

and maintenance of bilingualism, as individuals often

use their languages for different functions and pur-

poses; these functions, in turn, affect their degree of

proficiency in each language. The domains where

each language is acquired and used also vary. Func-

tions of bilingualism may be external or internal.
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External functions of bilingualism are areas of lan-

guage contact that vary by duration, frequency, and

pressure. Areas of contact include all media through

which languages are acquired and used (e.g., in the

home, community, school, radio, television, print

materials, and other uses of the printed word).

Home language(s) may reflect or differ from those

of the community and other language contacts. Bilin-

gual parents may decide to each use a different lan-

guage with their children, so that one parent uses

language A while the other parent uses language B.

This practice is often referred to as Grammont’s princi-

ple, or ‘‘one person, one language,’’ and the effects

have been studied to test the theory that two languages

can be acquired from birth for the same effort as

acquiring one. Community languages include those

languages spoken in the bilingual’s neighborhood, eth-

nic group, church group, workplace, and social group.

The more prevalent language of the greater community

often takes the place of the home language as the most

important influence on a bilingual child’s speech. This

presents many challenges for families trying to raise

children bilingually in the majority language and a less

prevalent one. A person’s language contact in school

may be with a language taught as a subject (e.g., for-

eign language class) or with a language used as

a medium of instruction (e.g., two-way immersion or

dual-language program). The community’s support for,

and the prevalence of, both languages are important

factors in the development and long-term maintenance

of each language. Radio, television, movies, music,

newspapers, magazines, and the Internet are powerful

media in the maintenance of bilingualism. Access to

these media may be the key factor in maintaining one

of a bilingual’s languages, especially if the other lan-

guage is the only one spoken in the area.

Duration, frequency, and pressure are important

variables in the development and maintenance of

a language. The amount of time a person has lived in

a community that uses, supports, and promotes a lan-

guage (or languages) will affect that individual’s com-

mand of the language(s). Languages that are used as

mediums of instruction will provide more contact

hours than those that are taught as individual subjects.

How often a person uses each language is as impor-

tant as how long he or she has been exposed to and

has been using those languages. Finally, language use

is affected by the types of pressures associated with

it, including economic, occupational, cultural, politi-

cal, military, historical, religious, and demographic.

Bilingualism is also influenced by a number of

internal functions. These include noncommunicative

uses, such as counting, dreaming, and note-taking.

Some bilinguals may use one of their languages for

most or all of their inner expression, whereas others

may use different languages for different types of

internal expression. Internal functions also include

factors that are likely to influence a bilingual’s apti-

tude for using each language. Sex, age, intelligence,

memory, language attitude, and motivation are

regarded as important factors in the development and

description of individual bilingualism.

Alternation. The alternate use of two languages, or

codeswitching, within a conversation is a natural phe-

nomenon of bilingualism. Studies in the past 20 years

have shown that codeswitching is a highly complex

and sophisticated process governed by certain rules

and constraints that do not violate the syntax of either

language. Codeswitching involves the skilled manipu-

lation of overlapping sections of two (or more) gram-

mars; there is virtually no instance of ungrammatical

combination of two languages in codeswitching,

regardless of the bilingual ability of the speaker. For

example, bilinguals may codeswitch because they are

momentarily lost for words in one of their languages,

or do not know a word or phrase in one language, or

can express an idea more effectively in the other lan-

guage. Rather than demonstrating confusion or a

deficit in their languages, bilinguals codeswitch in

practical and purposeful ways, usually when in the

company of other bilinguals, in an attempt to express

themselves with the vocabulary and grammar avail-

able to them and/or with more accurate language.

Codeswitching is also a learned behavior, as there

appears to be a difference in alternation between

bilinguals brought up in ‘‘one person/one language’’

homes and those who have grown up in homes and/or

communities where members switch freely between

two languages. In many bilingual situations through-

out the world, codeswitching has become the norm.

In those cases, codeswitching is a general marker of

belonging to a mixed group with a multiple identity.

Cross-linguistic influence. Another phenomenon of

bilingualism is cross-linguistic influence, or the influ-

ence of one language on the other such that features

of language A are used while speaking or writing lan-

guage B. Because not all linguistic features work

across languages (i.e., cross-linguistically), this type

of influence may result in inaccurate or nonstandard
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language. Such influence is also called transfer or

interference, although the latter term is considered

to be negative and pejorative and reflective of a

monolingual perspective of bilingualism. Cross-

linguistic application does not indicate confusion on

the part of the learner. Rather, it represents worth-

while attempts at communicating and linguistic crea-

tivity in the journey of bilingual/second language

acquisition and development.

The Advantages of Bilingualism

Current research suggests that there are several over-

lapping and interacting benefits associated with bilin-

gualism. These benefits encompass communicative,

cultural, and cognitive advantages. Sometimes, some

social and individual problems are falsely attributed

to bilingualism.

Communicative Advantages

Parental Relationships. Bilingual children of multi-

lingual homes are able to communicate in each par-

ent’s preferred or dominant language. This may

facilitate an optimally close relationship with each

parent. In other cases, bilingual children may commu-

nicate with their parents in one language and with

members of their community or circle of friends in

another language. For these families, the native lan-

guage provides a natural and expressive way to com-

municate with full intimacy while at the same time

providing a link to their past and heritage.

Extended Family Relationships. Bilingualism serves

as an intergenerational bridge. Bilingual children who

have immigrated to a new country have the advantage

of carrying forward the family’s heritage language.

The monolingual without the heritage family lan-

guage may feel a sense of alienation from relatives

and from the past. When extended family members in

another country or region speak only the family’s her-

itage language, bilingualism bridges the generation

gap and allows closer relationships, a sense of belong-

ing, and rootedness to develop within the extended

family. In this sense, bilingualism contributes to the

feeling of family continuity across generations.

Community Relationships. Bilingualism allows for

a wider range of communication across people, com-

munities, and beyond. Bilingual children in linguisti-

cally diverse communities who study in two-way

immersion, or dual-language, programs are able to

communicate in the wider community, with school

and neighborhood friends, and across continents

through Internet communication with pen pals in

other regions who speak the target language.

Transnational Communication. Language is one bar-

rier between nations and ethnic groups that sometimes

hinders communication and the development of friendly

relationships. Bilinguals can act as links, not only

within the nuclear and extended family and the commu-

nity but also across societies. When bilingual people

travel within multilingual countries or across borders,

their bilingualism allows them to forge relationships

with people of different nationalities and ethnic groups

that might otherwise have been difficult to establish.

Language Sensitivity. Bilinguals may be more attuned

to the communicative needs of their interlocutors,

because they must constantly monitor which language

to use in different bilingual and monolingual situations.

Research suggests that bilinguals may be more empa-

thetic and patient as listeners than are their monolin-

gual counterparts when communicating with others

who may not be very proficient in a language.

Cultural Advantages

Bicultural Experience. Because language and culture

are inextricably linked, bilingualism provides the

opportunity to experience two or more cultures in

very authentic ways. The monolingual also can expe-

rience multiple cultures, through travel or neighbors

or ethnically and linguistically diverse communities,

but only as a passive onlooker. To penetrate different

cultures and to participate and become involved in the

core of a culture require knowledge of the language

of that culture. Furthermore, because two languages

provide access to a wider cultural experience, there is

often a greater tolerance of cultural diversity.

Languages provide unique systems of behavior; folk

sayings, stories, histories, and traditions; ways of meet-

ing and greeting; rituals of birth, marriage, and death;

ways of interpreting the world; ideas and beliefs; and

ways of thinking. Bilingualism provides the potential

to actively penetrate the cultures expressed in both

languages.

Economic/Employment Opportunities. Bilingualism

further provides potential economic advantages. As the

global village rises and international trade increases,
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bilinguals and multilinguals may be in a relatively

strong position in the race for employment.

Cognitive Advantages

Research suggests that bilinguals may have some

cognitive advantages, ranging from creative thinking to

faster progress in early cognitive development and

greater sensitivity in communication. For example,

bilinguals may exhibit greater cognitive flexibility in

understanding the relationship between objects and

their labels. Because bilinguals have two or more

words for many objects and ideas, the link between

a word and its concept is usually looser for bilinguals

than monolinguals. For bilinguals, having two or more

words for particular concepts extends the range of

meanings, associations, and images. Thus, bilinguals

have the possibility of developing more advanced lan-

guage awareness and more fluency, flexibility, and

elaboration in thinking than monolinguals.

‘‘Problems’’ of Bilingualism

It should also be noted that bilingualism does not

come without its share of controversy. Some social and

individual problems continue to be falsely attributed to

bilingualism. For example, bilingualism is sometimes

blamed when young bilinguals exhibit language or per-

sonality problems. However, these ‘‘problems’’ tend to

be temporary and/or related to broader issues of lan-

guage attitudes and monolingual perspectives to lan-

guage development. Another, equally complex issue is

the question of identity. Identity is not a problem for

many bilingual individuals, who either navigate both

languages and cultures effectively or who identify

more closely with one language and culture while still

valuing and using the other. But some bilinguals (e.g.,

immigrants) feel the pressure to assimilate and identify

with the new country exclusively. This may mean los-

ing the identity of their native country and, possibly,

the native language. Again, this ‘‘problem’’ is associ-

ated more with monolingual perspectives of bilingual-

ism (where monolingualism represents the natural or

normal case of language development, and only one

language and culture, usually the majority or main-

stream one, must take precedence) than with bilingual-

ism itself. Like bilingualism, identities change and

evolve over time, with varying experiences, interac-

tions, and collaborations within and outside a language

and cultural group.

The Development of Bilingualism

Given sufficient motivation and opportunity, all nor-

mally developing individuals can learn more than one

language. The development of bilingualism in children

can occur in various ways. Simultaneous or infant

bilingualism refers to a child acquiring two languages

at the same time from birth, or at least from a very

young age. Simultaneous acquisition is often associated

with the ‘‘one person, one language’’ principle. Other

children hear one language in the home from birth

and come into contact with another language later,

in the neighborhood, wider community, or school, or

as a result of immigration to a new country. This is

termed consecutive or sequential bilingualism. Age 3

is generally regarded as an approximate borderline

between simultaneous and sequential bilingualism.

There is a large literature on the specifics of childhood

bilingual and second-language acquisition, including

both natural acquisition conditions and those that occur

formally at school. The following section provides an

overview of the developmental issues surrounding

simultaneous and sequential bilingualism in children.

Simultaneous Bilingualism

Bilingual acquisition is a common and normal

childhood experience. It is estimated that two thirds

of the world’s children grow up in a bilingual envi-

ronment. Perhaps the most important insight gained

from studies on child bilingualism over the past 25

years is that simultaneous acquisition of two or more

languages can be characterized as an instance of mul-

tiple first-language acquisition. That is, the develop-

ment of each of the bilingual’s languages proceeds in

the same way and leads to the same kind of grammat-

ical competence as in monolingual children. Until

recently, it was thought that early bilingual develop-

ment occurred in three stages, moving from mixing

the two languages to partial and eventually full lan-

guage separation. But this framework turned out not

to capture the typical developmental pattern of infant

bilingualism. Recent research has demonstrated that

children as young as 2 separate rather than mix their

languages and acquire multiple grammars separately

and autonomously.

Children who are learning two or more languages

from birth follow the same general pattern as children

who are learning one. For bilinguals and monolin-

guals alike, language acquisition begins at birth or
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perhaps even before. During the first year, children

pass through several important stages in their lan-

guage development. Like their monolingual counter-

parts, bilingually developing babies engage in

different types of vocal play, like cooing and

babbling, within this first year through which they

learn to coordinate their muscles and try out different

sounds. At about 1 year, bilingually developing chil-

dren assemble a vocabulary comprising elements from

both languages. Type, quality, and amount of expo-

sure to each language influence which words and

concepts are learned in which language(s), as well as

the developing grammar of each language. By about

18 months, many children begin to string two words

together to make phrases. From then on, their utter-

ances develop and progressively become more com-

plex. As children learn about the boundaries of words

and express themselves with the vocabulary available

to them during this stage, they might overextend or

underextend the meaning of words, as well as use ele-

ments from both languages. This elementary form of

codeswitching represents children’s practical and pur-

poseful attempts to express themselves and is not an

indication of language confusion. Codeswitching at

this stage may also occur when a phrase or word is

simpler or is easier to pronounce in the other lan-

guage. Another phenomenon of early bilingual devel-

opment is the creation of language boundaries. The

bilingual child learns to associate each of his lan-

guages with certain individuals, contexts, and/or situa-

tions. In these early years, bilingual children, like

their monolingual counterparts, are learning at a tre-

mendous rate, experimenting with language and defin-

ing and refining usage. Amazingly, within the same

time frame as it takes monolingual children to learn

one language, bilingual children learn two languages

and become adept at using them in socially diverse

and appropriate ways.

Sequential Bilingualism

Childhood Sequential Bilingualism. As with simulta-

neous bilingualism, there are a variety of routes to

childhood consecutive or sequential bilingualism.

Some children learn the language of the home first

and then become exposed to a second language in the

community or when they enter school. Other children

learn a second language as a result of immigration.

Sequential bilingual development in children is very

similar to simultaneous acquisition of two languages

if learning takes place in a natural environment (as

opposed to formal or classroom language learning).

Single phrases and set phrases are developed initially;

children concentrate on simple grammatical construc-

tions, over- and underextend vocabulary and gram-

mar, and mix structures from their two languages as

they attempt to make sense of, apply, and navigate

their developing bilingual repertoire.

A child’s second-language development depends

on many factors, including the amount and quality of

exposure to each of his or her languages at home, in

school, in the community, and so forth. If the child’s

contact with one of the languages is minimal, it will

affect that child’s opportunities to use the language,

which in turn influences eventual attainment of, and

proficiency in, that language. Although a child can

learn a second language at any age, it is important

that the introduction of a second language not come

at the expense of the native language. For example,

an immigrant child to the United States who enrolls

in an English-only educational program upon arrival

will, in effect, be taught in an unintelligible language.

In such subtractive situations, the child’s native lan-

guage skills may not continue to develop properly,

and the child may struggle to attain the necessary

second-language skills to cope in the classroom and

compete with native language speakers. Thus, the

development of both languages is affected.

Current research suggests that children from

minority language backgrounds succeed better when

they are taught through their native language while

gradually acquiring the majority language. In this

way, the native language is built upon and serves as

the foundation for future learning. The process of lan-

guage acquisition is a long and complex one; children

who are acquiring a new language while also learning

grade-level academic concepts and skills benefit from

developmentally, culturally, and linguistically appro-

priate and supportive instruction, including the contin-

ued development of their native language.

Adult Second-Language Acquisition. Adults, like

children, develop bilingualism in different ways, con-

texts, and under different circumstances. In summariz-

ing a framework of second-language acquisition, Rod

Ellis suggests that there are five interrelated factors

affecting the acquisition of a second language: situa-

tional factors, input, learner differences, learner pro-

cesses, and linguistic output. Situational factors refer

to the environment of linguistic interactions (e.g.,
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classroom context, formal situation, naturalistic set-

ting), the relationship of the interlocutors, and the

topic of the conversation. Factors related to linguistic

input concern the type of second-language input

received (and its comprehensibility) when listening

or reading in a second language. Individual learner

differences include aptitude, cognitive style, learning

strategies, personality variables, and age. Learner

processes refer to those learning strategies through

which learners consciously and subconsciously process

second-language input, as well as production and com-

munication strategies. Finally, second-language output

relates to opportunities to engage in meaningful oral

and written exchanges with other language users.

Age is a much debated theme in second-language

acquisition and development and thus deserves special

attention here. Although important questions still

remain unanswered, the evidence gathered so far sug-

gests that the human language capacity is subject

to maturational changes. Traditionally, the period

between 2 years of age and puberty was regarded as

the critical period for the development of first and

additional languages, although more recent reviews of

the research have largely discredited this notion. The

concept of a critical period of language development

does not mean that language acquisition is not possible

beyond the critical period; rather, it suggests that older

language learners resort to other cognitive capacities to

develop a knowledge system about a new language. In

fact, studies have shown that older children and adults

can learn a language more quickly and efficiently than

younger children can, because their cognitive skills are

more developed and they have a more mature linguis-

tic system to build on. However, it does appear that

there are advantageous periods for second-language

acquisition. One area that may be affected by age is

pronunciation. Some studies have demonstrated that

native-like pronunciation might be more difficult to

attain for languages acquired after puberty, whereas

others suggest that the ability to pronounce a second

language in a native-like way is not necessarily lost in

adulthood. It may be that pronunciation problems of

older second-language learners are attributable to diffi-

culty of access to the target language rather than to an

outright loss of the relevant underlying capacity to

learn additional languages. Although it continues to be

a constant source of controversy, the critical period

concept has been a valuable construct in the investiga-

tion of second-language acquisition across different

age groups.

Conclusion

Bilingualism continues to thrive in a world economy

with increased ease of international communications.

Although an exact definition of who is or is not bilin-

gual remains elusive and ultimately impossible, the

concept of bilingualism has broadened thanks to the

growing research base on the topic. Much has been

learned about the complex social, psychological, cul-

tural, and linguistic factors and processes associated

with becoming and being bilingual. Perhaps most

importantly, it has been learned that bilingualism is

a common, natural, and dynamic phenomenon that

will continue to intrigue researchers and the general

public alike for years to come.

Mileidis Gort

See also Bilingual Education; English as a Second Language
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BLOOM’S TAXONOMY OF

EDUCATIONAL OBJECTIVES

Bloom’s Taxonomy is an educational classic. Its for-

mal title is Taxonomy of Educational Objectives. The

Classification of Educational Goals. Handbook I:

Cognitive Domain. A committee of college and uni-

versity examiners wrote the book, which was edited

by Benjamin S. Bloom and published in 1956.

Bloom’s Taxonomy offered a classification system for

educational goals that could be used in the construc-

tion of test items and in the formulation of instruc-

tional objectives.

The volume presents six categories of educational

objectives:

1. Knowledge

2. Comprehension

3. Application

4. Analysis

5. Synthesis

6. Evaluation

Bloom presents sample test items that assess

instructional objectives associated with each category

of educational objectives along with specific examples

of instructional objectives associated with each of the

six categories of cognitive objectives.

To Bloom, knowledge is defined as ‘‘those beha-

viors and test situations, which emphasize the

remembering, either by recognition or recall, of ideas,

material, or phenomena’’ (Bloom, 1956, p. 62). Recog-

nition test items tend to be easier than comparable

recall test items, because recognition test items tend to

provide incorrect answers along with correct answers

(e.g., as with multiple-choice test items). Recall items

tend not to provide any answers at all, as the test-taker

provides the correct answers to the items.

Bloom clearly acknowledged various forms of

knowledge that varied in level of abstractness, from

concrete facts to theories and abstract structures. First,

there is knowledge of specifics, including terminology

and specific facts. Second, there is knowledge of ways

and means of dealing with specifics, including con-

ventions, trends and sequences, classifications and

categories, criteria, and methodology, Third, there is

knowledge of the universals and abstractions in a field,

including (a) principles and generalizations and (b) the-

ories and structures. An example of a knowledge

objective is ‘‘to know the state where New York City

is located.’’

The second category of educational objectives is

comprehension, which comprises three types of behav-

ior. The first type is translation, which means to trans-

form a communication that is in one form (e.g.,

a statement in a language, such as English) into a com-

parable communication that is in another form (e.g., an

equivalent statement in a language, such as Spanish).

An example of a translation objective is ‘‘to graph on

graph paper the equation x2 + y2 = 9:’’ The second

type of comprehension behavior is interpretation,

which means to formulate a restatement of a communi-

cation into another communication. An example of

an interpretation objective is ‘‘to summarize a short

story.’’ The third type of comprehension behavior is

extrapolation, which means to make a prediction or to

infer an implication or a consequence from a consider-

ation of some statement or communication. An exam-

ple of an extrapolation objective is ‘‘to predict the

consequences of implementing a policy of free college

tuition for all legal residents.’’

The third category of educational objectives is

application. Application refers to using a rule, a princi-

ple, or a concept to solve a problem. An example of

an application objective is ‘‘to solve a distance prob-

lem with the use of the Pythagorean theorem.’’

The fourth category of educational objectives is

analysis. To Bloom, analysis is ‘‘the breakdown of

the material into its constituent parts and detection of

the relationships of the parts and of the way they are

organized’’ (Bloom, 1956, p. 144). There are three

types of analysis behaviors. The first type is the analy-

sis of elements, which refers to breaking down a com-

munication into its constituent parts and identifying

the elements of the communication. The second type

is the analysis of relationships, which refers to deter-

mining the relationships among the elements in a

communication. The third type is the analysis of

organizational elements, which refers to inferring the

organizational principles underlying a communication

(e.g., the author’s purpose, point of view, or attitude).
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An example of an analysis objective is ‘‘to infer the

view of technology of Mary Shelley in her classic

novel Frankenstein.’’

The fifth category of educational objectives is syn-

thesis. To Bloom, synthesis is ‘‘putting together of

elements and parts so as to form a whole’’ (Bloom,

1956, p. 162). Synthesis may be viewed as the com-

plement to, and opposite of, analysis.

The products of synthesis behavior fall into three

classes: (1) a unique communication, such as a poem

or a short story; (2) a plan or proposed set of opera-

tions, such as a recipe for how to make use of green

pepper slices and pomegranate berries in the same

dish; and (3) a set of abstract relations, such as a set

of principles for living that interrelate health, a high

quality of life, and a limited budget. An example of

a synthesis behavior is ‘‘to prove the Pythagorean

theorem.’’

The sixth and final category of educational objec-

tives is evaluation. To Bloom, evaluation is ‘‘defined

as the making of judgments about the value, for some

purpose, of ideas, works, solutions, methods, material,

etc. It involves the use of criteria as well as standards

for appraising the extent to which particulars are accu-

rate, effective, economical, or satisfying’’ (Bloom,

1956, p. 185). The judgments involved in evaluation

are based on internal evidence or external criteria.

The evaluation of material based on internal evi-

dence addresses features such as ‘‘logical accuracy,

consistency, and other internal criteria’’ (Bloom,

1956, p. 188). The evaluation of material based on

external criteria makes use of criteria formulated by

experts in disciplines or models of excellence in dis-

ciplines. An example of an evaluation instructional

objective is ‘‘to evaluate critically the view of immi-

gration policy suggested in a newspaper editorial.’’

Knowledge and comprehension are lower-level cog-

nitive objectives, and application, analysis, synthesis,

and evaluation are higher-level cognitive objectives.

These cognitive objectives form a hierarchy, with

knowledge being the objective prerequisite to all other

cognitive objectives and evaluation being the objective

to which all other cognitive objectives are prerequisite.

Bloom’s Taxonomy has informed the writing of

achievement test items and the design of instruc-

tional programs for decades. It has also inspired sub-

sequent commentaries such as volumes by Lorin W.

Anderson and Lauren A. Sosniak, Anderson and David

Krathwohl, and Robert Marzano and Thomas Guskey.

Bloom’s Taxonomy will likely continue to inform

educational practice and research in educational

psychology.

William M. Bart

See also Assessment; Curriculum Development; Evaluation;

Goals; Testing
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BRAIN-RELEVANT EDUCATION

Brain-relevant education refers to a relatively new

perspective on learning influenced by an abundance

of new data emerging from the study of the brain.

The term itself—brain-relevant education, sometimes

referred to as brain-based learning—garners criticism

by some, who contend that all education relates to, or

is based in, the brain. From this perspective, the term

may seem pretentious or irrelevant. To others, how-

ever, and perhaps the majority, brain-relevant educa-

tion connotes a biological approach to learning. This

contrasts with a more traditional position favoring

psychological or behavioral emphases.

Other synonymous terms include education-related

brain science, educational brain science, and educa-

tional neuroscience. Each draws attention to how the

brain learns but with particular focus on the biology of

learning. This entry uses these terms interchangeably.

Still other similar terms—neuropsychology and bio-

logical psychology—relate neuroscience with psychol-

ogy more specifically. These subsets of psychology

also deal with behavioral oddities and complications

resulting from abnormalities in brain structure and

function as well as conditioned responses.
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The following sections provide a metaview on

evolving interest in brain study, relevance of brain

science to education, historical background, pertinent

philosophical context, themes emerging from brain-

relevant education, and pedagogical implications issu-

ing from studies of the brain.

Focus on the Brain

Proclaimed as the decade of the brain by the U.S. gov-

ernment, the 1990s played a significant role in drawing

attention to the science of cognition. New technology

allowed study of the brain in ways not available or

practical previously. This technology now makes it

possible to see the brain as it functions—an advantage

not available in earlier years when study of the human

brain was limited to cadaver dissection, on the one

hand, and speculation based on interpretation of behav-

ior, on the other.

Methods now commonly used to study live brain

anatomy and function include the following tech-

niques and technologies as described by James Kalat.

Imaging of Brain Structure

Computerized Axial Tomography
(CT or CAT scan)

In this technique dye injected into the bloodstream

creates viewable contrast as x-rays pass through the

brain during the scanning process. Resulting photo-

graphs can depict structural abnormalities. As this

technique utilizes dye injection for contrast, it is clas-

sified as invasive.

Magnetic Resonance Imaging (MRI)

This technique applies a strong magnetic field—

25,000 times stronger than Earth’s magnetic field—in

short, repetitive, staccato-like spurts as the subject

being imaged passes through a circular tube. Atoms

respond to the on–off spurts of magnetism in ways

that allow the technology to create images of struc-

tures in the brain.

Imaging of Brain Structure and Activity

Electroencephalography (EEG)

By placing electrodes at various locations on the

scalp, this technology records electrical activity

within the brain. Physicians often provide a sensory

stimulus—termed evoked potentials or evoked

responses—to record differences in brain function

as a result of the stimulation. This imaging provides

approximate location of activity—within about

a centimeter of space.

Magnetoencephalography (MEG)

Though similar to EEG, this technique differs in

that it measures magnetic fields produced faintly in

brain function. This process allows the advantage of

observing a given effect in the brain as it travels—

somewhat as a wave does on water.

Positron-Emission Tomography (PET)

This technique offers the advantage of high-

definition imaging with the added feature of showing

hotspots of activity in a live brain. This technique is

more invasive that some other brain imaging technolo-

gies because it involves injecting chemicals containing

radioactive atoms. This fact imposes limitations on the

frequency of using this procedure.

Functional Magnetic
Resonance Imaging (fMRI)

Similar to MRI, this technique differs in that it

detects brain activity based on the presence of oxygen

carried by hemoglobin. Both structural and functional

imaging result from this procedure.

Fascination with the brain continues well beyond

the initial interest stimulated by data revealed with

these revolutionary imaging techniques. This is evi-

denced in how often major news media feature books,

articles, and information on the brain. As indicated by

attendance at professional conference sessions on the

brain and learning and sales of books on this topic,

the brain also intrigues educators.

A Question of Brain
Relevance in Education

This barrage of brain-related information offers valu-

able data on the structure and function of the brain.

But, is this information relevant to educational practice?

Some question the legitimacy of linking brain science

to education. John T. Bruer, president of the James S.

McDonnell Foundation, is one such individual. The

span between brain science and education requires ‘‘a
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bridge too far,’’ he suggests. Bruer bases this judgment

on the risk of inappropriate application of information.

A little knowledge about a highly complex organ can

easily be oversimplified or misused, especially in the

current climate of eagerness and intrigue with the brain.

Others assume a different stance, however. They

argue that of all professions, teachers shape brains

more significantly than does any other profession.

This shaping of the future, they contend, merits legiti-

macy for teachers to better understand the organ they

purposefully influence. Accordingly, many books and

much focus on translating neuroscience for educators

now exist to guide teachers.

One example is the work of Case Western Reserve

University’s James Zull. In his book The Art of

Changing the Brain: Enriching the Practice of Teach-

ing by Exploring the Biology of Learning, Zull

explains how neural plasticity—the brain’s ability to

change and grow with experience—is directly influ-

enced by the quality of what goes on in the classroom.

He illustrates how the dendrites of neuron cells in the

brain show growth after just 15 minutes of cognitive

stimulation. Zull links brain processing to learning

theory and further substantiates the need for teachers

to gain an understanding of the science of cognition.

A metaview such as Zull’s aids in constructing

a base of knowledge to promote appropriate applica-

tions of science to education. Yet, an inherent question

merits consideration: Who determines which authors

are reputable for providing guidance and relating this

type of information to classroom practice?

The absence of brain science curricula in teacher

education creates possibilities for ‘‘educational huck-

sters’’ to capitalize on this lack of knowledge, accord-

ing to Robert Sylwester. Early in the emergence of

educational brain science focus, Sylwester, one of the

first university professors to provide teacher guidance

in this area, drew attention to the need for scholarly

focus on education-related brain science.

Citing previous vulnerability to ‘‘pseudoscientific

fads, generalizations, and programs,’’ such as right

brain/left brain focus that exaggerated the conclusions

of research findings, Sylwester cautioned against

potential misuse of scientific data. Without sufficient

training of teachers to prudently align brain science

with classroom practice, he warned, the general public

may become as well or better informed on this topic

than are teachers themselves.

In spite of this and similar counsel, teacher educa-

tion programs have not readily moved to include

brain-relevant curricula in teacher training. A major

reason for this is the lack of instructors trained to

appropriately merge brain science with education.

The next section describes progress toward this goal.

Historical Background

University of California, Berkeley

Marian Diamond, from the University of California,

Berkeley (UCB), was one of the first pioneers in

merging brain science with education. Though

a teaching professor at UCB, Diamond is primarily

a scientist—a world-renowned neuroanatomist—

more than a trained educator. Even so, in the early

1980s at UCB’s Lawrence Hall of Science, she and

colleagues developed a massive interactive museum

display on the brain to educate students and teachers.

Busloads of children from California and beyond

traveled to this site to learn more about the most

complex entity in the universe—the human brain. To

further extend this educational support, Diamond and

Janet Hopson later wrote a book titled Magic Trees

of the Mind: How to Nurture Your Child’s Intelli-

gence, Creativity, and Healthy Emotions From Birth

Through Adolescence.

Association for Supervision
and Curriculum Development

Influence of Diamond and others, along with

technological advances in neuroscience, continued to

make knowledge about the brain more comprehensi-

ble to the general public. Subsequently, both high

interest in brain science and a perceived need to relate

this new information to classroom practice provided

impetus for new direction in professional develop-

ment for education. The Association for Supervision

and Curriculum Development (ASCD), a professional

organization for teachers and school administrators,

turned its attention to the brain and learning.

At ASCD conventions, sessions on education and

the brain soared in popularity. In response, ASCD

published related books. One of their first publications

was Renate Caine and Geoffrey Caine’s Making Con-

nections: Teaching and the Human Brain, published

in 1991. About 6 years later, another of ASCD’s pub-

lished books became a bestseller and remained so for

many years—Eric Jensen’s Teaching With the Brain

in Mind. This book maintained a high profile of

Brain-Relevant Education 113



popularity with K–12 teachers because it made infor-

mation about the brain understandable for those with

little background in neuroscience. Others, however,

responded less enthusiastically to this book and drew

attention to its lack of research references supporting

claims and inferences. Still, this book played a seminal

role in informing teachers about basic concepts of

brain science and providing ideas for creating brain-

friendly classrooms.

Learning Brain Expo

Keen to the urgency and need for more informa-

tion for classroom practice, Jensen produced other

books, provided intensive teacher training sessions,

and organized professional conventions called Learn-

ing Brain Expo. These 4-day conferences in various

locations throughout the United States and beyond

continue to attract teachers’ attention today. Featuring

presentations by scholarly researchers as well as

effective classroom practitioners, the conferences

focus on classroom efficacy.

Harvard University’s
Graduate School of Education

About the same time Jensen’s efforts gained popu-

larity among educators, Harvard University’s Gradu-

ate School of Education (HUGSE) began a program

called Mind, Brain and Education (MBE). To extend

the mission of this initiative, HUGSE invited key

individuals—from national and international institutes

of higher education—to meet at Harvard in groups of

70 for week-long sessions during the summer season.

These interactive, collaborative meetings not only

provided a certain degree of calibration for educator

emphasis on brain science but also spawned a network

of professionals to actively promote this focus in

teacher training both in North America and abroad.

This endeavor heavily emphasized a scholarly, theo-

retical, and research-based approach to education-

related brain science.

Learning and the Brain Conferences

Carrying forward a scholarly emphasis, Learning

and the Brain conferences developed as a joint ven-

ture between Public Information Resources, Inc., the

Kosik Neurobiology Lab at Harvard Medical School

(now at the University of California, Santa Barbara),

and the MBE program at HUGSE. These conferences

feature a distinguished faculty of professors, neuro-

scientists, and researchers who offer dynamic perspec-

tives on the brain and learning. This venture also

provides member benefits in an organization called

the Learning and the Brain Society.

Whereas the Jensen Learning Brain Expos tended

to be located on the West Coast of the United States,

the Harvard collaboration focused on East Coast

offerings—in the Boston/Cambridge, Massachusetts,

area or at the National Institutes of Health in the

Washington, D.C., area. Currently, both of these con-

ferences convene on both coasts of the United States

and beyond.

International Mind,
Brain and Education Society

Another professional society also spawned from

this Harvard collaboration. Kurt Fischer and Marc

Schwartz, along with others affiliated with the

HUGSE’s MBE program, formalized their affiliations

by establishing the International Mind, Brain and

Education Society (IMBES). Aimed at promoting

research and scholarly dialogue, this organization

offers a refereed journal and newsletter, book reviews,

conferences, and other member benefits.

A metaview on brain-relevant education suggests

that a tension exists between those whose main

focus is research/psychology/learning theory and

those who emphasize practical aspects of educa-

tional brain science. On the premise that dis-

equilibration is vital in warding off rigidity and

stasis—not just in biology, but in education as

well—this tension between theory and practice pro-

vides benefit in promoting active dialogue and for-

ward progress. The next section offers additional

rationale for this perspective.

Philosophical Metaperspective

Many voices speak about the brain and learning—

from macro- and micro-levels of interpretation and

from holistic perspective. Philosophical tensions have

much to do with what these voices say.

Macro-intersystemic voices tend to describe brain

activity as a phenomenon of its environment. They

speak of inferred brain activity based on observable

evidence of brain activity in behavior and brain mal-

function, movement, and language.
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Metacognition and abstract analysis typify this per-

spective on the brain. Proponents of this perspective

often describe the brain in cause-and-effect terms and

metaphoric analogies such as computer hardware and

software. Voices in this category tend to be those of

cognitive psychologists, linguists, physical anthropol-

ogists, philosophers, artificial intelligence experts, and

neuropsychologists.

On the other hand, micro-intrasystemic voices

reflect on the brain by studying brain activity from

within the human unit. They describe cells, mole-

cules, amino acids, neurochemicals, and smaller cellu-

lar systems within more complex systems. This

perspective focuses heavily on quantification or mea-

surement of brain activity. Voices in this category

tend to be those of neuroscientists, neuroanatomists,

neurophysiologists, and neurochemists.

The graphic in Figure 1 depicts the educator’s rela-

tionship to these two categories of specialists.

Typically, educators are not trained as specialists

in behavioral or biological sciences. Yet, societal pres-

sures call for more focus on the brain in education—or

the science of education. To date, however, state and

federal departments of education have not taken action

to infuse teacher training with this burgeoning body of

new information.

Reductionist Versus Constructivist

Added to this lack of professional training is

another layer of involvement—one implied previously

in regard to the tension between two foci: theory/

research and classroom practice. Much of the tension

here results from two varying perspectives—one

favoring a reduced, fragmented, controlled, linear,

measurable emphasis and the other honoring a holistic,

qualitative, naturally represented reality. Though sel-

dom articulated, this tension is strong in the realm of

education-related brain science.

A Newtonian–Cartesian mind-set—the

philosophical perspective that tends to

admit to reality only measurable evidence

that has undergone the process of reduc-

tionistic examination—continues to be

the heavyweight champion today in the

sciences and in educational psychology

and philosophy. The No Child Left Behind

(NCLB) initiative demonstrates the strength

of this influence. Before NCLB, construc-

tivist processing and learning commanded

a respectable position in bureaucratic func-

tion. However, NCLB quickly returned the

pendulum’s swing to a more controlled

and quantitative position on assessment and

instruction.

This position promotes the value of

direct instruction and controlled curricula,

as opposed to nurturing creativity and

allowing the student to share the role of the

teacher and to be in charge of his or her

own learning at least some of the time.

According to Zull, movement is cognition

expressed, and that movement is most

meaningful cognitively when it stems from

intrinsic drive—a personal desire from within

to learn.

Proponents of brain-relevant education

recognize the value of both quantitative

and qualitative perspectives in research to

Voices on the Brain
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Figure 1 Voices on the Brain

Source: Copyright 2001 Linda Bryant Caviness. No duplication without permission.

Note: This graph depicts varying perspectives on the brain.
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better understand the brain and learning. They value

behaviorist and constructivist contexts. Too much

weight on either of these dualistic positions diminishes

valuable tension that prevents debilitating stasis. This

same need for equalized tension represents itself in the

following relationships with regard to the brain and

learning:

• Nature Versus Nurture
• Passive Reflection Versus Active Processing
• Extrinsic Drive Versus Intrinsic Motivation
• Concrete Thought Versus Abstract Thought
• Skills Versus Creativity
• Objectivity Versus Subjectivity
• Control Versus Freedom
• Specialization Versus Holism

Education-Related
Brain Science Themes

A conclusive finding in the study of the brain reveals

that the brain functions symbiotically. Linear proces-

sing certainly occurs throughout the brain, but many of

these linear processes happen simultaneously. Inter-

connectivity defines brain function.

This principle reveals itself in themes surfacing

in brain-relevant education. These emerging themes

suggest that learning is best facilitated with holistic

nurture that equally honors mental, physical, and

emotional/social/spiritual stimulation. These themes

include, but are not limited to, the following:

Body and Mind. Body and mind are integrally related

in all life processes, including the ability to learn, and

the heart is surfacing as a significant player in this

dynamic relationship.

Senses. Learning is a multisensorial, integrated pro-

cess, which involves the body and brain, not just the

brain alone.

Exercise and Movement. Physical exercise and move-

ment empower learning by promoting oxygen

exchange and vitalization of various physiological

processes.

Health Habits. Health habits (nutrition, fresh air, sun-

shine, exercise, water intake, rest, low stress levels,

moderation, and regularity) profoundly influence the

brain, its development, and its ability to learn.

Emotions and Neurochemistry. Emotions and neuro-

chemistry facilitate and transact mental processes and

bodily functions as they aid information transfer and cre-

ate mental states through repetitious disequilibrations—

moving from balance to imbalance repeatedly by means

of electrochemical exchange.

Music and the Arts. Music and the arts facilitate brain

development and maintenance through highly integra-

tive stimulation.

Attention. The brain’s attention—how it is gained and

maintained—is driven by sensorial intake, physiologi-

cal factors, levels of motivation, memories, and degree

of novelty perceived in relation to prior knowledge.

Social Influences. Sensory input from community and

environment promotes brain development and stimu-

lates the expression of genetic proclivity.

Plasticity and Enrichment. Areas of the brain are plas-

tic and capable of changing or growing with varying

levels of nurture and environmental influence.

Stages of Development. Brain development stages

create optimal times—often referred to as critical

periods—for particular learning opportunities.

Language. Language shapes the brain, thinking, and

culture.

Making Meaning. Learning involves making connec-

tions within complex neural and chemical networks,

and relating new knowledge to prior knowledge is how

the brain constructs meaning.

Individualism. The learner is a complex, unique indi-

vidual, and each brain is uniquely different and

functional.

Motivation. When intrinsic motivation drives the

learner, the brain can and does create its own rewards;

however, though extrinsic motivation tends to promote

skills development, it can lessen creativity if the brain

is not allowed also to be in charge of its own learning.

Memory. Rather than being a discrete, singular skill in

a particular area of the brain, memory is a process sub-

ject to constant neurochemical change as a result of

changing stimuli and emotional states; furthermore,

memory can develop in various locations and organs

within the brain and body.

Theme Connectivity

Figure 2 illustrates further the symbiotic nature

of brain function as mentioned previously. Placing

each of the themes (listed previously) around the

exterior of a circle and drawing lines from each

theme to other connected themes demonstrates
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integral connectivity—much like the dynamic con-

nectivity now known to exist among cells, systems,

and subsystems of the brain itself. This interrelated-

ness may provide insight for better understanding of

the importance of creating multidisciplinary and

integrated learning environments.

Holistic Brain Nurture

Throughout much of the professional literature on

brain-relevant education, writers reiterate a major con-

cept: The brain thrives with nurture that honors balance

among mental, physical, and social/emotional/spiritual

stimulation. Linda Bryant Caviness postulates that this

triad emphasis of mental, physical, and spiritual func-

tion actually defines the structure and physiological

operation of the brain and body and its constituent

parts in fractal-like fashion. Mental, physical, and spiri-

tual functions together constitute a whole. To separate

out one aspect of the human wholeness as more impor-

tant than others disregards the integrity that defines the

human brain and distinguishes it above other animal

forms.

Traditionally, however, education has favored empha-

sis on mental nurture. Schools and school systems often

cut physical education and the arts first when budgets

undergo cost reduction. Though education often claims

to honor holistic mental, physical, and spiritual nurtur-

ing, in actuality a philosophical perspective that favors

reduced, fragmented, linear conceptualization drives the

decisions that shape pedagogical practice. Brain-relevant

education exposes this dualistic reality.
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Figure 2 Theme Connectivity
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The science of heart–brain connections now

contributes to brain-relevant education. This research

reveals an intimate relationship between heart and

brain. Now described as a sensory organ with a little

brain of its own, the heart significantly influences the

quality of cognition. Recognizing the need to better

understand this dynamic relationship, Ohio’s Cleve-

land Clinic recently received $17.3 million to estab-

lish the Earl and Doris Bakken Heart-Brain Research

Institute. These new data further contribute to the

importance of education that is holistic.

Brain-Friendly
Teaching and Learning

Howard Gardner’s multiple intelligences, Daniel

Goleman’s emotional intelligence, Mihalyi Csikszent-

mihalyi’s flow concept, and others all contribute to

current knowledge about teaching and learning. Edu-

cators in the classroom, however, seek a particular

model or schema to guide them while under the pres-

sure of classroom practice. They desire a plan that

combines the advantages of multiple learning theories

as well as the knowledge gained from study of the

brain.

One model that closely matches these expectations

is Bernice McCarthy’s 4MAT model for teaching and

learning. This easy-to-remember plan is designed to

honor three major tensions: active and passive proces-

sing, concrete and abstract conceptualization, and

extrinsic and intrinsic motivation. Four major steps

help teachers hold themselves accountable in respect-

ing brain-friendly learning.

Step 1 helps students connect with prior knowledge

and to examine what they already know or don’t

know. Here, the teacher engages student interest by

fostering curiosity.

Step 2 provides opportunity for teachers to model

and define the new concept didactically. Visual aids,

demonstrations, and textual exposure help to intro-

duce this content.

Step 3 allows students to physically experiment

with the new concept under teacher guidance. This

prevents internalization of erroneous information.

This step also provides time for students to begin to

extend the new concept to their own context.

Step 4 encourages students to refine their extended

application through peer feedback before they teach

their creative extension to others. As teachers swap

roles with the students, they can easily determine how

well students internalized the new concept.

McCarthy’s model aligns well with Zull’s explana-

tion of how information is processed throughout the

brain. Sensory data travel from brain stem to limbic

area and on to the cortex. In the cortex of the brain,

where conscious thought or higher order thinking

takes place, information moves from sensory integra-

tion to conceptual integration and finally to motor

integration. Similarly, McCarthy’s model connects with

the student’s context socially/emotionally/spiritually,

then promotes new conceptualization, and finally

involves the student physically and creatively in real-life

applications.

Knowledge about teaching and learning continues

to develop. Brain-relevant education has only begun

to add to the base of knowledge accumulated over

many years of focus on behavior. In good faith it will

continue to expand our understanding of human

potential and the challenge of its nurture.

Linda Bryant Caviness

See also Malnutrition and Development; Maturation;

Neuroscience
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BULLYING

Bullying can be defined as consistent, purposeful neg-

ative behavior that is directed toward another individ-

ual or the persistent abuse of power, which is

perpetrated by children and adolescents against their

more vulnerable peers. It can take many forms includ-

ing physical, verbal, and social aggression and is

a prevalent part of school life that can have serious,

detrimental effects on those who are involved. It can

also occur among adults in workplace settings.

Although girls and boys are equally likely to be

involved in bullying, girls are more likely than boys

to use social aggression. Bullies themselves are often

quick tempered and may target their victims simply

for fun or because they often have many witnesses,

including teachers, and can gain a great deal of status

from engaging in this type of behavior. This implicit

sanctioning of bullying helps to create an unsafe envi-

ronment. Intervention and prevention programs that

are targeted at the whole school are considered to be

the most effective in reducing levels of bullying.

Bullying includes physical aggression (e.g., hitting,

kicking, and aggressive gestures) and verbal aggression

(e.g., threats, insults, and mocking). Other forms of

social manipulation that are directed at undermining

the individual’s social standing (e.g., spreading dis-

tasteful rumors) can also constitute a form of bullying.

Bullying is distinguished from more general aggres-

sion by the nature of the relationship between the bully

(also referred to as the perpetrator) and the target (also

referred to as the victim). In this relationship, the bully

is usually seen as a more powerful individual or as part

of a more powerful group. The victim, in contrast, is

usually seen as weaker or different and hence vulnera-

ble. Power and vulnerability in this context does not

necessarily refer to physical strength but can refer to

a number of physical and personal attributes.

Bullying has most often been studied and consid-

ered within the school context, although recently there

has been interest in workplace bullying. Thus, the

issue of bullying is relevant to educational psycholo-

gists working in school and vocational settings. In the

school context, the educational psychologist has the

responsibility of ensuring that children are safe at

school and that bullying behavior is detected, reduced,

and prevented. Ensuring the safety of children and

young adults is important not only from a legal stand-

point but also from a humanist standpoint. According

to Abraham Maslow, two of our basic human needs

are safety and a sense of belonging or connection. If

an individual is threatened by a bully, then his or her

sense of safety can be undermined. Furthermore, vic-

tims of bullying are unlikely to feel connected to their

school, classroom, or peers. Without this sense of

belonging or connection, victims of bullying will have

difficulty focusing their attention on learning.

The educational psychologist can work with col-

leagues to ensure all personnel and students are aware

that bullying is unacceptable and are able to identify

and report instances of bullying. Part of the role of the

educational psychologist is to ensure a school climate

in which bullying is not acceptable. When bullying has

been detected or reported, the educational psychologist

can design interventions to stop bullying by interven-

ing directly on the behavior of both the bully and

victim. Strategies to prevent bullying can also be

designed and implemented at the whole school level.

A similar array of bullying behaviors that are seen

in schools and vocational settings are also found in

the workplace. However, workplace bullying often is

more subtle than the overt acts of aggression observed

in schools. For educational psychologists who are

working with organizations, a similar set of principles

should underpin their ability to intervene and prevent

this sort of behavior; a detailed account of workplace

bullying is beyond the scope of this entry, however.

It is important to distinguish bullying from other

types of negative or aggressive behavior that is directed

toward others. In addition to the power imbalance, bully-

ing, by definition, refers to behaviors that are inten-

tional, are persistent, and may involve an accumulation

of incidents. Although violent or hostile behavior is

similar to bullying, it can be a one-time event, and the
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victims may be randomly chosen. Bullying, in contrast,

is characterized by a persistent pattern of ongoing neg-

ative behavior directed at one or more specific targets

or victims.

Harassment and teasing are other terms that are

related to bullying. The former is often used with refer-

ence to sexual harassment; similar to other bullying

behavior, harassment frequently is an ongoing behavior

acted out against a particular target. When referring to

the school context, sexual harassment can be subsumed

under the heading of gender-based bullying. Teasing

refers to a broad range of behaviors. At one end of

the spectrum, teasing can be light-hearted banter

between friends; however, the nature of the relation-

ship between the individuals usually distinguishes teas-

ing from bullying. If there is a clear power differential,

the line between teasing and bullying can become

unclear, especially when the teasing is persistent, one-

way, and akin to mockery.

Forms of Bullying

The most obvious forms of bullying behavior are

those that involve physical aggression, which may be

minor or may lead to severe physical injuries or dis-

figurement. As with any sustained assault, bullying

may result in psychological trauma for the victim.

Other forms of bullying behavior may be verbal in

nature and can include name-calling, threats of physi-

cal aggression, and hostile teasing. Similar to physical

bullying, verbal bullying also has the potential to have

a negative psychological impact on the victim. The

final category of bullying behavior includes more

indirect forms that are designed to socially exclude

the victim or damage the individual’s social standing

by changing the peer group’s perception of the victim.

These forms of behavior may be overt and include

negative body language such as turning away, staring,

and eye rolling. They may also include verbal or writ-

ten comments that ostracize the individual from his or

her social world. This destructive social behavior

can include the manipulating friendship groups, pub-

licly sharing confidential information, or spreading

unpleasant rumors so that the individual is socially

excluded from his or her peers. Some aspects of this

later form of social aggression have also been referred

to as relational aggression.

It is important to note that often an individual may

be subjected to both overt and covert forms of bully-

ing, and the lines between the two types can become

blurred, particularly when the behavior is not physical.

Furthermore, if the bullying is covert, the perpetrator

may remain unknown to the victim; this situation can

result in further psychological trauma for the victim.

Bullying in Context

Physical and verbal bullying behavior can occur on

the playground, lunchroom, before and after school

(e.g., on the bus or near the school entrance), at school

camps, or during school excursions. For high school

students, the bullying may occur in hallways during

the transition between classes. Although bullying usu-

ally occurs out of the teacher’s sight, more subtle but

direct behaviors may occur within classrooms in front

of teachers. These behaviors may include social exclu-

sion and the use of negative body language or other

comments and actions. In the presence of the teacher

some of these may be disguised as ‘‘teasing’’ or as

‘‘an accident’’ (e.g., tripping an individual, leaving

something unpleasant on a child’s seat).

Over the past decade, the nature of bullying has

begun to change with the increased use of technology.

For example, computers and the use of the Internet

are a common part of school life in most developed

countries. The use of Internet connections at home

and the increased use of mobile phones by children

and adolescents (including text-messaging) have

resulted in targets being more accessible to bullies

virtually 24 hours a day, 7 days a week. Not only are

victims more accessible now, but the perpetrators are

better able to remain anonymous. Whereas tradition-

ally an anonymous note or phone call would have

been the only option, perpetrators are now able to use

text messages and unidentifiable e-mail addresses to

ensure their anonymity.

Children Who Are Bullied

Victims of bullying are often cautious children who

appear vulnerable, anxious, and lacking in confidence.

Children also may be targeted simply because they are

new to a school or neighborhood, have few friends,

and are not obviously a part of any social group. In

addition, children may be targeted for any number of

seemingly innocuous reasons. For example, they may

be wearing the wrong clothes, be overweight, seem

weak, or be too tall or too short. Bullies may also focus

on an individual’s religious affiliation, ethnicity, race,

or socioeconomic status. Individuals may also be
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bullied because of their sexual orientation. However,

there is some evidence to suggest that the cultural and

social context will have a significant impact on the rel-

ative prevalence of bullying based on these factors.

Whether the abuse is directed at a particular individual

or not, oftentimes the climate or atmosphere of hostility

toward individuals who are GLBT (i.e., gay, lesbian,

bisexual, or transgendered) is likely to be apparent

within a class or school context because derogatory

terms can permeate the classroom language.

Gender-based bullying refers to bullying behavior

that is targeted toward an individual because of his or

her gender. Although this type of bullying has been

common in coeducational schools for some time, it is

only recently been considered as a form of bullying. It

can be directed at either girls or boys and may be

related to any aspect of the individual’s appearance,

interests, or behaviors that are counter to sex-role

expectations. For example, if a girl has a very short

haircut or if a boy wears a pastel shirt, each may

become a target of gender-based bullying. Also, if

a boy shows an interest in a nontraditional occupation,

such as dance, or a girl wants to participate in football,

each may be bullied about his or her choice. When the

bullying behavior has distinctive sexual overtones, it is

likely to be classified as a form of sexual harassment.

Although this type of bullying can occur to both boys

and girls at any stage of their development, it is more

likely to occur in adolescence and to girls who have

reached puberty earlier than their peers.

Another group of individuals who may be targeted

for bullying behavior are those who have some form

of disability, whether it is a physical disability, learn-

ing difficulty, intellectual disability, or social or emo-

tional disorder. Although the mainstreaming of all

individuals with disabilities has had many positive

outcomes and is considered, in most circumstances, to

be best practice, there have also been some costs. In

particular, individuals with disabilities may become

targets for bullying, particularly if the school or class-

room teacher has not engaged in any diversity training

or instruction. For some individuals, particularly those

who have intellectual disabilities, not only is their

ability to defend themselves limited but they are also

less likely to have any allies within the school.

According to a report commissioned by the Ameri-

can Medical Association, some of the strategies vic-

tims employ to cope with the bullying include

enduring the bullying, reporting the incident to school

personnel or a family member, seeking revenge,

retaliating, finding allies, or ignoring the bullying.

Often, however, the bullying goes unreported; less than

a quarter of bullying incidents are reported to an adult,

according to the American Medical Association.

Identifying Bullies

Although not all children engage in bullying behavior,

the typical bully is not easily distinguishable from

peers. That is, boys and girls from all socioeconomic

backgrounds, religious affiliations, cultures, sexual

orientations, and abilities have the potential to engage

in bullying behavior at some point in their lives. How-

ever, according to a report written by Dan Olweus

and colleagues, it appears that there are a number of

individual, peer, family, school, and community fac-

tors that contribute to the likelihood that a person will

engage in bullying behaviors. In particular, children

who are easily angered, are impulsive, view violence

in a positive way, and have low levels of empathy

toward others are at risk for bullying. Other risk fac-

tors include low levels of parental warmth, permissive

parenting, and harsh discipline. Within the school

environment, peers can play a significant role if they

have similar views to the child with regard to the

acceptance of violence. Furthermore, a school culture

that accepts bullying and fails to closely monitor chil-

dren’s behavior can also be a contributing factor. It is

the interaction of these factors that puts a child at risk

for engaging in bullying behavior.

There is also evidence to suggest that some individ-

uals may engage in the behavior because they lack

social skills. Their social inadequacy results in an

inability to form appropriate relationships with the peer

group. This deficit in effective social communication

can have numerous causes, including modeling from

the home environment, where they may witness bully-

ing behavior between siblings or parental figures. How-

ever, the social skills deficit model has been questioned

because bullies who engage in social aggression appear

to have fairly sophisticated understandings of social

behavior. Thus, it appears that a lack of social skills

may be associated with some but not all bullies.

Contrary to popular belief, bullies are not necessar-

ily social outcasts; in fact, most have friends at school

and are very much a part of their peer group. They

often have a healthy self-esteem and can at times be

part of the ‘‘popular’’ crowd. Although this seems

somewhat counterintuitive, given that popular chil-

dren have traditionally been considered friendly,
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cooperative, and well liked, recent research in the

field of peer relations has highlighted that there is

a subset of popular individuals who are ‘‘popular but

not well liked.’’ That is, other members of the peer

group may hold these popular individuals in high

regard, but they also may recognize that these individ-

uals may be very socially aggressive so they do not

necessarily make desirable friends. For a small subset

of bullies, the cycle of victimization is continuous

because they are also victims of bullying. These

bully-victims are often quick tempered and try to

retaliate in a violent way and may then, in turn, bully

younger or weaker children. Similar to victims, bully-

victims are also at a high risk for internalizing disor-

ders such as anxiety and depression.

Reasons for Bullying

According to Ken Rigby there have been numerous

reasons put forth as to why some children and adoles-

cents engage in bullying behavior, including for fun,

for revenge, or because of peer group pressure. The

notion that bullying behavior is enjoyable has some

support in operant theory, which suggests that bullies

engage in this behavior because it is rewarding. The

behavior might also be shaped and maintained because

of the consequences of bullying. That is, bullies are

positively reinforced for their behavior because they

find it enjoyable or they are able to gain tangible

objects (e.g., money, food, or other desirable items the

target may be forced to relinquish). Furthermore, bul-

lies may gain positive reinforcement in the form of

attention from their peers, with the possible increase in

status within the peer group. It is also possible that bul-

lies may receive some personal satisfaction in intimi-

dating another individual, as it makes them feel more

powerful, particularly if they feel powerless or inade-

quate in other areas of their school or home life. Thus,

bullies may engage in the behavior to alleviate bore-

dom, to entertain themselves, or to distract themselves

from the more serious and difficult task of schoolwork.

The notion that some children bully because of

peer pressure or to entertain their peers highlights that

bystanders or witnesses can play a significant part in

bullying. Witnesses fall into a number of categories

of involvement, including those who (a) do not insti-

gate, but still take part in the bullying, (b) encourage

the behavior, (c) passively watch, or (d) overtly dis-

courage it or report the incident to adults. Whatever

their involvement, passive witnesses play a vital role,

as they make up the majority of the school environ-

ment. By failing to stand up for or defend a victim,

peer witnesses are implicitly condoning the behavior

and reinforcing the normality of the situation as well

as implying that it is somehow the victim’s fault. The

same applies for adult witnesses who may unwittingly

overlook bullying behavior or consider it to be a natu-

ral part of growing up and thereby provide tacit sup-

port to the bullies.

Consequences of Bullying

Although there is some evidence to suggest that not

all children who are victimized suffer long-term

effects of their experiences, those who are affected,

either as bullies or as victims of bullying, can suffer

significant repercussions with regard to their learning

outcomes, health, and socioemotional well-being. For

example, victims may suffer from low self-esteem,

loneliness, anxiety, and/or depression, all of which

may influence their immunity to illnesses. Victims are

more likely to suffer from stomachaches, headaches,

and suicide ideation; in extreme cases they may

engage in self-harm or suicide.

When victims’ mental health is compromised it can

have a significant influence on other aspects of school-

ing, including their relations with peers, academic

performance, and their willingness to engage in extra-

curricular activities. Victims are unlikely to feel safe,

and because they need a strong sense of security to

prosper at school, they may disengage from school. In

addition, victims may not have the coping skills or

social networks to defend themselves, which increases

their vulnerability. Victims of bullying may also engage

in externalizing behaviors, such as overt aggression, or

other risk-taking behaviors, such as increased drug and

alcohol consumption. There are also consequences of

bullying for the bullies themselves. They are at

increased risk for dropping out of school and are more

likely to engage in criminal activities as young adults.

Prevalence of Bullying

To determine the extent to which bullying occurs in

schools, a range of different measurement procedures

have been developed, including teacher reports, peer

nominations, phone-ins, interviews, and direct obser-

vations. The most commonly used measure of bully-

ing prevalence is through self-reports, which is the

method used in the pioneering work of Dan Olweus
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and his colleagues in Scandinavia in the 1970s.

Olweus’s large-scale studies of 150,000 schoolchil-

dren in Grades 1 through 9 found that 15% of chil-

dren reported being victims of bullying several times

during the previous 3- to 5-month period.

It appears that little has changed in the intervening

years with similar levels of victimization found in

countries such as the United States where a number

of surveys have found bullying rates hovering around

20%. However, there appears to be a developmental

progression both in the types of bullying used by chil-

dren and adolescents and in the prevalence of bully-

ing. Overall, the most frequently used form of

bullying for all children is verbal bullying. Children

become less physical as they get older and begin to

engage in more verbal and social forms of bullying.

In addition, there is a fairly consistent decrease in the

amount of bullying children experience (or at least

report) through the elementary grades. According to

a report by Tonja Nansel and her colleagues, bullying

rates appear to drop from 25% to 10% between the

sixth and tenth grades. However, there is evidence to

suggest that a resurgence of reported bullying inci-

dents occurs around times of transition, such as when

children are moving from elementary to secondary

school, where they are once again the youngest and

smallest members of the peer group.

Gender and Bullying

Although boys and girls are just as likely to engage in

bullying, some differences have been identified in

terms of the types and frequency of bullying. In par-

ticular, boys tend to bully more frequently than girls,

and boys are more likely to engage in physical and

verbal bullying behavior than are girls. Girls, in con-

trast, are more likely than boys to engage in social

bullying. In terms of victimization there are conflict-

ing findings, with some studies showing that girls and

boys are victimized at similar rates and others sug-

gesting boys are victimized more often than girls.

With regard to the targets of bullying, boys tend to

bully both girls and boys, whereas boys are usually

victimized only by other boys.

Intervention and Prevention

For many years bullying was considered by some

adults to be just a natural part of growing up and

something that children and adolescents had to

endure. However, over recent decades a sufficient

number of international reports highlighting the

potential effects of bullying on individuals’ mental

health—including the risk of suicide—have altered

this prevailing attitude. Today there is more recogni-

tion of the need to prevent and reduce bullying. To

intervene and ideally prevent bullying from occur-

ring, adults in schools need to be acutely aware of

the myriad forms of bullying. The accurate identifi-

cation of bullying has therefore been an important

issue for educators and school psychologists. It

appears that adults in schools tend to overestimate

their ability to intervene and address bullying. Stud-

ies have shown marked differences between stu-

dents’ and teachers’ perceptions of the effectiveness

of adult interventions.

Traditionally, the intervention strategy of choice

was to target the bully for punishment or rehabilita-

tion; however, this has been found to be an ineffective

method that can backfire on the victim because the

perpetrator may retaliate against the victim for report-

ing the incident. One attempt at rehabilitation is to

bring the perpetrators together to talk about their

behavior and to teach them alternatives to aggressive

behavior. However, the net effect is bullies may gain

some sense of power from this acknowledgment and

may also learn new bullying techniques from their

peers. Along similar lines, the victim has been tar-

geted for remedial work in the area of social skills

and coping strategies. Again, this approach alone is

usually insufficient to alleviate the problem because it

inadvertently places the blame on the victim.

When school systems, policies, and procedures are

not cognizant of the detrimental effects of bullying, it

is unlikely that the staff and students will take preven-

tion and intervention seriously. Therefore, the most

successful methods of prevention and intervention

are those based on a comprehensive whole-school

approach first proposed by Dan Olweus and collea-

gues. The Bullying Prevention Program has been used

across hundreds of schools worldwide and has proven

to be effective in reducing bullying. The basic premise

of the program is that bullying behavior has its roots

in the culture of the school, and if educators and par-

ents believe that children have a basic human right to

feel safe at school, then the school has a responsibility

to create that safe environment. This whole-school

approach requires a systematic commitment to chang-

ing the prevailing culture; to do so, it is necessary to

intervene at all levels in school by including the
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individual children, classmates, teachers, administra-

tion, and parents in all aspects of the program.

Vanessa A. Green

See also Aggression; Conflict; Emotional Intelligence;

Psychosocial Development; Risk Factors and

Development
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C
Creativity is a type of learning process where the teacher and pupil are located in the same individual.

—Arthur Koestler

CALCULATOR USE

Computers, four-function calculators, and graphing

calculators have assisted in the development of signif-

icant advances in the field of mathematics. For exam-

ple, the famous 4-color theorem went unsolved for

more than 100 years until 1976, when the calculation

and visualization powers of computers were utilized

to derive a mathematical proof. Advances in produc-

tion speed, manipulation, and representation of data

through the use of calculators and computers have

also benefited the field of statistics, including the spe-

cific area of educational statistics. Educational psy-

chology has taken advantage of these advancements

in product technologies to support research and theory

in the field, particularly in regard to these technolo-

gies’ abilities to support statistical computation and

manipulation.

Although the first desktop calculators were avail-

able in the 1960s, their commercial availability did not

emerge until the early 1970s. These early ‘‘four-

function’’ calculators were limited in scope in that

they were able to perform only the basic mathematical

operations of addition, subtraction, multiplication, and

division. In the late 1970s, companies such as Casio,

Hewlett-Packard, Sharp, and Texas Instruments began

to produce programmable calculators. These models

had small memory chips capable of storing a limited

number of preprogrammed algorithms, including

square root, exponents, and basic statistics. Some of

these models also allowed users to input basic com-

puter code and program their own algorithms.

In the early 1990s, graphing calculators greatly
expanded the user capabilities of the handheld devices.

The ability to compute fixed algorithms, represent
functions and data in multiple ways, and support sim-
ple computer codes, made the graphing calculator a

prime example of a product technology that allows for
an enormous amount of mathematical power, speed,
and visual representation. Graphing calculators readily

support the production and use of educational statis-
tics through the calculation of statistical tools such as
mean, standard deviation, and quartiles, allowing

researchers an efficient and thorough view of quantita-
tive data. However, educational psychologists have
extended the power of calculators beyond the comput-

ing of statistics. Graphing calculators can support statis-
tical research through plotting two-variable statistics;
looking for patterns in two-variable situations to deter-

mine an underlying model to interpolate or extrapolate;
and conducting various hypothesis-testing procedures,
including t-tests, regressions, and analysis of variance

(ANOVA).

To illustrate, let us suppose an instructor believes
that attendance is an important factor in student
motivation. A survey is given at the beginning of
the course to determine beginning motivation levels
(0–100 scale). The data are gathered, organized into
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a list, and entered into the calculator. Various statistics

can be quickly produced, including mean, standard

deviation, and quartile boundary values. These num-

bers provide a clear picture of students’ self-perception

of motivation levels at the beginning of the course. In

Figure 1, the middle column shows the mean (55.96)

and standard deviation (14.87), whereas the right-hand

column shows the five quartile values, including the

minimum (20), median (58), and maximum (77).

Although a four-function calculator could also pro-

duce these statistics, users would need to know the

algorithms for computing the statistics, and input the

quantities and operations in a lengthy, step-by-step

process for each one. The built-in algorithms available

in graphing calculators (or any calculator with these

preprogrammed functions) allow users to produce

these statistics quite easily.

Let us further suppose that, throughout the course,

instructors implement the curriculum and record the

students’ attendance. Student motivation is measured

again at the end of the course, and a new set of data

is gathered and organized into another list. Changes

in beginning and ending motivation levels could then

be computed quickly for each student, creating a third

list.

After entering the days present in class for each

student into a fourth list, the instructor can then

graph a scatterplot with days present as the inde-

pendent variable and change in motivation as the

dependent variable. With an appropriate viewing

window, instructors can see a graph of the scatter-

plot (see Figure 2). Instructors can look at residuals

to see if the model chosen is the most appropriate

(see Figure 3).

Once the most appropriate model is determined,

instructors can use it to predict attendance based on

motivation levels. This can be very helpful in design-

ing interventions for both student attendance and

motivation.

In the past 10 years, there has been relatively little

growth in the functional capacity of handheld calcula-

tors. Instead, a variety of communication, data stor-

age, and photographic technologies have emerged as

the choice of users of advanced handheld tools. Edu-

cational psychologists should look to the future to see

how the functional capacities of current calculators

will be incorporated into these emerging devices, and

the degree to which these new devices will have an

impact on the field.

David Slavit and Bill Kring

See also Descriptive Statistics; Inferential Statistics

EDIT CHLO TESTS 1-Var Stats 1-Var Stats
1: 1-Var Stats �x=55:962962296 "n=27
2: 2-Varr Stats

P
x=1511 minX=20

3: Med-Med
P

x2 =90527 Q1 =42
4: LinReg(ax+b) Sx =15:14921039 Med=58
5: QuadReg σx=14:86602261 Q3 =68
6: CubicReg #n=27 maxX=77
7# QuartReg

Figure 1 Students’ Self-Perception of Motivation Levels
at the Beginning of the Course

LinReg Plot1 Plot2 Plot3
y=ax+b \Y1=96630257959
a=.9663025796 56X+-67.70415988
b= −67.70415989 8448
r2=.5928709054 \Y2=
r=.7699811072 \Y3=

\Y4=
\Y5=

Figure 2 Scatterplot Graph

126 Calculator Use



Further Readings

Ball, G., & Flamm, B. (1997). The complete collector’s

guide to pocket calculators. Tustin, CA: Wilson/Barnett.

Kim, I. (1990). Handheld calculators: Functions at the fingertips.

Mechanical Engineering Magazine, 112(1), 56–62.

Maxfield, C., & Brown, A. (2005). The definitive guide to

how computers do math. San Francisco: Wiley.

Web Sites

Electronic Calculator History and Technology Museum:

http://www.classiccmp.org/calcmuseum/calc.htm

Vintage Calculators Web Museum:

http://www.vintagecalculators.com

CASE STUDIES

There are many different ways to study scientific phe-

nomena, and one of the defining factors is whether

the phenomenon, be it an individual (such as a child

in the third grade) or an institution (such as a corpora-

tion), is studied in groups or individually.

The case study approach is a method used to study

an individual, an institution, or any unique unit in a set-

ting in as intense and as detailed a manner as possible.

The word unique here is critical because the researcher

is as interested in the existing conditions surrounding

the object of study as much as the object of focus itself.

In other words, if one were to study an 8-year-old child

with a focus on her social development, one would,

of course, spend a great deal of time on the child’s

psychological, emotional, and physical well-being, but

also on her school relationships and the dynamics of

her family. Similarly, one would not study the XYZ

Widget Company by looking only at its profit-and-loss

statement, but also looking at employee relations, poli-

cies, and other practices as well.

Many readers may have heard the term case study

used before. The idea represents a major part of the

methodology that physicians use to collect and dissem-

inate information. The Journal of the American Medi-

cal Association, or JAMA (published weekly by the

American Medical Association), regularly offers case

studies of individuals whose conditions are so unusual

that their symptoms and treatment demand special

attention, and information about their cases needs to be

disseminated. Also, the Harvard Business School regu-

larly uses the case study model in its curriculum.

Physician-turned-psychologist Sigmund Freud pio-

neered the use of the case study in the development

of his psychoanalytic theory. His famous patient,

Anna O., and his detailed observations about her con-

dition led to the use of free association as a method in

the treatment of hysteria and other conditions. Also

notable is the work of Jean Marc Itard, one of the first

‘‘special educators,’’ and his case study description of

the wild boy of Aveyron, which was the basis for the

popular movie The Wild Child.

Advantages of the Case Study

Case studies offer several advantages over group stud-

ies of behavior, be it of an individual or an institution.

First, case studies focus on only one individual or

one thing (for example, a person or a school district),

and this allows close examination and the collection

of a great deal of detailed data that can be further ana-

lyzed. Case studies are often used in a clinical teach-

ing setting because of this advantage.

Second, because case studies encourage the use of

several different techniques, a more varied collection

of information becomes available. For example, per-

sonal observations, interviews, and other techniques

all shed light on the focus of the study.

Third, there is simply no way to get a richer account

of what is occurring than through a case study, which

is what Freud did in his early work. He certainly could

not have used a questionnaire to inquire about his

patients’ dreams, nor could he think to reach his level

of analysis through the use of anything other than

intensive scrutiny of the most seemingly minor details

concerning the way the mind functions. These data

helped contribute to his extraordinary insight into the

functioning of the human mind and the first accepted

stage theory of human development.

Figure 3 Residuals
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Fourth, case studies do not necessarily result in

hypotheses being tested, but they do suggest direc-

tions for further study.

Disadvantages of the Case Study

Although a major tool in the qualitative methods kit,

case studies do have shortcomings.

First, by their nature, they are limited in their gen-

eralizability. Studying one thing of anything does not

easily apply to other, similar cases, be they individ-

uals or institutions. The whole notion of a case study

is to focus on the individual—by definition, indicating

that individuals differ greatly from one another.

Second, although the case study model might

appear to be easy to do (only one subject, one school,

etc.), it turns out that this methodology is one of the

most time-consuming research methods. Data have to

be collected in a wide variety of settings and sources,

and under a wide variety of conditions, and rarely

is the choice available as to these settings and

conditions.

Third, data may accurately reflect what is observed,

but it is only one reality. Everyone comes to a given

situation with a bias, and researchers must try not to

let that bias interfere with the data collection and inter-

pretation processes. The conclusions that are drawn

based on case study science are based on a biased

view of what is happening.

Fourth, what case studies provide in depth, they

lose in breadth. Although they are extremely focused,

they are not nearly as comprehensive as other re-

search methods. As a result, case studies are appropri-

ate only if one wants to complete an in-depth study of

one type of phenomenon.

Finally, case studies do not at all lend themselves

to establishing any cause-and-effect links between

what is seen and the result. Although one can specu-

late, there is nothing in the case study approach that

allows such conclusions to be reached.

Case studies do, however, reveal a diversity and

richness of human behavior that is simply not accessi-

ble through any other method, but they have some

serious shortcomings that have to be considered in

investigations that scientists pursue.

Neil J. Salkind
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CERTIFICATION

In the world of education, certification generally refers

to the educational process by which future teachers

earn the required state credentials to (a) teach specific

subjects, (b) teach in specific areas, (c) teach specific

grade levels, or (d) perform educational administrative

functions in that state. This required teaching credential

is often referred to as a teaching license or a teaching

certificate depending on the term used by the depart-

ment of education of the state granting the credential.

Just as a driver’s license can be categorized by the type

of vehicle one is permitted to operate, so too, does

a teaching license or teaching certificate specify what

may be taught by the holder. Some certifications pro-

vide a license to teach specific subjects such as math,

science, French, English, and so on, or to teach in

specific grade levels or areas such as preschool, ele-

mentary (usually kindergarten to Grade 6), or special

education, which can cover all grade levels and/or

a specific need such as hearing impaired, gifted, and so

on. There are also separate certificates for administra-

tion positions. Some of these are principal, curriculum

supervisor, guidance counselor, or reading specialist. It

is assumed that the holders of the teaching or adminis-

tration certificates have met certain requirements that

enable them to perform with knowledge and success in

the specified domain.

Teacher Certification
in the United States

In the United States, the responsibility for granting

beginning teachers their licenses or certificates is borne

by the state departments of education. Each of the 50

states has its own guidelines and qualification standards

that must be met before a person is deemed certified to

walk into a classroom to teach children. These state

certification guidelines must be instituted by any uni-

versity or college (private or public) that has a teacher

education program within the specified state.
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Because these guidelines are created independently

by each state, there is often little consistency among the

states’ requirements. For example, in 2000, according to

Education Week, 39 states required candidates for teacher

certification to pass a basic skills test, but most of those

states (36) had some sort of legal loophole that permitted

some of the people who fail the exam to teach with a type

of emergency or alternative certification. Quality Counts

2000, an annual 50-state report by Education Week,

reported on teacher certification differences by stating

that as a result of loopholes in state requirements, ‘‘mil-

lions of students sit down every day before instructors

who do not meet the minimum requirements their states

say they should have to teach in a public school’’ (p. 8).

An attempt to address this apparent lack of unifor-

mity in qualifications for some teachers came with the

passage of the No Child Left Behind (NCLB) Act of

2001, which was signed into law in January 2002. One

portion of the 670-page NCLB Act of 2001 deals with

‘‘highly qualified teachers.’’ This stipulation that each

state must ensure that every public school elementary

and secondary teacher is ‘‘highly qualified’’ before

stepping in front of a classroom is a prime component

driving certification standards. Highly qualified teacher

requirements of NCLB are listed as a bachelor’s

degree, state certification, and demonstrated compe-

tency (as defined by the state) in each core subject that

the teacher will be teaching. Many states are relying on

standardized testing such as the PRAXISTM series of

tests to meet the ‘‘demonstrated competency’’ in each

core subject. For many states, passing scores on various

forms of the PRAXISTM test in the core academic sub-

jects that certification candidates intend to teach are

required before certification is granted. Special educa-

tion teachers and those who teach English-language lear-

ners must also demonstrate competency in the core

subjects that they teach. (According to NCLB, these core

subjects are English, reading or language arts, math,

science, history, civics and government, geography,

economics, the arts, and foreign language.)

Teacher preparation programs in colleges of educa-

tion in the United States continue to vary from institu-

tion to institution despite the NCLB. Prior to NCLB,

standards to improve the practice of teaching were

created by various groups that include the National

Board for Professional Teaching Standards (NBPTS),

formed in 1987; the Interstate New Teachers Assess-

ment and Support Consortium, known as INTASC,

also formed in 1987; and the National Council for

Accreditation of Teacher Education (NCATE) and the

Teacher Education Accreditation Council (TEAC),

which oversee teacher education programs throughout

the United States.

One way in which certification standards are being

raised for the beginning teacher is through initial

licensure based on INTASC’s 10 principles, which

are focused on ensuring that teacher certification is

a guarantee of a beginning teacher’s knowledge and

skill. These 10 principles are descriptions of a begin-

ning teacher’s competency in the areas of subject

matter, learning styles, instructional methods, child

development, learning environments, communication,

planning, assessment, reflective practices, and com-

munity partnerships.

For experienced teachers, the obtaining of national

board certification is a credential that affirms the expertise

of accomplished teachers. National certification in teach-

ing is awarded to expert teachers by the NBPTS and is

designed to complement previously earned state teacher

certification. The NBPTS, an independent organization

with no government affiliations, lists five core proposi-

tions as the foundation of its standards: (1) commitment

to students and learning, (2) knowledge of content and

pedagogy, (3) management and monitoring of student

learning, (4) reflection on the profession of teaching, and

(5) participation in a learning community. The NBPTS

offers 24 possible certificates in 15 subject areas and 7

age categories with two generalist certificates.

The rigorous requirements of the national board cer-

tification voluntary process were developed to promote

and recognize excellence in teaching. In addition to

registration fees, which are often borne by the local

school districts of the applicants, candidates must pro-

vide an extensive portfolio (including videos of actual

teaching) that documents accomplishments, excellence,

and expertise. Candidates must also pass a series of

essay-type tests as required by NBPTS. As of December

2006, there were approximately 50,000 teachers nation-

wide who were certified by the NBPTS.

Audrey M. Quinlan
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Teachers; No Child Left Behind; PRAXISTM; Special

Education
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CHARTER SCHOOLS

Charter schools are public schools that are allowed

greater autonomy than traditional public schools in

exchange for increased accountability for meeting

specific educational goals. Individual states’ charter

school laws vary tremendously, but charter schools

generally operate as deregulated public schools, using

public funds to support programs founded by parents,

educators, community groups, or private organiza-

tions. State laws identify public entities like local

school boards, universities, or state boards of educa-

tion to evaluate proposals and grant a limited number

of charters or contracts for establishing schools.

Charter schools are often launched to focus on

a unique educational vision (e.g., Montessori), gain

autonomy from embattled local districts, or serve

a special population (e.g., children at risk of expulsion).

The degree of autonomy enjoyed by charter schools

varies but usually involves school-level decision-

making authority over curriculum design, schedules,

budget outlays, and hiring. The same entities that

authorize charter schools are responsible for monitor-

ing and ultimately closing charter schools that fail to

demonstrate evidence of success by the end of a time

period established by the charter, usually 3 to 5 years.

Before discussing the potential and challenges of

charter schools, it is useful to understand the origins

of the charter school movement, the relationship of

charter schools to the broader issue of school choice,

and the popularity of charter schools.

The Charter School Movement

The charter school movement is young but has gained

popularity as a mechanism for encouraging innovation

and providing public school choice. The paragraphs

that follow trace the growth of charter schools from

their humble beginnings in Minnesota to their place

today in mainstream public education.

Origins of the Charter School Concept

The earliest mention of the term charter school

can be traced to the 1970s when a New England edu-

cator suggested that new educational approaches

could be explored through contracts given to small

groups of teachers. The idea was publicized in the late

1980s when a former president of the American Fed-

eration of Teachers suggested that local school boards

could ‘‘charter’’ a school with union and teacher

approval. Philadelphia dubbed their schools-within-

schools initiative in the late 1980s ‘‘charter schools.’’

In 1991, Minnesota passed the first charter school law

developing a program to provide opportunity, choice,

and responsibility for results. The following year,

California followed suit.

Charter Schools and School Choice

The charter school concept has joined the ranks of

school choice designs, including magnet schools, open

enrollment, vouchers, and tax credits. Over the past 10

years, states and school districts have expanded oppor-

tunities for parents to use public funds to choose the

schools their children attend in attempts to improve

the quality of education available to students, particu-

larly in urban areas.

Supporters contend that school choice can improve

the public education available to all children based on

two crucial factors. First, public school choice levels

the playing field for less affluent families. Parents

with financial resources can choose their children’s

schools through investing in private education or by

virtue of the neighborhoods in which they choose to
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live. School choice provides educational alternatives

for families without these resources. Second, school

choice proponents argue that competition among pub-

lic schools serves the diverse needs of students more

efficiently than a system requiring students to attend

neighborhood schools. Market forces would, in the-

ory, force all schools to improve in order to survive.

When parents have the opportunity to choose strong

schools, less effective schools lose students and ulti-

mately close. These arguments have led to increasing

popularity of school choice programs in general and

charter schools in particular.

Criticism of School Choice

In spite of support for school choice from across

the political spectrum, the concept is not without its

detractors. Charter schools are a target of criticism

because they are a prominent and growing example of

the popularity of school choice programs. Detractors’

concerns revolve around possible cultural isolation

and racial resegregation in schools of choice as well

as potential detrimental effects for students left behind

in neighborhood schools.

A more balanced view suggests that school choice

is not inherently good or bad, but its effects depend

on policy decisions and their implementation. Big city

school districts find themselves in a quandary for a way

to gain consensus on a strategy for school reform.

Charter schools are appealing because they appear to

be a way out, but opponents’ concerns should alert

policymakers to potential drawbacks. Problems can be

minimized through well-reasoned policy decisions in

addressing the monumental challenges of improving

the public education.

Popularity of Charter Schools

In spite of the controversy surrounding school

choice, the popularity of charter schools has grown

tremendously in a short period of time. Charter

schools are a recent phenomenon, with the first school

established just 15 years ago and the average age for

all charter schools standing at only 5 years. Even so,

they have quickly become a small but growing part of

the mainstream educational system. In 2005, charter

school laws were on the books in 40 states and the

District of Columbia. Although laws varied dramati-

cally from state to state, more than 3,000 charter

schools were operating in the 2004–2005 school year.

Estimates of the number of children attending charter

schools range from 750,000 to 1 million, or roughly

2% of all public school students. Nationally, the num-

ber of charter schools grew faster in 2004–2005 than

in any of previous four years, adding almost 500 new

schools. The states that opened the largest numbers

of new charter schools were California, Colorado,

Florida, Michigan, Minnesota, Ohio, and Wisconsin.

Great disparity exists among states in terms of the

number of charter schools. With more than 500 char-

ter schools in operation, California and Arizona top

all other states in terms of sheer numbers. In fact, six

states (Arizona, California, Florida, Michigan, Ohio,

and Texas) account for almost two thirds of charter

schools and charter school students. On the other

hand, Washington, D.C. charter schools have the larg-

est share of public school students of all states at

almost one in four. In fact, although the total number

of schools pales in comparison, a much higher portion

of public school students in Washington, D.C., Dela-

ware, and Colorado attend charter schools than in

Texas or California.

Potential and
Challenges of Charter Schools

The growth in charter schools comes from optimism

that they can address many of the difficulties facing

public education. Supporters anticipate that the auton-

omy afforded charter schools will foster innovation

and ultimately lead to the development of better

schools. Furthermore, they argue that increasing the

number of schools from which parents can choose

will lead to more balanced ethnic diversity across

schools and improved educational outcomes. The

hope and reality of each of these expected benefits of

charter schools are explored in more detail in the

paragraphs that follow.

Innovation in Charter Schools

Charter school supporters foresee innovation emerg-

ing from charter schools because of the autonomy they

enjoy across many areas, including personnel, curricula,

and schedules. Employees of charter schools do not typ-

ically belong to local teachers’ unions and are consid-

ered at-will employees who can be fired for poor

performance or compensated for superior service. In

addition, alternative certifications may be an option for

charter school teachers, bringing skilled individuals into
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schools who may not otherwise consider teaching. Such

an environment would be conducive to novel teaching

methods, but the National Education Association argues

that less stringent teaching credentials will lead to infe-

rior educational quality. In addition, the association con-

tends that charter school employees should have the

same collective bargaining rights as any public school

employees.

Flexibility to differ from district-mandated curric-

ula contributes to the potential for innovation in

charter schools. Many charter schools adopt specific

curricular programs ranging from character education

to technology themes. Freedom for charter schools to

set their own schedules allows them to offer varia-

tions such as year-round schooling, extended days, or

block schedules. In addition, many offer grade config-

urations unavailable in neighborhood schools, such as

kindergarten through eighth or even twelfth grade.

Charter schools are also more likely to use structures

allowing student groups to remain with the same

teacher for more than one year (called looping). Such

unique programs are unlikely to be available in tradi-

tional public schools, giving parents real choice in

finding the best schools to fit their children’s needs.

Diversity in Charter Schools

As envisioned by school choice advocates, charter

schools have the potential to create better school

options for low-income and minority children in urban

areas. Nationally, charter schools serve a higher pro-

portion of minority and low-income students relative to

traditional public schools primarily because more char-

ter schools exist in urban areas. About a third of states

require charter schools’ ethnic composition to mirror

that of their districts, and some require random pro-

cesses like lotteries for admission when demand

exceeds available seats. However, achieving racial tar-

gets is not a fundamental aspect of charter school oper-

ation as it is for magnet schools. In fact, some charter

schools incorporate cultural heritage themes (e.g.,

African- or Native Hawaiian-based curricula), which

results in less diversity within a given school.

Charter schools’ success in providing viable alterna-

tives for all parents is hindered because the families

who would most benefit from the availability of public

school alternatives often lack resources to take advan-

tage of them. First, transportation or before- and after-

school care can seem to be matters of convenience, but

they are vitally important to some families’ livelihoods.

Because few states provide transportation to charter

schools, they are out of reach of those without a means

of providing it themselves. As evidence of this, studies

have shown that lower-income parents rate so-called

convenience factors as more important, whereas higher-

income parents placed more weight on a school sharing

their philosophy.

Second, parents need information to understand

and evaluate school options, and limited information

access may create hurdles for the most disadvantaged

students’ families. Schools with a first-come first-

served enrollment policy likely hinder families with

less timely or sophisticated means of gathering infor-

mation. As evidence of this dilemma, studies indicate

that parents who participate in school choice have

higher education levels than those who have a choice

but fail to pursue it.

Finally, the reality of parental decision making can

hamper efforts to increase racial diversity in schools.

Studies suggest that parents report being most con-

cerned about educational quality, but their behavior

demonstrates a preference for schools that are close to

home where their children are in the racial majority

and the school body mirrors their own family’s socio-

economic status. In fact, household race has been

shown to be the strongest predictor of the racial com-

position of the charter school selected.

One largely unexplored aspect of diversity in char-

ter schools is the degree to which they serve students

with special needs. On average, charter schools enroll

a somewhat smaller proportion of special education

students nationally than traditional public schools.

Once again, the data differ from state to state, with

New Mexico and Ohio serving a larger proportion of

students with special needs. This disparity stems from

differences in goals established for charter schools in

individual states. For example, some states emphasize

charter schools serving students at risk of failure,

which would tend to overrepresent students with spe-

cial needs in charter schools. However, the concern

exists that students who need additional services may

be steered away from charter schools in a manner that

would be discriminatory.

Educational Outcomes in Charter Schools

Charter school advocates claim that educational out-

comes will improve as a result of creating alternatives

to traditional public schools. However, the contradic-

tory research findings on the academic success of
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charter schools are staggering. Most studies on both

sides of the debate suffer from serious methodological

or data limitations. As with all educational research,

identifying a reasonable comparison group is a major

challenge. Two methods of creating comparison groups

are reasonable but come with their own limitations.

First, charter school attendees can be compared to stu-

dents at comparable nearby schools. The problem is in

controlling for the fundamental differences between

parents who take advantage of choice when it is avail-

able and those who do not. Second, charter school

attendees who won seats in a lottery can be compared

to students who were not chosen. This design controls

for the self-selection problem identified previously but

limits analysis to schools with long waiting lists, which

in itself introduces bias.

The tremendous variety of charter school laws

across the country creates another fundamental chal-

lenge for researchers. Simply lumping together all

charter schools regardless of their program or popula-

tion and comparing them to the average public school

is fraught with problems. Some charter schools target

poor and disadvantaged students or students at risk of

failure. Others seek to provide enrichment opportuni-

ties for students who excel. Some charter schools are

funded comparably to nearby public schools, but most

receive much less money. Finally, some charter

schools operate in supportive local environments,

whereas others must expend resources to defend their

schools from antagonistic school districts or teachers’

unions. Clearly, considering all charter schools as

members of a homogeneous population is an oversim-

plification at best.

In spite of the difficulties, high-profile studies have

been conducted attempting to answer questions about

the educational success of charter schools. In 2004,

the American Federation of Teachers and the National

Assessment of Educational Progress reported that

charter school students had lower achievement than

public school students and that charter schools had

a larger achievement gap between those who were

and were not eligible for free and reduced lunch,

a common proxy for family socioeconomic status. A

subsequent Harvard University study encompassing

99% of charter school enrollments compared charter

schools with schools students would most likely oth-

erwise attend. This study found that charter school

students were more likely than students in matched

schools to be proficient in reading and math on state

exams. Similarly, two national organizations with

opposing views on charter schools reviewed existing

charter school research and released contradictory

findings in the spring of 2005.

As a result of the confusion in reconciling research

on charter schools, the National Charter School

Research Project is attempting to provide a balanced

perspective and has committed to reviewing all avail-

able studies on the subject of charter school atten-

dance and academic achievement. In all fairness, the

state of research on charter schools is not surprising

given the youth of the charter movement and the great

disparity in programs across states. Definitive findings

will come from an established body of work finding

consistent results across settings and research designs.

Such a body of knowledge is necessary to create a firm

foundation for policy decisions, but it accumulates

slowly over time.

Charter School Accountability

In exchange for increased autonomy, the charter

school bargain requires increased accountability for

results. However, differences in states’ charter school

laws lead to dramatic disparity across states in their

respective charter schools’ goals, standards of success,

and consequences for failure. Generally speaking, char-

ter schools can be closed if demand is low, if they fail

to uphold their financial and operational commitments,

or if they fail to satisfy the terms of their charter agree-

ments. Even so, relatively few charter schools have

been closed. During the 2004–2005 school year, only

65 charter schools, or 2% of the total, closed their

doors in 17 states and the District of Columbia. As

with all aspects of charter schools, the volume of clo-

sures varied from state to state, ranging from no clo-

sures in 15 states to 21 schools closed in California.

Both sides of the charter school debate attempt to

use charter school closings to bolster their arguments.

Supporters maintain that the small number of closures

is a sign of charter schools’ success, whereas opponents

argue that few closures mean too many schools remain

in operation regardless of performance. Whenever

a charter school does close, supporters claim it is simply

evidence that accountability works and consequences

are real. Detractors contend that a closure is evidence

of inherent flaws in the charter school concept. Ideology

aside, closing a charter school is often difficult because

even poorly performing charter schools can be tremen-

dously popular with parents, especially when other

available public schools are even worse.
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Unfortunately, the autonomy enjoyed by charter

schools allows room for misbehavior by inept and

unscrupulous school leaders. Such was the case in the

summer of 2004 when a for-profit, multisite Education

Management Organization (EMO) in California faced

closure of more than 60 campuses serving almost

10,000 students. In spite of overwhelming numbers,

the California Charter School Association helped find

new schools with little disruption for students. Students

were distributed across California in small schools, and

most were accommodated in one of the state’s other

charter schools. Although it is easy to place blame on

the school management company, the local district

contributed to the problem by failing to exercise over-

sight and ignoring ongoing poor performance.

To avoid public debacles like this, some states and

the National Association of Charter School Authorizers

are pushing pro-accountability standards for authorizing

and monitoring charter schools. With tighter reins,

intervention is possible before a problem grows to such

a scale. For example, steps can be taken to strengthen

a troubled school or make management changes at the

first signs of problems. As counterintuitive as it may

sound, some advocates suggest that the availability of

more charter schools would reduce the impact of school

closings because competition would draw students

away from weak schools before a charter is revoked.

The Future of Charter Schools

In order for charter schools to realize their promise,

advocates admit that many obstacles must be over-

come. Charter schools have the potential to signifi-

cantly increase the number of schools from which

parents can choose, but a sufficient number of schools

must be available to have an impact on the market.

Achieving the scale necessary to successfully serve

more than a small fraction of public school students

requires changes to state laws, equitable funding, and

plans for expanding proven models.

Charter School Growth

Even with their popularity to date, the future growth

of charter schools is in question because of limits

established in many states. Lawmakers often place lim-

its on the growth of charter schools in their states as

a means of political compromise. Twenty-seven states

have restrictions on the growth of charter schools, most

placing a ceiling on the number of new charter schools

that may open statewide, in cities, or under specific

authorizing agencies. Other states limit growth by set-

ting a maximum number of students enrolled in charter

schools or limiting district spending on charter schools.

Under constraints in place in 2005, only 725 more

schools would be allowed across the country, and

almost half of these (340) would be in California.

Other leaders in the number of charter schools taken

together, Michigan, Ohio, and Texas, are permitted just

29 additional schools under existing legislation.

Although legislative change will be required for

the growth of charter schools to continue, pressure to

lift existing limits may come from converting failing

public schools to charter status. Specifically, provi-

sions of the sweeping No Child Left Behind (NCLB)

legislation allow low-performing schools to convert to

charter status as part of their restructuring plans. If

a school fails to achieve adequate yearly progress for

5 years in a row, it must be restructured in one of five

ways: reopen as a charter school, replace the staff,

contract with a private company for operations, allow

state takeover, or implement some other major gover-

nance change. In the 2004–2005 school year, about

400 schools in 14 states have reached the 5-year mark,

with another 750 schools in 31 states only 1 year away

from reaching the limit. Even before NCLB would

force restructuring, several districts, including Denver,

New Orleans, San Diego, and Chicago, are beginning

to convert failing schools to charter status.

The primary benefit of converting failing schools

to charter status is the opportunity for new staff and

a new program with the flexibility to address unique

student needs. Not surprisingly, drawbacks exist to

converting failing schools to charter status. In an

attempt to find an easy solution to dealing with school

failure, school districts could simply make the switch

to charter status without making any substantive

changes in the school operations. This strategy could

buy time but would be unlikely to improve the school

quality to benefit students. An honest commitment

to restructuring a failing school as a charter school

requires substantial district resources, from recruiting

potential managers, administering the charter applica-

tion and negotiation process, and involving the com-

munity to monitoring start-up and ongoing operations.

Funding Charter Schools

Funding inequities pose as serious a challenge to

the future growth of charter schools as state caps.
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Attempting to compare charter school funding to

other public schools is fraught with many of the same

issues as evaluating outcomes. For example, each state

structures funding differently depending on student

populations served and funding sources available. Fur-

thermore, charter schools often pay for services not

included in traditional public school budgets (transpor-

tation, oversight, etc.), and some districts provide ser-

vices at no cost to district-run schools but not to

charter schools (assessment, insurance, and services for

students with special needs, etc.). Complicating mat-

ters, school district financial recordkeeping is not very

sophisticated, so fiscal data are not readily available

and accessible to researchers.

In spite of these issues, research that accounts for

these methodological challenges makes it clear that

the greatest funding inequity for charter schools

comes from lack of access to incremental local budget

dollars above state funds and from restrictions on

funding for facilities. A 2005 study released by the

Thomas B. Fordham Institute found charter schools

underfunded relative to other district-run schools in

the vast majority of communities examined, with the

discrepancies being larger in most big urban school

districts. The gap in 2002–2003 ranged from equity in

Minnesota and New Mexico to gaps of more than

25% in Missouri, Wisconsin, Georgia, Ohio, Califor-

nia, and South Carolina. On a per-pupil basis, the

average discrepancy is $1,801, which translates to

almost a half-million-dollar shortfall every year for an

average-sized charter school.

Achieving Scale in Charter Schools

In order for charter schools to become a serious

force for improving education nationally, a sufficient

number must exist to serve as viable competition for

traditional public schools and to provide options for

more than a fraction of students. Some charter school

advocates laud the grassroots nature of many charter

schools started by groups of committed teachers or

parents. However, this approach alone is unlikely to

produce the scale necessary to affect the quality of

schooling nationwide.

One way of expanding the availability of proven

charter school models is through EMOs. Most EMOs

are for-profit companies like Edison Schools and

Nobel Learning Communities, but most for-profit

EMOs have yet to show a profit. Nonprofit EMOs like

Aspire Public Schools exist as well. At present, only

10% of charter schools are operated by EMOs,

and they tend to be larger than the average charter

school. As with all aspects of charter schools, how-

ever, striking differences exist across states, with some

restricting such organizations from operating in their

territory by law. Alaska and Minnesota have no EMOs

operating charter schools, whereas three quarters of

Michigan charters are operated by EMOs, the largest

proportion of any state. EMOs offer many resources

for charter schools, including a leadership training

ground, expertise and management systems, econo-

mies of scale, incentive and capacity to sustain schools

over a period of time, and investments for research

and development and possibly facilities.

Other designs attempt to merge the best of both

worlds by leveraging the resources and support of

experienced charter school organizers while maintain-

ing the spirit of the independent charter school. Some

examples include KIPP Academies in Houston and the

Bronx, Minnesota New Country School/EdVisions,

and High Tech High. KIPP Academies hope to help

open 200 schools across the country by 2010. They are

not part of an EMO because each school operates as an

independent entity following the basic principles

espoused by KIPP in its training and ongoing support

programs. Minnesota New Country School/EdVisions

is a high school design run by teacher cooperatives

with learning through a personalized, project-based

curriculum. The organization hopes to start 15 new

secondary schools over 5 years with help from The Bill

and Melinda Gates Foundation. High Tech High is

a proven charter school model incorporating a rigorous

personalized math, science, and technology curriculum

with ties to the adult world. In 2006, The Bill and

Melinda Gates Foundation awarded High Tech High

$7.5 million over 3 years for new middle and high

schools in California.

Replicating successful school models is likely to

be the future direction for achieving charter school

growth. Many envision fewer for-profit EMOs as well

as a smaller proportion of individual start-up schools.

Significant high-profile support exists for expanding

the reach of charter schools. Organizations like The

Bill and Melinda Gates Foundation are focusing on

replication grants for expanding ‘‘successful’’ charter

schools. The foundation’s funding of charter schools

is part of its ongoing commitment to fostering innova-

tive educational programs and encouraging public

engagement in improving education. The bulk (80%)

of the support of the Walton Family Foundation,
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which is devoted to education funding, is directed to

charter schools. Their efforts range from direct sup-

port of new charter schools to funds for charter school

management companies, technical assistance organi-

zations, advocacy groups, and research. The founder

of the Gap clothing store, Donald Fisher, is also an

active contributor to charter schools. These influential

philanthropists seem to share advocates’ optimism in

the potential for charter schools to improve education.

Future of Charter Schools

The charter school movement has gained popularity

because of its potential to expand public school choice

and improve public education. Predicted charter school

benefits include innovation, higher-quality education,

diversity, and accountability. The future of charter

schools depends on policies that mitigate concerns

about the possible downside of school choice. At the

same time, further growth of charter schools requires

individual states authorizing additional schools, equita-

ble funding for charter schools relative to other district

schools, and plans for achieving widespread growth of

proven models. Although it is too early to declare char-

ter schools a success or failure and intense study is just

now beginning, charter schools’ presence in main-

stream public education and their high-profile support

suggest that they are here to stay.

Angela K. Murray

See also No Child Left Behind; Virtual Schools; Vouchers
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CHEATING

Cheating involves an act of deception, fraud, or

betrayal that often unfairly advantages the cheater

over others. It can take many forms. The variety of

behaviors it entails, and the wide range of contexts in

which it occurs, is as diverse as the human species

itself. From infidelity in the bedroom to malfeasance

in the boardroom, people betray, trick, deceive, and

defraud each other (and sometimes themselves) in

a number of creative (as well as mundane) ways and

places. This entry focuses on academic cheating and

will describe several important facets or subcompo-

nents related to the psychology of cheating.

Definitions and
Typologies of Academic Cheating

A cursory review of the literature suggests that there is

no universally embraced definition of academic cheat-

ing. For example, some researchers have defined cheat-

ing indirectly and vaguely, such as ‘‘a violation of an

institution’s policy on honesty,’’ whereas others seem

to have left the meaning of cheating up to students’

interpretation by asking them directly how often they

‘‘cheat’’ on their work or use ‘‘cheat sheets’’ when they

take tests. More typically, researchers have avoided

such ambiguity or subjectivity, respectively, by asking

students how often they have engaged in a specific set

of behaviors, such as ‘‘copying from a neighbor

during an examination’’ or ‘‘copying material without

acknowledging the source.’’ This latter approach is

sometimes combined with a corresponding set of ques-

tions that asks students if they consider the behavior

‘‘cheating’’ or to rate how ‘‘serious’’ they think it is.

Not surprisingly, the more likely students are to define

a behavior as ‘‘cheating,’’ the less likely they are to

report engaging in that behavior.

In addition to the wide variation in how researchers

have operationally defined cheating, several investigators

136 Cheating



have created various typologies of cheating. Gary

Pavela, for example, described four general types of

academic dishonesty: (1) the use of unauthorized mate-

rials on any academic activity (e.g., using ‘‘cheat

sheets’’ during an exam); (2) fabrication of information,

references, or results (e.g., falsifying lab results);

(3) plagiarism (e.g., copying verbatim another’s work

without proper attribution); and (4) helping others

engage in academic dishonesty (e.g., allowing another

to copy your homework). Stephen Newstead and his

colleagues conducted an exploratory factor analysis on

21 academic behaviors and derived the following five

factors: (1) plagiarism (which included a fabrication

item); (2) collaborative cheating; (3) exams, collusion;

(4) lying (e.g., lying about a medical condition to get

an extension); and (5) exams, noncollaborative. More

recently, some researchers have made a distinction

between traditional or conventional cheating and digital

or Internet-based cheating.

Academic cheating or dishonesty (the terms are

often used interchangeably) has been defined in

numerous ways, and various typologies have been

constructed in an effort to map its vast terrain. Taken

together, academic cheating can be defined broadly as

the use of unauthorized or unacceptable means in any

academic work. The means or actions include, but are

not limited to, lying, using crib notes during exams,

copying other people’s work without permission,

altering or forging documents, purchasing papers, pla-

giarism, unpermitted collaboration, altering research

results, and providing false excuses to miss assign-

ments or make up exams.

The Epidemic of
Academic Dishonesty

Academic dishonesty is a pervasive problem in

secondary and postsecondary institutions. By most

accounts in the literature, the majority of students

seem to be doing it and doing it in more than one

way. For example, in its 2006 Report Card on the

Ethics of American Youth, the Josephson Institute of

Ethics found that 60% of secondary students reported

cheating during a test at school within the past year

(35% did so two or more times), and 33% reported

plagiarizing material from the Internet (18% did so

two or more times). Donald McCabe has found simi-

lar numbers in his national surveys of college under-

graduates: 70% admit to engaging in some form of

cheating, nearly 25% admit to ‘‘serious’’ test cheating,

and 40% to Internet plagiarism (77% of students don’t

believe such plagiarism is very serious). The problem

is also prevalent at graduate schools, especially busi-

ness schools, where 56% admitted to some form of

academic dishonesty (i.e., copying other students’

work, plagiarizing, or using prohibited materials on

an exam) within the past year.

The high frequency of academic cheating is not

a new problem—it’s been labeled an epidemic numer-

ous times since at least the 1980s—but there is evi-

dence suggesting that it has grown over time. In

‘‘Schooling Without Learning: Thirty Years of Cheating

in High School,’’ Fred Schab documented the upward

trend of academic dishonesty among high school

students over the course of three decades. For example,

in 1969, only 33.8% of students indicated that they had

‘‘used a cheat sheet on a test’’; 67.8% admitted doing

so in 1989. Letting other students ‘‘copy your work’’

moved from 58.3% in 1969 to 97.5% in 1989. Similar

trends have been reported among college students.

More recently, some have claimed that the Internet has

caused a spike in plagiarism. Although such a concern

is warranted (cutting and pasting is, after all, much

quicker and easier than retyping word for word),

research data suggest otherwise. First, plagiarism rates

have not grown significantly, if at all, since the rise of

the Internet in the early 1990s, and second, most stu-

dents who report using the Internet to plagiarize also

report using conventional means to do so. In short, the

Internet does not appear to be creating a new generation

of plagiarists and is probably best described as a conduit

to, not a cause of, such cheating.

The Demography
of the Dishonest

The title of this section, ‘‘The Demography of the

Dishonest,’’ is intentionally misleading. It reflects the

common assumption that only certain ‘‘bad’’ people

cheat, and the rest are ‘‘good’’ people who would

never do so. The preceding section on the prevalence

of cheating illustrates the faultiness of this assump-

tion. The stark reality is that most students cheat at

some point each and every year from middle school

to graduate school. Therefore, the question isn’t

‘‘Who does it?’’ (every type of student cheats—male,

female; younger, older; Black, White; etc.), but rather

‘‘Who does it more often?’’ With this in mind, there

are some demographic characteristics that have been

associated with cheating.
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In his meta-analysis of more than 100 published

studies of undergraduate cheating (for the practical rea-

son of access as well as the ethical requirement of

obtaining parental consent, there are relatively few

studies of cheating among middle and high school stu-

dents; not enough, that is, to conduct meta-analyses

and ascertain meaningful patterns), Bernard Whitley

found age and marital status to be the most significant

demographic predictors of cheating; specifically, youn-

ger and unmarried students were more likely to cheat

than older and married students. Sex, parental financial

support, on-campus residency, and number of hours of

employment produced small effect sizes; specifically,

cheating was more prevalent among students who were

male, received more financial support from their par-

ents, lived on campus, and were employed for fewer

hours per week. Some researchers have used the terms

immaturity and lack of commitment to describe or

explain cheating among students with a combination of

the demographic characteristics (e.g., young, unmar-

ried, funded by parents, and unemployed).

Although academic ability or achievement, as mea-

sured by grade point average (GPA), is not necessar-

ily a demographic variable, it has been included in

numerous studies of cheating. As with most demo-

graphic variables, GPA seems to have only a small

relationship to cheating in college; undergraduates

with lower GPAs report higher levels of cheating.

Again, data at the secondary level are scant, but

according to the 29th Annual Survey of Who’s Who

Among American High School Students, 80% of the

United States’ best and brightest students reported

cheating to get to the top of their class. This study

and others suggest that the percentage of high-

achieving students who cheat is comparable to that of

lower-achieving students. It may be, however, that

cheating among high-achieving students may be

strategic and selective, and therefore ‘‘less’’ in an

absolute sense.

In sum, there is no demographic profile for ‘‘cheat-

ers’’; most students cheat at some point. And although

age, sex, marital status, and so on may be correlated

with cheating, these demographic variables are almost

never strong predictors of cheating. This is especially

true when the conceptual model and statistical analy-

ses of the study include psychological, social, and con-

textual factors. In other words, cheating is a complex

problem. Any attempt to understand it more fully must

go beyond demography and examine the more potent

psychological processes that lead to cheating.

Morality,
Motivation, and Misconduct

One of the most insidious aspects of academic cheat-

ing is that most students who report doing it also

report believing that it is wrong to do. Why, then, do

they do it? This question has been approached by

numerous scholars in a wide variety of ways. The

most direct way, of course, is to simply ask students

why they cheat. Studies that have done so have

yielded a fairly consistent pattern of results: pressure

for grades, perceptions of poor teaching, time con-

straints, and lack of interest are typically among the

primary reasons students cite when asked why they

cheat in school. Although this approach may be the

most straightforward and efficient, it is also atheoreti-

cal and superficial. For deeper insights into the ques-

tion of why students cheat, even when they believe it

is wrong, we need to turn to theory-driven studies that

have employed more sophisticated research methods.

Some of the earliest and most prominent research

on academic cheating focused on moral character to

explain why some students did it and others did not.

Contrary to expectations, Hugh Hartshorne and Mark

May in their classic Studies in Deceit did not find evi-

dence that honesty was a fixed, individual trait that

reliably differentiated cheaters from noncheaters.

Instead, situational factors, such as risk of detection

and group approval, were the most influential factors

in determining cheating behavior. Similarly, later

studies that investigated the relations between moral

development and academic cheating found that

students with high reasoning ability cheated just as

much as low-level reasoners when the threat of detec-

tion was low and the potential reward high. This is

consistent with broader findings that moral judgment

and moral action are not highly correlated, and the

other components of moral functioning need to be

accounted for.

Lawrence Kohlberg and his colleagues, for exam-

ple, theorized that the relationship between moral

development and moral action was mediated by two

distinct but related types of moral judgment: deontic

and responsibility. They described deontic judgment

as a first-order judgment concerning the rightness or

wrongness of a given action (deduced from a moral

stage or principle), and responsibility judgment as

a second-order affirmation of the will to act in terms

of that judgment. Presumably, students who report

cheating, despite having rendered a deontic judgment
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that it was wrong to do so, did not make a judgment

of responsibility; that is, they did not feel a sense of

personal accountability to ‘‘follow through’’ and ‘‘per-

form the right action.’’ Very few studies on academic

cheating have directly tested this hypothesis, and

those that have used the construct of ‘‘moral obliga-

tion’’ to do so. Conceptually, moral obligation and

responsibility judgment are very similar, and, as

expected, students who reported feeling a stronger

moral obligation to refrain from cheating were less

likely to report doing so.

Other psychologists as well as sociologists have

also been interested in explaining the gap between

moral judgment and moral action, and they have

offered what might be considered the antithesis of

Kohlberg’s responsibility judgment or moral obliga-

tion: moral disengagement or neutralization of per-

sonal responsibility. Minimizing consequences (e.g.,

it’s ‘‘no big deal’’); euphemistic labeling (or nonlabel-

ing, not acknowledging cheating as ‘‘cheating’’); and

displacing responsibility (blaming others) are three of

the many disengagement mechanisms or neutraliza-

tion techniques that individuals use to avoid or reduce

self-recrimination when they have behaved criminally

or immorally. Empirical research has demonstrated

strong positive associations between cheating and

moral neutralization. Displacement of responsibility

seems to be the most prevalent strategy neutralization

technique used by undergraduates: 61% of students

who reported cheating rationalized their cheating by

blaming others and/or some aspect of the situational

context. Similarly, a study of high school students

revealed that they were most likely to blame their

cheating on teachers, and that this displacement of

responsibility to the teacher was most pronounced

among high-achieving and college-bound students.

Interview studies suggest that many students are

aware of the incongruity between their beliefs about

cheating (‘‘It’s wrong’’) and their behavior (‘‘I do

it’’). They acknowledge the incongruity but are quick

to dismiss it for the pay out of higher grades. In other

words, students’ academic motivation (pursuit of high

grades) can trump their moral judgments. One of the

most well-established approaches to understanding

students’ academic motivation is achievement goal

theory, which posits the existence of two types of

achievement goals: (1) to develop ability, often called

a mastery or learning goal; and (2) to demonstrate

ability (to avoid the demonstration of a lack of abil-

ity), often called a performance goal or ego goal.

Mastery goals orient individuals toward developing

their knowledge, learning new skills, and using self-

referenced evaluation criteria. Performance goals

focus individuals on appearing smart relative to

others, displaying skills, avoiding the appearance of

inability, and using norm-referenced evaluation crite-

ria. In educational settings, both types are posited to

exist at three levels—school, classroom, and personal.

Furthermore, students’ goal orientations are thought

to be situational, not dispositional—the extent to

which a student is mastery and performance oriented

is determined (at least in part) by the classroom goal

structures, which are themselves partially determined

by the school goal structures.

Over the past 10 years, numerous studies have used

goal theory to further researchers’ understanding of

academic cheating. Studies at this intersection of goal

theory and cheating have evolved over the past decade

and fall into four basic types: (1) interindividual dif-

ferences, (2) intraindividual differences, (3) longitudi-

nal, and (4) experimental. In general, these studies

have shown that mastery goals are negatively associ-

ated with cheating; students are less likely to cheat

when they are focused on developing their competence

and/or they perceive that classrooms or schools are

focused on the development of their competence (these

‘‘messages’’ are communicated verbally through an

emphasis on learning and effort as well as nonverbally

through instructional and assessment practices). On

the other hand, performance goals are generally

positively associated with cheating; students are more

likely to cheat when they, their classrooms, or their

school are focused on demonstrating competence

(through, for example, the attainment of high test

scores and grades).

In sum, both morality and motivation matter in the

perpetration of academic misconduct. In an interest-

ing study that combined these typically distinct

approaches to understanding cheating, Tamera Mur-

dock and her colleagues used hypothetical vignettes

to isolate the effects of classroom goal structures and

teacher pedagogy on students’ beliefs about the

acceptability and likelihood of cheating. Consistent

with previous research, they found that students

believed cheating to be more justifiable (as well as

more likely) when the classroom in their hypothetical

vignettes was portrayed as focused on grades and the

teacher as a poor instructor. They also assessed stu-

dents’ belief about the morality of cheating (i.e., an

absolute, as opposed to context-dependent, belief
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about rightness or wrongness of cheating). Not

surprisingly, students’ beliefs about the morality of

cheating were less influenced by contextual factors

and less strongly related to the perceived likelihood of

cheating; students believe cheating to be morally

wrong (regardless of circumstances), but this judg-

ment doesn’t much affect their likelihood of cheating.

The Power of the Situation

Individual behavior does not occur in a vacuum;

social and situational circumstances exert a powerful

influence on personal choices and actions. As dis-

cussed in the previous section, students’ perceptions

of classroom and school goal structure affect not only

their cheating behavior but also their judgments about

the acceptability of cheating. Also, as discussed

above, students’ perceptions of teachers’ pedagogical

competence affect cheating behavior and so, too, do

their perceptions of teacher fairness and caring: Stu-

dents are more likely to cheat when they perceive

their teachers to be incompetent, unfair, or uncaring.

In addition to these subjective perceptions of teacher

qualities, the subject matter also matters. Students report

cheating most often in math and science courses and

least often in social science and humanities courses.

Susan Stodolsky’s comparative analysis of math and

social studies provides some insights into why students

may cheat more often in math and science classrooms.

Namely, the activity structures (‘‘drill and kill’’) and

assessment practices (objective, multiple-choice tests)

often employed in teaching these domains provide more

frequent and accessible opportunities to cheat. How-

ever, more research is needed. It may be, for example,

that only certain types of cheating (e.g., homework and

test-related behaviors) occur more frequently in math

and science courses and that other types of cheating

(e.g., plagiarism) are more likely to occur in social sci-

ence and humanities courses.

Although all of the foregoing situational factors

(real or perceived) have been significantly associated

with cheating, peer norms (attitudinal and behavioral)

tend to be the most powerful predictors of cheating

behavior. For example, Donald McCabe and Linda

Trevino’s large-scale, multi-institutional study of indi-

vidual and contextual factors associated with cheating

in college found disapproval of cheating, peer cheat-

ing behavior, and fraternity/sorority membership to be

the three most influential factors associated with

cheating. Specifically, students who perceived that

their peers disapproved of academic dishonesty were

less likely to cheat, whereas those who perceived

higher levels of cheating among their peers and those

who belonged to a fraternity or sorority were more

likely to report cheating. Moreover, peers are very

reluctant to report the cheating of others, even at insti-

tutions with so-called rat clauses that require students

to do so. Put another way, cheating has become nor-

mative behavior among secondary and postsecondary

students—it is widely seen and acceptable. Reporting

others for cheating, in contrast, would be socially

deviant behavior—rarely seen and greatly shunned.

Finally, students who cheat rarely get caught. If

caught, they are seldom punished severely, if at all.

Strategies for
Promoting Academic Integrity

There are many ways that faculty, administrators, and

institutions as a whole have attempted to address the

problem of academic cheating in their classrooms or

on their campuses. Many focus on the prevention and

detection of cheating, but others have taken a some-

what different approach: the promotion of academic

integrity. Although the promotion of academic integ-

rity could be construed as a method of prevention, it

is much more than that. Efforts to foster academic

integrity, which are done most effectively at institu-

tions with honor codes or committees, provide stu-

dents with multiple opportunities and role models for

learning the importance of understanding and concern

for core academic values, such as honesty, trust, fair-

ness, respect, and responsibility. Detecting and disci-

plining students who cheat must be part of any

holistic approach, but it should not be the primary

strategy to address the problem. Educational institu-

tions at all levels should help students understand the

meaning and importance of scholarship, intellectual

property, and integrity. They should also help students

develop the will and skill to participate in academic

life in a fair, honest, and responsible manner.

Research indicates that students at institutions with

honor codes are half as likely to report cheating on

tests and one third as likely to report engaging in pla-

giarism. These reductions are far greater than any

other approach known at this time. Unfortunately, rela-

tively few institutions (particularly at the secondary

level, where the problem of cheating begins to flourish

and, therefore, the need is arguably the greatest) have

invested the time and resources to transform the
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culture of integrity on their campuses. This, despite

the fact that there are now several organizations, such

as The Center for Academic Integrity, that offer a wide

range of materials and support for doing so. This being

the case, the following strategies are offered as ways

to mitigate the probability of cheating.

Reducing In-Class Test Cheating

The following are simple strategies that faculty

can implement and should use, especially in larger

lecture-based courses:

• Space Seating and Monitor: Where possible, stu-

dents should be spread out (leaving a space between

them), and faculty should move about the room

throughout the examination.
• Create Multiple Forms: Whether or not spacing is

possible, faculty should create multiple forms of

their exams, randomizing both the order of ques-

tions and the answers.
• Ban Digital Technologies: Given the raise in digital

forms of cheating, faculty should ban the use of cell

phones, PDAs, calculators, laptops, and so on dur-

ing exams.

Reducing Plagiarism

• Make Writing Assignments Clear and Manageable:

Provide students with a list of specific topics or

require components.
• Require Process Steps: Help students avoid last-

minute, late-night plagiarism by requiring a series

of process steps—topic identification, outline, first

draft, peer exchange—that precede the final draft.
• Meet With Students to Discuss Their Research

Papers: Where possible, meet with students individ-

ually to discuss their papers.

Detecting Plagiarism

• See the Signs: Make sure the paper addresses the

specified topic or requirements, and take notice of

changes in the voice or style of the writing, mixed

citation styles or formatting, anomalies in diction,

and so on.
• Know the Enemy: Faculty members should famil-

iarize themselves with the online sources of plagia-

rism, such as Cheathouse, School Sucks, Screw

School, and The Paper Store.
• Use a Plagiarism Detector: When plagiarism is sus-

pected, faculty should use a text-matching program

such as Turnitin.com to ascertain whether plagiarism

has, in fact, occurred.

General Pedagogical Advice

Faculty can help students adopt mastery goals

and develop academic efficacy with the following

techniques:

• Engage: Create learning experiences that tap stu-

dents’ interest.
• Challenge: Provide optimal challenge and scaffold

learning experiences.
• Empower: Give students a sense of control over the

learning process and the products they create.

By taking the following actions, the faculty can

help create an academic climate that emphasizes mas-

tery over performance:

• Diversify: Design a multidimensional learning envi-

ronment where expertise is distributed.
• Recognize: Emphasize and acknowledge students’

efforts to learn and understand, not test scores.
• Privatize: Provide private individual evaluation of

progress and avoid practices that invite social com-

parisons of performance differences.

In addition, the faculty can create a just and caring

learning community by implementing the following

actions:

• Play Fair: Establish and clearly communicate learn-

ing objectives and assessment practices; when

possible, include students in curricular decision

making.
• Care: Respect and support students in academic and

nonacademic ways.

Jason M. Stephens

See also Peer Influences
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CHILD ABUSE

Child abuse is a serious social issue that causes harm

and results in the death of children every day through-

out the United States and the world. It is both a

psychological and an educational issue that affects

individuals, families, schools, and communities, result-

ing in both immediate effects and long-term serious

consequences on the lives of those it touches. This

entry provides definitions, incidence of abuse, forms

of abuse, characteristics of abusers, psychological

effects on victims, and treatment interventions for both

abusers and victimized children.

Definitions

Every state in the United States has a legal definition

for child abuse and neglect based on the federal defi-

nitions cited in the Federal Child Abuse Prevention

and Treatment Act of 1973 (CAPTA, 42 U.S.C.A.

x 5106g) and as amended by the Keeping Children

and Families Safe Act of 2003. Child abuse is defined

as any act on the part of a parent, caregiver, or other

individual that results in physical and/or psychologi-

cal injury, or that can present a risk of serious harm to

a child under the age of 18. Such acts include sexual

abuse and sexual exploitation, and failure to act to

protect the child if the abuse is witnessed. Neglect

occurs when there is failure to provide for a child’s

basic needs for food, shelter, medical care, or appro-

priate supervision. Neglect includes failure to educate

a child or attend to the child’s educational needs, fail-

ure to provide psychological care, and knowingly per-

mitting a child to use illegal substances (e.g., alcohol,

illicit drugs).

Incidence of Child
Abuse and Fatalities

The National Incidence Study of Child Abuse and

Neglect (NIS) was mandated by the U.S. Congress to

document and report on the incidence of child abuse

and neglect. The most recent report, NIS-3 by Andrea

Sedlack and Diane Broadhurst, covered a 7-year

period and reported an increase in child abuse from

previous years. Approximately 1.5 million U.S. chil-

dren were abused or neglected during this period;

physical abuse almost doubled and sexual abuse more

than doubled. The most recent statistics available

from the National Child Abuse and Neglect Data Sys-

tem (NCANDS) estimated 872,000 victims of child

abuse in 2004; 1,490 of these were child fatalities

(death of a child caused by injury from abuse or

neglect); approximately 60% were victims of neglect,

19% suffered physical abuse, and 10% suffered sexual

abuse. Children ages 4 or younger are most vulnerable

because they are unable to defend themselves or seek

help. Based on data from 32 states, 81% of the chil-

dren who died were younger than 4, 11.5% were 4–7

years of age, 4.1% were 8–11 years of age, and 3.4%

were 12–17 years of age.

The NIS-3 study identified factors that contributed

to the highest incidences of abuse. These included the

child’s gender and age, family income, and family

size. Race was not a significant factor found. There is

little reporting of sexual abuse in children under the

age of 3; however, the numbers begin to rise from

preschool onward. Girls are more at risk for sexual

abuse than boys; boys are more vulnerable to other

forms of abuse that result in serious injury or death.

Family characteristics contribute to higher incidences

of child abuse. Children from single-parent homes

have a higher risk of physical abuse and neglect than

children living with intact families. Children who live

in poverty or come from large families are more at

risk of all types of child maltreatment.
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Types of Child Abuse

Four major types of child abuse are recognized. These

include physical, emotional, sexual, and neglect. These

can occur separately, but often are found in com-

binations. Physical abuse results in a physical injury

from acts such as severe beatings that can cause bruis-

ing, fractures, and death. Shaking, choking, throwing

objects, kicking, burning, or other forms of physical

acts constitute physical abuse. Punishment such as

having children kneel for periods of time on stones or

hitting them with belts or other objects is considered

abusive.

Emotional abuse results from acts that include

a continued pattern of degrading, denigrating, insult-

ing, and ridiculing a child. It can include withholding

affection and support, rejecting, terrorizing, and iso-

lating the child from others. Some consider emotional

abuse to be more detrimental to the child because it

can have long-term psychological effects on self-

esteem and psychological development.

Sexual abuse is sexual manipulation or coercion by

an authority figure. It includes incest, rape, molesta-

tion, performing indecent sexual acts in front of chil-

dren, exposing them to sexually explicit materials,

photographing them in sexual explicit poses, and/or

sexually exploiting them for prostitution.

Neglect is evidenced by the failure to provide ade-

quate nourishment and by creating a living environ-

ment that is consistently dirty and unkempt. There is

apathy on the part of the caregiver to provide for the

child, and these children come to school disheveled

with torn and soiled clothing. They are often left

unsupervised, and their medical, psychological, and

educational needs go unmet. Often, there is little or

no affective stimulation or warmth, and in the case of

infants, no nurturing or proper hygienic care is pro-

vided. Some victims of abuse have suffered multiple

forms of abuse. For example, at times, sexual abuse

may involve physical abuse, and a neglected child is

most likely also emotionally abused.

Cultural Influences

Child abuse and neglect occur in all cultures and eth-

nicities, and on all socioeconomic levels. It is found

in every country in the world. In some cultures, tradi-

tional values support the concept of physical punish-

ment and the ridicule and humiliation of children for

undesirable behaviors. What may constitute child

abuse in the United States would not be considered so

in other countries, especially in places where exploita-

tion of children in the labor market, in war, or for sex-

ual purposes is tolerated.

In the United States, African American, Pacific

Islander, and American Indian or Alaska Native chil-

dren have the highest rates of victimization; Asian

children the lowest rates. According to the Child Mal-

treatment Report of 2004, White children were the

most victimized at 53.8%; 25.2% were African

American and 17% were Hispanic. Children with dis-

abilities accounted for 7.3% of all victims. Parenting

children with disabilities can increase the stress level

for parents and caregivers, potentially placing these

children at higher risks. Parental stress increases

because these children can be more difficult to care

for, have behavioral problems, have limited communi-

cation or mobility, and require constant attention and

supervision.

Child Abuse in Schools

Child abuse is most associated with dysfunctional

families; however, it does exist in our nation’s

schools. Some children experience their first incidence

of abuse by teachers in schools. When abuse is

observed in schools, it is sometimes left unreported

by teachers and principals. Children often will not

report experiences of abuse to teachers or other school

professionals because they believe that nothing will

be done about it. When they do report, they will dis-

close to peers or family members. It is critical for

educators and school administrators to report disclo-

sure of abuse by children and for school districts to

have written policies on reporting procedures. In most

states, educators who fail to report incidences or sus-

picions of abuse are subject to fines or other legal

consequences, so professional development training

for teachers and other school personnel is essential to

help them understand signs and symptoms of abuse,

reporting guidelines, and interventions.

The Abusers

There is no specific profile of an abuser, although var-

ious characteristics have been identified over time.

Perpetrators of child abuse are defined by most states

as parents or other caregivers such as relatives, baby-

sitters, and foster parents. According to NCANDS’s

most current report, Child Maltreatment 2004, of the

Child Abuse 143



872,000 child abuse victims, parents were the abusers

in 78.5% of the cases; 6.5% were relatives; 4.1% were

unmarried partners of parents; and the remaining were

residential facility staff, child care providers, legal

guardians, and foster parents. More than half of these

perpetrators neglected their children, 10% physically

abused them, and 6.9% sexually abused them. Fifteen

percent committed more than one type of abuse.

Often, the perpetrators are young adults in their

mid-20s living below the poverty level and lacking

a high school education. They have difficulty coping

with the stresses of daily living, and in some instances

were abused themselves as children or were exposed

to family violence. Family environments where these

factors are present are more likely to expose children

to frequent arguments, parental fighting (sometimes

physical), and situations where children live in con-

flict and fear of violent reactions from their care-

takers. Furthermore, parents and caregivers who

themselves suffer from depression, personality disor-

ders, substance abuse, or other emotional disturbances

are more likely to abuse their children. Teenage par-

ents who lack resources such as financial and social

supports to care for children may also be at increased

risk of abuse. Parents who are prone to act violently

and who lack empathy perceive the world differently

and may be more predisposed than others to be abu-

sive to children.

Fathers tend to be the cause of the majority of

child abuse fatalities resulting from physical violence,

whereas mothers were most often responsible for

neglect. Although parents tend to be the main perpe-

trators of aggression toward children, siblings and

relatives living in the family environment can also

physically, emotionally, and sexually abuse them.

Psychological Effects on Victims

Abuse is about control and power over another per-

son. The psychological effects of abuse on victims

will vary depending on the type of abuse endured, the

length of time the abuse occurred, and the intensity of

the abuse. A single abusive event can create Type I

trauma, whereas repeated and prolonged abuse in

children who endure severe pain, torture, consistent

violence, and family conflict experience Type II

trauma. Type II trauma has more debilitating effects

on children. Children who experience Type II trauma

develop coping mechanisms such as dissociation,

denial, and shifts in mood from anger and rage to

extreme passivity and withdrawal. Educators and

human service professionals, when observing abused

children, must consider the above factors and the

extent of the trauma to better understand and treat

symptoms and behaviors. Not all children will act the

same. Some children will internalize the trauma and

can be observed withdrawing and appearing sad,

depressed, and lethargic. They may be fearful of

others and avoid interactions. They may engage in

somatization and exhibit physical symptoms such as

headaches, stomachaches, or other ailments. They

may exhibit self-mutilating and suicidal behaviors.

Those who externalize the trauma will express their

anger and rage toward others or animals. For exam-

ple, they are prone to violence and hostility, and they

may kill or torture animals or destroy property. In

cases of sexual abuse, these children may demonstrate

sexually provocative and explicit behaviors.

Effects of Physical Abuse

Physically abused children lack a joy for life.

Depending on the extent of the abuse, they may have

been removed from their homes and put in foster care

or have endured multiple hospitalizations. In cases of

severe physical abuse, these children may have physical

impairments in speech, language, and motor function-

ing. They feel abandoned and rejected by their families.

In school, they can exhibit academic and learning diffi-

culties and rebelliousness, and have problems easily

establishing friendships with other children. There may

be physical consequences, such as bruises, burns, scar-

ring, and broken bones. Abused children may suffer

from depression and withdrawal, or may physically act

out toward authority figures and peers.

Effects of Emotional Abuse

Emotionally abused children experience loss of

self-esteem and often feel isolated and disengaged

from others. They may become hypervigilant and sus-

picious and appear to be always on guard. In school,

they may act belligerent toward teachers and may

engage in hitting and fighting with other children.

They are less motivated to attend school and complete

academic assignments. Those who internalize the

trauma will not engage in play or social activities and

appear passive and nonresponsive to external stimuli.

They can be moody and fearful of expressing feelings.
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Effects of Sexual Abuse

Children who have been sexually victimized will

exhibit an array of symptoms and behaviors that can

run on a continuum from few symptoms to engaging

in prostitution or becoming sexually predatory toward

others. The behavior of these children depends on the

severity of the abuse, the relationship to the perpetra-

tor, the frequency and intensity, as well as the support

from family members following disclosure. Common

symptoms include depression, low self-esteem, anxi-

ety, substance abuse, posttraumatic stress disorder,

and self-destructive behaviors such as suicide and

prostitution. These victims feel shame, embarrass-

ment, and guilt. In extreme cases of repeated, pro-

longed sexual abuse, dissociation occurs as victims

experience a sense of hopelessness and helplessness.

When dissociating, the child copes by detaching from

the self and the act that is being committed. A loss of

identity and memory difficulties can result. These vic-

tims, because of their exposure to manipulated sex,

become sexualized and will display overt sexually

provocative behaviors, abnormal preoccupation with

sex, and a lack of inhibition toward sexual acts or sex-

ual conversation. Child abuse victims are at a higher

risk for sexually transmitted diseases, pregnancy, and

prostitution. They will have continued difficulty

engaging in normal intimate and sexually rewarding

interactions in adulthood.

Effects of Neglect

Victims of neglect have experienced a lack of, or

no, nurturance and attention from parents or signifi-

cant others. These children will suffer many of the

same psychological effects as those who have been

physically or emotionally abused. They will experi-

ence loss of self-esteem, abandonment, lack of affect,

and difficulty expressing emotions. They tend to have

a negative view of the world and may suffer from anxi-

ety, depression, or overly aggressive behaviors toward

others. They are often cognitively developmentally

delayed. They feel no one cares for, and about, them

and also experience a sense of hopelessness and help-

lessness to seek resources on their own.

Child Abuse Reporting

All states have designated agencies for the reporting

and investigation of child abuse incidences, which then

report these data to a central registry for tracking pur-

poses. Specific state statutes require mandatory report-

ing of suspected child abuse. These statutes require

certain professionals who work with children, such as

educators, social workers, therapists, physicians, nurses,

and law enforcement personnel, to be mandated repor-

ters of suspected child abuse and neglect. Failure to

adhere to these statutes can result in fines and legal

charges, including felony charges and potential jail

time. These professionals are believed to be in a unique

position to observe instances of child maltreatment that

might otherwise go undetected. Should a report be nec-

essary, these professionals should inform the nonabu-

sive parent that a report will be made.

If a minor child (client) discloses abuse, he or she

should also be informed that a report will be made for

his or her protection. Helping the victim deal with

social service agencies and other authority figures

who will be investigating the case and discussing the

process is recommended. Early detection and report-

ing of maltreatment are critical in reducing further

harmful effects to children.

Prevention and Treatment

The first step in prevention is reporting suspected abuse

so it can be investigated and a determination made as

to the most appropriate services for a child victim and

his or her family. Referral to appropriate service

agencies following the report provides support and

resources to the abused child and family. Treatment

should be comprehensive in that many resources and

treatment modalities for all family members are pro-

vided. It is not enough to treat the abused child; family

members must also be included because child abuse

and neglect are experienced by the entire family.

Prior to selecting the treatment approaches that

will be used, an assessment of the family is crucial. It

should be determined whether parents or caretakers

themselves have had personal experience with mal-

treatment in their family of origins, and if they may

be suffering from personality disorders or other emo-

tional disturbances that would warrant psychiatric

intervention. It is essential to gain an understanding

of parental child-rearing skills and stressful situations

and events, and how these have been dealt with in the

past within the family structure. An assessment of the

child is useful to (a) determine if there is a disabling

condition that could add undue stress to the family,

(b) identify any behavior problems the child may have
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at home or in school, (c) determine the child’s devel-

opmental level, and (d) identify the child’s adaptive

and coping abilities. Knowing the child-rearing values

and traditions of the culture of the family is important

so as not to misinterpret social cues and behaviors on

the part of the child, caregivers, and other family

members. Observing the interactions between the

child and caregivers can provide insight into the

child–parent relationship and response behaviors

toward the child. Parents and caregivers who maltreat

children will exhibit less positive and nurturing beha-

viors toward them. They will be less likely to interact

with their children, may be prone to quickly admonish

or criticize the child, may have higher expectations

than nonabusive parents, and may make inappropriate

demands on their children for their developmental

level. Following assessment, when selecting treatment

approaches to use, therapists must make decisions

regarding whether to treat the entire family as a whole,

the couple, the abused child, or the parent–child dyad,

and what specific modalities will be used.

Treatment Interventions for the Abusers

A behavioral approach has been recommended for

abusive parents and caregivers because this approach is

more directive, problem and solution focused, and edu-

cational in nature, and it places the responsibility on the

family members to take action and make changes in

their behavior. This approach is also intended to help

parents become more sensitive and responsive to their

children’s needs. Cognitive therapies have been used to

help parents gain awareness of irrational and dysfunc-

tional beliefs and to change these belief systems into

more rational, logical thinking that will promote appro-

priate behavioral responses. Individual, family, and

group counseling can be used simultaneously. Individ-

ual counseling for the child and individual family mem-

bers can be conducted in conjunction with group and

family counseling interventions. Group counseling is

beneficial because it connects parents to other maltreat-

ing parents who can serve as support networks to one

another. In groups, parents can learn appropriate child-

rearing and parenting skills and where to obtain assis-

tance and resources for their families. Parents who

maltreat children will need to learn techniques to con-

trol and manage their anger on a daily basis. They will

learn how to respond to their children without shouting,

hitting, or using other aggressive forms of behavior.

They should be taught methods they can use to manage

and handle stress such as deep breathing and relaxation

techniques. These individuals must be provided with

opportunities to discuss feelings of frustration, shame,

guilt, and inadequacy with their therapists and with

other parents who share similar concerns. Role-playing

by the therapists and group members can help ease

parental anxiety and provide a mechanism by which to

practice desirable behaviors and obtain immediate feed-

back from others. The therapist may need to combine

treatment modalities with periodic home visits to assess

whether what is being learned in therapy is being trans-

ferred to the home environment. To help abusive

parents become more self-reliant, connecting abusive

parents with sources of social support is necessary.

These support venues include community agencies that

can assist with housing, health, and social needs;

churches or other religious organizations; day care pro-

viders; and employment counselors who can provide

parents with resources to find better jobs or obtain train-

ing. Extended family members and friends can help

provide emotional support and encouragement.

Treatment Interventions for the Victims

Treatment approaches for child victims will

depend on the severity of the abuse the child has

experienced. In addition, in order to be effective, the

types of treatment selected must be congruent with

the child’s developmental level and symptoms. To

protect and provide a safe environment, children are

sometimes removed from the home and placed tem-

porarily with relatives or in foster care. Therapeutic

day care treatment has been used to increase the

child’s developmental and social skills and as a protec-

tive measure. The rationale behind the use of these

two approaches has been to provide a hiatus for the

family so they can participate in therapy before the

child is returned home or adopted by another family.

The intent has always been for this approach to be

short term, but fewer than 40% of foster children ever

return after 2 years in foster care. Furthermore, it is

becoming increasingly difficult to find suitable foster

care facilities for children, and many children shift

from one home to the next and are separated from

their siblings. Many abusive parents are never totally

rehabilitated, nor do they respond to treatment posi-

tively, and they continue abusive patterns of behavior.

Child victims who experience severe trauma and

suffer from symptoms of posttraumatic stress disorder

are treated with education that involves teaching them
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how to cope with stressful situations. Play therapy,

the use of expressive arts and writings, and person-

centered approaches that provide a means by which to

express repressed feelings have been used. Experi-

enced clinicians, in controlled settings, can also help

the child recall memories of the traumatic event and

work through feelings of anger, hurt, anxiety, shame,

and distrust. This is especially critical for sexually

abused children who have repressed memories of sex-

ual exploitation and abuse.

Future Considerations

Child abuse is a social, educational, and psychological

problem that occurs at epidemic proportions in the

United States. It is a problem that warrants more

attention than it has received in the past, both in the

United States and abroad, because of the impact such

abuse has in childhood and adult years. Education is

needed to assist helpers and human service profes-

sionals identify signs and symptoms of abuse and to

follow legally mandated reporting procedures. Treat-

ment interventions aimed at helping both the abusers

and victims effectively cope with the psychological

factors resulting from abusive patterns of behavior

and victimization are needed. Preventive measures,

such as parenting skills classes and stress and anger

management techniques, must be provided on a con-

tinuing basis by human service providers so as to edu-

cate others and to prevent abuse before it occurs.

Efforts at prevention of child maltreatment are neces-

sary in order for this epidemic to be thwarted.

Adriana G. McEachern

See also Conflict; Culture; Parenting Styles; Poverty; School

Violence and Disruption
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CLASSICAL CONDITIONING

Classical conditioning (also named Pavlovian condi-

tioning, for Ivan Pavlov, the researcher who pioneered

the topic) is considered, along with habituation, to be

a fundamental form of learning. The term condition-

ing is used because classical, along with instrumental

and operant, is considered a simpler and more basic

form of learning. As a form of learning, classical con-

ditioning involves a relatively permanent change in

behavior potentiality that arises as a result of particu-

lar experiences. Hence, at one time a certain behavior

does not take place. But as a result of independent

variables (or imposed stimulus contingencies), a

particular target behavior then does take place with

greater probability.
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Unlike habituation, which involves only a single

stimulus, classical conditioning involves two stimuli

that are paired. The purpose of one stimulus is to

reliably elicit behavior. This is the unconditional

stimulus (or US, because it will provoke a response

unconditionally), also called unconditioned stimulus

(because the response to it did not have to be

trained). It elicits the unconditional, or uncondi-

tioned, response (UR), which is already in the organ-

ism’s repertoire. The other stimulus—the conditional

stimulus (CS), because the response to it is condi-

tional, or conditioned stimulus, because the response

to it must be learned—is neutral with respect to the

US. The CS, in order to be a stimulus, must evoke

some response; but that response, or pattern of

responses, is unrelated to the US, and hence, those

responses have little or no similarity to the UR. If

training is effective, then the CS has acquired some

capacity to elicit a response that resembles the UR.

But because it is elicited by the CS alone, it is con-

sidered a learned response—a conditioned (learned),

or conditional, response (CR).

Training consists of pairing CS and US, ideally

with CS onset preceding US onset on each trial. So,

initially, before conditioning, the CS provokes little or

no conditioned response, which serves as a baseline

for evaluating the amount of learning reflected in the

amount (percentage, magnitude, probability) of CR

following training.

All of the basic phenomena that take place in

learning paradigms (to include instrumental, operant,

and habituation) are found in classical conditioning.

As in other paradigms, acquisition occurs as a nega-

tively accelerated function, meaning that the greatest

behavior change takes place during early trials. A

practical implication is that those initial trials are

rather crucial because this is the time when errors are

readily mastered, and considerable training will be

needed to extinguish those flawed behaviors. Another

implication arises later in learning when performance

is nearing asymptote. As a curve of decreasing

returns, less and less additional change in perfor-

mance (reflecting less and less further learning) is

observed with additional training trials. (Good exam-

ples of these considerations are found in learning

physical or sport skills. During initial training, mis-

takes can be learned quite readily—pointing out the

importance of guidance and error-free training for

novices. Later, highly skilled performers have diffi-

culty maintaining motivation to keep working when

their efforts seem to show very little payoff.) The

other basic phenomena include such matters as extinc-

tion, spontaneous recovery, stimulus generalization

(positive transfer), stimulus discrimination, external

inhibition, disinhibition, and so on.

A great deal of research has been conducted deal-

ing with time relations between CS and US presenta-

tions and characteristics of stimuli (e.g., intensity and

complexity). It is quite clear that for optimal condi-

tioning, the CS onset should precede US onset—the

time between onsets being commensurate with the

latency of the UR. For a very simple and quick

response (e.g., eyeblink, which is popular in much of

the animal research), roughly 0.5 seconds seems opti-

mal, whereas for a slower or more elaborate response,

some number of seconds would be suitable. In

essence, the CS is functioning as a signal that fore-

casts the presentation of the US. So, it appears as

though there needs to be sufficient time for the CS to

allow the learner to prepare for the US, and to antici-

pate it. When it comes to stimulus intensity, it appears

that US intensity is of particular importance. It must

be ‘‘prepotent’’ in that it is strong enough to take pri-

ority, dominating over other stimuli that could cause

distraction or evoke behavior that could compete with

and weaken the UR. The function of the US is to

evoke a particular pattern of behavior, so it makes

sense that a strong and unambiguous elicitor is desir-

able. A weak US will evoke a weak UR or a UR that

could be viewed as ‘‘sloppy’’ in the same way that

unclear and ambiguous guidance or instruction leads

to behavior that is not clearly on target. With classical

conditioning, the behavioral outcome is thoroughly in

keeping with the behavior evoked with the US. Or, in

other words, ‘‘what you do is what you learn.’’ It

should be noted that a US need not be appetitive

(evoking behavior that fits a general category of

‘‘approach’’) but can be aversive (leading effectively

to avoidance behavior).

Higher intensity may be of some importance for the

CS—but within reason. An excessively strong signal

can provoke some behaviors that can interfere with

both CR and UR. It has been suggested that any stimu-

lus above threshold (detectable) can serve effectively

as a CS (as long as it reliably predicts occurrence of

a US)—meaning that learning can take place with very

subtle cues. But to have an optimally effective CS, it

would appear that not just adequate intensity is impor-

tant but greater complexity is of considerable value.

Note that complexity does not mean difficulty; rather,
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it means number of elements. So, when signals are

important, they include many components (e.g., a rail-

road crossing in a high-traffic area or warnings about

fuel and altitude in aircraft cockpits will have a variety

of visual features plus sound). Typically with com-

pound stimuli, a particular element will be dominant;

sometimes, that element will overshadow the others.

But typically, the ‘‘weaker’’ elements will add and con-

tribute to the overall signal value.

Classical conditioning can easily be regarded as

a substrate in that it can be seen as a basis or underly-

ing process in instrumental and operant conditioning.

It also has rather obvious roles in those paradigms

whenever some learned element is involved. For

example, secondary reinforcers (also appropriately

called conditioned reinforcers) are extremely powerful

and practical tools for instrumental and operant condi-

tioning. Perhaps the ultimate example is clicker train-

ing for dogs and other animals, where the sound of

the clicker (which serves as the secondary reinforcer)

had been paired with some incentive (dog treat), but

can now serve to ‘‘reward’’ the animal immediately

following some target behavior. Virtually all of the

social reinforcers for humans (smiling, nodding, atten-

tion) can be seen as having acquired their incentive

value in analogous fashion. Discriminative stimuli in

instrumental and operant conditioning serve as signals

that have been associated with particular contingen-

cies rather than specific stimuli.

Finally, in practical application, classical condi-

tioning is often where some form of training begins as

a way to establish some behavior. And once some

behavior is stable and reliable, it can be used for

building additional outcomes. For example, with

higher-order conditioning, an established CS can

function as a US. Furthermore, it probably rarely

maintains a ‘‘pure’’ form but becomes combined with

or replaced by instrumental contingencies and incen-

tives. For example, if a parent is teaching vocabulary,

the parent may prompt by saying, ‘‘Say ball.’’ After

a few of these trials (US-UR), the parent may hold up

a ball, point to it, and say, ‘‘What’s this? Say ‘ball.’’’

Then, the parent may fade out the US, eventually pre-

senting the CS (pointing to the ball and saying,

‘‘What’s this?’’). When the child emits the CR of

‘‘ball,’’ then the parent may respond with a social

reinforcer: ‘‘That’s right; good for you.’’ It could be

argued that classical conditioning should be seen as

the substrate and underlying process for most of our

learning. Indeed, most of our vocabulary and nearly

all our emotions (preferences as well as fears) can be

attributed to classical conditioning.

Louis G. Lippman
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CLIQUES

Relationships outside the household become increas-

ingly important as a child moves through adolescence.

One way to view these relationships is through cli-

ques, which can be defined in two ways: (1) Research-

ers define a clique as a grouping of persons who

interact with each other more regularly and intensely

than others in the same setting (a more neutral defini-

tion), and (2) the more popular definition by layper-

sons is a social grouping of persons that exhibits

a great deal of peer pressure on its members and is

exclusive, based on superficial differences (a more

negative definition).

No matter which definition is chosen, cliques

exhibit common criteria. Cliques are a small social

group of anywhere between 2 and 12 persons, typi-

cally averaging around 6. They are created based on

similar characteristics of their members, including

age, gender, race, social status, socioeconomic status

(SES), and shared interests and activities. Cliques pro-

vide the major social context in which youths interact

with each other, and thus are of high importance for

their healthy development.

Along with the definition, an important distinction

must be made to separate cliques from the similar

peer grouping of crowds. Crowds are a larger group-

ing of individuals who share a common image or rep-

utation with each other, or may have similar features

(race, SES), but do not necessarily accept their mem-

bership in said group. Examples of crowds are jocks,

nerds, populars, cheerleaders, and so on.

This entry describes the formation and maintenance

of cliques, including gender differences, changes in

clique structure across adolescence, types of individuals
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in/out of cliques, the process of joining cliques, as well

as the benefits and problems with cliques.

Gender Differences in Cliques

Although many similarities exist between male and

female cliques, they do have some important differ-

ences. Females are more likely as a whole to become

members of cliques, whereas boys are more likely to

be nonmembers. Females are also more likely to form

cliques at an earlier age than boys, with females

beginning around age 11, boys at 13 or 14. Female

cliques are more focused on vocal activities, including

gossip and sharing thoughts and feelings, and are eas-

ily hurt by the gossip and hurtful remarks spread by

these cliques. Male cliques are typically focused

around similar activities and interests. Research has

also found that males have a greater desire for accep-

tance from a group, and more concern with status

than females, who were more interested in being emo-

tionally closer to a smaller group of peers.

Changes in Clique Structure Over Time

It has been stated that the structure of cliques devel-

ops in parallel to the development of identity; thus,

important changes are seen as youths move through

adolescence into adulthood.

Preadolescence

Preadolescence marks the initiation of cliques as

youths begin to separate from familial relationships

being of primary importance. These early cliques are

created almost entirely of same-sex individuals and

are formed around similar interests and activities

rather than other demographic characteristics.

Mid-Adolescence

Mid-adolescence involves great changes in both

clique structure and activities, as youths become more

interested in the opposite sex, but do not yet have dat-

ing relationships. This is a time in which cliques

become more segregated based on demographics

beyond sex and interests/common activities. Cliques

begin to integrate at similar venues with opposite-

sex cliques, but their membership does not yet

change. Later, as youths become interested in dating

relationships, cliques begin to open up to mixed-sex

and even mixed-age membership.

Late Adolescence

As youths begin to enter late adolescence, dating

relationships begin to take precedence over clique

membership. Cliques begin to collapse as members

are lost and are replaced with pairs of dating adoles-

cents. These pairs form loosely associated cliques,

which separate from the larger group activities in

favor of individual ones. This form of clique structure

is said to extend into adult relationships.

Types of Individuals
in and out of Cliques

Through the use of observation studies, researchers

have identified three types of youths in clique mem-

bership: clique members, liaisons, and isolates.

Clique Members

Clique members comprise fewer than half of all

adolescents, and are actively a part of a single, small

group of persons. They spend most, if not all, of their

social interactions with these same individuals.

Liaisons

Liaisons are individuals who interact with some

members of a clique, but not with all. Liaisons can

associate with multiple separate cliques, and are gen-

erally well thought of by their peers. This type of

individual comprises approximately 30% of youths.

Isolates

Isolates are individuals who are not involved with

any clique members, and generally have few, if any,

relationships with peers in their social network. Iso-

lates may be of volunteer status, in that they actively

avoid relationships, or they may be of forced status

(also labeled as targets or victims), in which they are

set up by others to be excluded and ridiculed.

Joining Cliques

Because of the hierarchical interior structure of

cliques, some individuals who desire membership

are denied. This membership is maintained through
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a careful screening process, usually established and

maintained by the leader. Two methods for obtaining

membership exist: invitation and application.

Invitation

Invitation into a clique can occur as a direct

request from one of its current members or by indirect

socialization. Indirect socialization can resemble an

advertisement of what the clique can offer the pro-

spective member, involving a courtship attempting to

show how great life in the clique actually is. Also

important (with application as well) is that before this

potential new member is invited/accepted, the lead-

er(s) of the group must desire his or her membership;

however, if the leader(s) of the clique want to give

someone membership whom the other members dis-

approve of, the person may still receive an invitation/

acceptance with little effort from the leader(s).

Application

Application is the second way a person can be

granted entry into a clique, which may not appear

much different from the outside looking in, where

a similar courtship will exist. Also important is that

although application may not be immediately made

through the leader (applicants may begin to socialize

with lower-level clique members), nearly all appli-

cants will end up attempting to impress the leader(s)

before acceptance is granted.

Status and Hierarchy of Cliques

Maintaining Status

Cliques have a very strong hierarchical status

structure inside them, containing at least one leader

(typically a single person reigns). This status structure

can also be quite transient, and changes in status are

likely to occur regularly. It is said that members need

to be constantly working to hold on to, or increase,

their position in the clique. For leaders of cliques, this

can become a harsh process, which has led many to

hold a negative view of cliques. One way in which

a leader maintains his or her status is to alternate

praise and criticism toward other members, which

keeps the leader from gaining negative attention on

him- or herself. Leaders may also change the way the

clique views activities, values, and/or opinions of

things to keep the other members unsure of where

they stand in the group. Beyond these changes, clique

members constantly change friendships so as to

socialize with only the most popular of peers.

Types of Group Members

In her book Queen Bees & Wannabes: Helping

Your Daughter Survive Cliques, Gossip, Boyfriends &

Other Realities of Adolescence, Rosalind Wiseman

describes her observations of cliques and groups

female adolescents into several roles:

Queen Bee: The leader of the group, who Wiseman

describes as ruling by ‘‘charisma, force, money, looks,

will, and manipulation’’ (p. 25).

Sidekick: The lieutenant of the clique, who is said to

have no voice but that of the Queen Bee, consistently

backing her up no matter what the issue.

Banker: The girl who holds all of the information and

gossip, and releases it for her own benefit.

Floater: Similar to the liaison described earlier, a girl

who can go in and out of more than one clique.

Pleaser: This person can be in or out of the clique; she

will consistently back up the Queen Bee and the Side-

kick, but receive very little credit for doing so.

Target: Typically outside the clique, this person is

excluded by the members and humiliated on a regular

basis.

Male Roles

Although Wiseman’s book centers around the lives

of female teenagers, she also adds a section for males,

and describes their similar roles:

Leader: Similar to the Queen Bee, Wiseman describes

him as, ‘‘Everyone wants to be him . . . athletic, tough,

able to get the girls, or rich’’ (p. 183). Contrary to the

Queen Bee, he is typically well respected.

Flunkie: Similar to the pleaser, in that he will do any-

thing asked of him, but different in that he responds to

any member. This person constantly gets into trouble

and irritates others because of his actions.

Thug: Can also be a wannabe thug. This person is

smarter than he lets on and typically communicates in

nonverbal bullying behavior. Although this person

appears popular, he may or may not be.

The Get Wits: The groupies of the male clique. These

males are well respected by adults for being good, but
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their peers do not hold them in similar respect. and

they are seen as tagalongs.

Hierarchy of Cliques in Social Setting

Not only does a hierarchy persist inside of cliques,

but a hierarchy also ranks cliques belonging to the

same social network. Similar to the hierarchy and sta-

tus maintenance that occurs inside of cliques, there

are also changes to the clique rankings; however, this

status rank does not change as frequently as internal

statuses. Although cliques differ from crowds, these

larger peer groups can play a large role in the status

of a clique. The more popular the crowd with which

members of the clique identify, the higher the status

of the clique, and multiple cliques identifying with

the same crowd will be more likely to have status

fluctuations with these similar-status cliques.

Benefits and Problems With Cliques

Benefits

Although cliques are typically seen as a negative

force on adolescents, they do have some positive attri-

butes. One such attribute involves the development of

social identity. Through the formation of peer groups

such as cliques, adolescents learn to identify types

and regulate social interaction. Adolescents begin to

see themselves as others perceive them, and they are

taught through these interactions to control their emo-

tions and behaviors.

A second benefit of cliques is that they can help

promote an adolescent’s self-worth. Research has

shown that they provide a strong effect on this impor-

tant feature of self-esteem. As stated earlier, adoles-

cents begin to see how others perceive them through

peer groups, and the perception of others has been

found to have a large impact on how a person views

him- or herself.

Problems

The benefits with cliques can also easily become

problems. With regard to the development of social

interaction, adolescents in overly competitive cliques

can perceive all social networks as being this way,

and thus act in a way to compete with others. With

self-worth, adolescents can easily develop negative

perceptions of how other people perceive them, or

they may see the constant changes in status and think

that they are worthy only if they have something to

offer or if they push other people down.

For better or for worse, peer groups such as cliques

are the most prevalent friendship structure in adoles-

cence and thus produce a strong effect on adolescents’

further development.

Matthew J. Davis

See also Bullying; Friendship; Identity Development; Peer

Influences; Psychosocial Development; Social

Development

Further Readings

Adler, P. A., & Adler, P. (1998). Peer power: Preadolescent

culture and identity. New Brunswick, NJ: Rutgers

University Press.

Moehn, H. (2000). Everything you need to know about

cliques. New York: Rosen.

Rice, F. P., & Dolgan, K. G. (2004). The adolescent:

Development, relationships, and culture (11th ed.).

Boston: Allyn & Bacon.

Steinberg, L. (2005). Adolescence (7th ed.). New York:

McGraw-Hill.

Wiseman, R. (2002). Queen bees & wannabes: Helping your

daughter survive cliques, gossip, boyfriends & other

realities of adolescence. New York: Crown.

COGNITIVE AND CULTURAL STYLES

The unique ways in which students learn and teachers

teach, or learning and teaching styles, are closely

related to cultural values and personality types.

Matching preferred styles can prevent school failure,

enhance success, and motivate students to stay in

school and develop talents to their fullest. Matching

students’ preferred styles can also make the teaching

experience more satisfying for educators and can

increase the effectiveness of educational programs.

However, as American society becomes more com-

plex and diverse, schools and teachers are finding it

more difficult to identify and match the preferred cul-

tural and cognitive styles of students.

Cultural styles reflect virtues and philosophies of

life that are emphasized by families, communities,

and cultures. As one component of learning styles,

they serve as guideposts or markers that children use

as they move through life in search of the careers and

the life goals they find meaningful and fulfilling.
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A second major component of students’ unique

learning styles and teachers’ instructional styles is

cognitive styles. These are styles of personality that

determine how students like to learn, the ways in

which they prefer to relate, the types of rewards that

make success in school meaningful, the preferred

manner of communication, and leadership style. Cog-

nitive styles are related to cultural styles through the

process of socialization and instruction by parents,

other authority figures, and cultural experiences in the

home and community.

By the time children attend school, they have devel-

oped specific cultural and cognitive styles that are related

to how they like to learn and how they process and retain

information. These cultural and cognitive styles may or

may not be compatible with their instructors’ teaching

styles and the cognitive and cultural styles emphasized

by the schools they attend. Some cultures and families

emphasize emotional IQ, or the importance of under-

standing people and relationships, and emphasize being

a helpful and spiritual person who is a contributing

member of a family and society. Instruction by adults is

largely done by modeling and demonstration while

simultaneously discouraging deviation from set practices

and procedures. Other families and cultures tend to

emphasize the value of traditional educational skills such

as reading and math, and the importance of the individual

is emphasized over that of the group. Instruction in these

families is largely transmitted through trial-and-error

learning where the child is encouraged to learn and to

work independently of adults.

This entry focuses on how teachers, schools, col-

leges, and universities can become more sensitive to

the preferred cultural and cognitive styles of stu-

dents regardless of familial and cultural background.

It is argued that the ultimate goal of education

should be to identify the uniqueness of learners, and

to individualize instruction in order to match the

individuality of expression in learning environ-

ments. Specifically, the goal should be to match pre-

ferred student styles and worldviews in order to

ensure enthusiasm for learning and success, thereby

enhancing the adaptability and flexibility necessary

to live happily and meaningfully in a diverse society

and a global world.

Cultural Styles

Manuel Ramirez and Alfredo Castaneda’s theory of

cultural and cognitive styles flexibility proposes that

cultures, communities, and families hold certain belief

systems and perspectives on the meaning of life, iden-

tified as cultural styles, which can be classified on

a traditionalism-modernism continuum. Bicultural or

multicultural styles are considered to represent a com-

bination of traditional and modern views. Examples

of three major dimensions of traditional and modern

styles are presented in Table 1.

The traditional-modern belief systems dichotomy

was introduced by Robert Nisbet to conceptualize a con-

flict in societal ideology that emerged at the end of the

19th century. The conflict was given form by the demo-

cratic revolution and the Industrial Revolution. These

worldviews define different perceptions of reality. Pres-

ently, the conflict has become more acute during the

past two presidential elections and may be thought of as

the genesis of dialectically opposed sets of values and

goals. For example, the view of creation of the universe

has been couched recently as intelligent design, or crea-

tionism, versus evolution. Another example is the per-

spective of the primary life goal, characterized by some

as seeking salvation in the afterlife and by others as

attaining meaning and fulfillment in the present life.

Another way of understanding how cultural styles influ-

ence individuals is the measure of a ‘‘good’’ person. In

some literature, it has been presented as emotional IQ

and sense of community, and in other literature, it is

presented as a more individual orientation to life.

Cultural styles are transmitted or moderated through

socialization and the educational practices of parents,

communities, and cultures. By the time children first

encounter educational environments, they have devel-

oped preferred cultural styles that either match or do

not match the preferred cultural styles of teachers,

as well as the educational practices and programs of

the schools they attend. The degree of match, in turn,

Table 1 Traditional and Modern Cultural Styles

Type of Belief

Focus of Belief Traditional Modern

Creation of

the universe

Sacred Rational

Primary life goal Salvation Living life to

the fullest

Characteristics of

the ‘‘good person’’

Caring and

compassionate

‘‘role model’’

Self-determination

or freedom

to pursue life goals
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determines the child’s quality of adjustment and gen-

eral success in learning environments. Flexibility in

teachers and educational environments is essential to

ensure student enthusiasm for learning and success in

school.

Cognitive Styles

To ensure student success in educational settings, it is

important to match their cultural styles and their per-

sonality styles. Educators are encouraged to become

sensitive to the manner in which students approach

new learning situations and to their motivation to learn.

The type of relationship students prefer to have with

teachers is also important, as is the types of rewards

that encourage learning and retention.

Cognitive styles have five major components: rela-

tional styles, communication styles, motivational

styles, learning styles, and teaching and supervisory

styles. The three major cognitive styles identified by

Ramirez and Castaneda are as follows:

1. Field independent—this personality style is char-

acterized by a formal manner of relating to others

(including both peers and teachers), a communication

style that is impersonal and brief (economical use of

words), a motivational style that is oriented toward

achievement for the self, a learning style that is analyti-

cal and focused on the details of what is to be learned,

and a teaching-supervisory style that encourages learn-

ing by discovery and trial and error.

2. Field sensitive—this style is characterized by a

tendency toward a more personal and informal style of

relating to others; a communication style that is more

personalized and detailed; a motivational style that is

driven by social rewards, especially praise from teach-

ers and peers; a learning style that is more relational,

with a tendency to merge knowledge from different

fields or different sources; and a teaching-supervisory

style that emphasizes modeling and mentoring.

3. Bicognitive—this last style is characterized by

the ability to switch personality and cultural styles

depending on the learning challenge or situation

encountered. This style encompasses creativity as the

ability to combine features and characteristics of both

field independent and field sensitive personality styles

to develop new approaches to problem solving. A

bicognitive student has the ability to apply a combina-

tion of insights from different disciplines and the flex-

ible use of analytical and relational thinking styles.

Some examples of some classroom behaviors

related to field independent and field sensitive styles

are presented in Table 2.

Research on development of individual differences

in cognitive styles indicates that socialization prac-

tices play a key role in determining learning behavior

preferences in children. The teaching styles of parents

and other family members and the types of learning

behaviors encouraged in families seem to contribute

to the development of preferred learning behaviors in

Table 2 Learning Behaviors

Instructional Relationship to Teacher

Field independent 1. Likes to try new tasks without teacher’s help

2. Seeks nonsocial rewards such as gold stars

Field sensitive 1. Seeks guidance and demonstration from teacher

2. Seeks rewards such as praise, which strengthen relationship with teacher

Thinking Style

Field independent 1. Focuses on details and parts of things

2. Likes discovery or trial-and-error learning

Field sensitive 1. Focuses on the global nature of concepts of ideas

2. Prefers discovery of concepts in humanized, personalized, and story format
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children. For example, one family may emphasize the

importance of people, such as how people relate to

each other and their respective roles in the family.

The child in this family may learn about motivation

and about why people do certain things in certain

ways. For this student, a close interaction between

teacher and learner is encouraged. These children

may learn many things by modeling what they see

older people doing. These children develop the skills

of what has been come to be known as emotional IQ.

Another family may encourage their child at an

early age to find things independently. Children from

such families may have learned to work out problems

by trial and error. They will enjoy experiments with

new materials and new games, but may not enjoy

learning concepts requiring careful and exact observa-

tion and imitation. They may not learn to feel like

they are part of a group as early as children from the

family described previously.

Encouraging Development of
Cultural and Cognitive Style Flexibility

The cultural and cognitive flex model applies the phi-

losophy of cultural and individual democracy to educa-

tional environments. Horace Kallen introduced cultural

democracy in response to the concern expressed by

some segments of American society that some immi-

grants were slow at becoming Americanized. Observ-

ing a continuing persistence of languages, values, and

lifestyles associated with nations and cultures of ori-

gin, Kallen suggested that it was necessary to adopt

a cultural democracy perspective rather than a melting

pot ideal for American society. That is, rather than

insisting on forced enculturation to the American way

of life, cultural democracy, derived from the idea of

political democracy, would allow development of flexi-

bility of beliefs and ways of life. It would give citizens

the option to remain identified with their culture of ori-

gin while they adopt mainstream American culture.

What Kallen proposed was an alternative to the melting

pot; an opportunity for the development of bicultural or

multicultural orientations to life.

Ramirez and Castaneda proposed that if cultural

democracy were applied to education, it would facil-

itate the development of cultural and cognitive style

flexibility in students regardless of ethnic origins.

Specifically, cultural democracy was perceived as

a philosophical precept that recognizes that the way

a student communicates, relates to others, seeks

support and recognition from his or her environ-

ment, and thinks and learns is a product of the value

system of his or her home and community. When

students are allowed to use their preferred cultural

and cognitive styles, they achieve success and can

proceed to learn their nonpreferred learning style.

Through this process, students become bicultural

and bicognitive. They become Americanized, but

they also retain their identities with their original

cultures. Individual democracy in the context of

education, introduced by John Dewey, concluded

that a society that constricted individuality would

lose sight of democratic principles. He emphasized

that public policy should respect whatever is unique

and distinctive in each individual.

Research by Ramirez and Castaneda and also Bar-

bara Cox and Ramirez found that most students have

personality types that are bicognitive to differing

degrees. Most learners, however, have a preference

for one or the other style. By observing children in

classrooms and college students in different learning

environments and social and work settings, results

showed that the degree of success in education and

in life in general depends on their degree of bicogni-

tive functioning. The researchers concluded that the

ultimate goal of education was the promotion of flexi-

bility in cultural and cognitive styles resulting in

development of the total person.

To promote flexibility in cultural and cognitive

styles, it is necessary to individualize instruction by

encouraging flexibility in teachers and educational

environments. Changes were suggested in four major

components of instruction:

1. Teacher training to enhance understanding of

diverse cultural styles in American society. Specifi-

cally, teacher training programs need to present the

sociological, psychological, and anthropological char-

acteristics of the different ethnic groups in this country.

The information needs to be presented in an educational

perspective. For example, cultures that are more tradi-

tional tend to teach by modeling and direct instruction,

whereas more modern cultures generally teach by trial

and error using a less directive approach. Teachers

could be trained to use culture-matching teaching strat-

egies and could learn how to assess the preferred

cultural and cognitive styles of students. Teachers also

need to perform self-assessment to become aware of

their own preferred cultural styles and their relation to

teaching styles.
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2. Development and selection of different kinds of

curricula to facilitate learning among children with

different cultural styles. The principal focus of curric-

ulum development should be on how new material is

introduced and presented such that it incorporates cul-

tural and cognitive styles. For example, if the lesson

plan calls for teaching about rainbows, allowing

children to tell stories about their experiences with

rainbows is likely to be meaningful to those from tra-

ditional cultures. On the other hand, children from

modern cultures might prefer experimenting with

a bowl of water and a small mirror inside the bowl to

capture sunlight to show how rainbows are formed.

Both teaching strategies will benefit field sensitive/

traditional as well as field independent/modern learners

because they offer a diversity of teaching approaches

that serves to match the preferred styles of each group

while simultaneously providing the opportunity to add

the nonpreferred skills to existing learning repertoires.

3. Training teachers to use learning experiences

and environments to teach respect for cultural differ-

ences and cross-ethnic cooperation. This is particularly

applicable in social studies curricula where the objec-

tive is to encourage students to understand familial,

cultural, individual, and gender differences. For exam-

ple, teaching about holidays celebrated by different cul-

tures and discussing the lives of prominent women in

society as well as the achievements of historical figures

of different ethnic, religious, racial, gender, and socio-

economic backgrounds should be a part of social stud-

ies curricula. Teachers should also be taught to

discourage use of ethnic and racial slurs and language

that tends to disparage any group or person. Teachers

should engage in proactive behavior to discourage eth-

nic isolation and should emphasize children of different

genders and groups working together as a team to pre-

vent isolationism and clique formation.

4. Training for use of tests and other procedures for

assessment of academic progress and intellectual ability

to match the cultural styles of learners. For example,

children from traditional cultures are more likely to pre-

fer essay-type questions or tasks that tap creative writ-

ing skills, whereas children from modern environments

usually prefer multiple choice-type tests and assign-

ment of projects that apply concepts to problems. The

negative consequences of mismatch can have dire con-

sequences for both learners and teachers because inac-

curate conclusions can be drawn about the capabilities

of students and the effectiveness of teachers.

Once instruction and curriculum content have been

addressed, the students can then begin the match-

mismatch process. The cultural and cognitive flex

model of education follows three instructional steps:

match of preferred cultural and cognitive styles, initia-

tion of mismatch through match, and continued match

and mismatch to promote flexibility and adaptability.

The first step acknowledges and respects the child’s

cultural and familial experiences in learning by match-

ing the student’s preferred cultural and cognitive

styles. Assessment of the preferred styles of children

when they first come to school is essential. Identifica-

tion of the preferred cultural and cognitive styles of

each child is done through classroom observation of

behavior in an environment that allows for freedom

of individual expression of cultural and cognitive

styles. Once assessment is completed, the child is

placed in one of three groups where instruction will be

matched to preferred styles. This is the initial match.

The second stage is to gradually introduce mismatch

of styles once the child achieves mastery in his or her

preferred style. This is done by introduction to a bicog-

nitive-bicultural group in which the nonpreferred styles

are presented through use of the dominant styles; for

example, introducing individual competition through

group competition by asking group members to focus

on which member achieved the most points during the

exercise. This approach benefits the field sensitive and

traditional learner who is in the process of becoming

more bicognitive and bicultural.

Upon mastery in this environment, children are then

introduced to the third stage in the flexibility develop-

ment process, which is placement in a group where the

child is introduced to new instructional strategies. These

strategies include exposure to learning and testing mate-

rials that are written and presented in the previously

unfamiliar styles. For example, a teacher introducing

the nonpreferred style who uses the discovery approach

might proceed in this manner: ‘‘Yesterday, I showed you

how to find out if two triangles are equal. I have also

showed you how to find out if two squares are equal.

Now you know the shortcut I use in finding out the area

of something. I have some rectangles for you to look at,

and I want you to find out if they are the same, but I want

you to do it in the way you think I would, using the short-

cut I used with the triangles and the squares.’’ After

becoming familiar with the mixture of cognitive and

cultural styles, the child is ready for the transfer to the

group in which teaching and curriculum are based almost

exclusively in the unfamiliar style.
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The fourth and final stage is progression into an

advanced mixed-styles group in which both styles are

used to reinforce maximum flexibility and adaptability.

An example of a lesson plan that would be presented

in this group is as follows: In a field independent math

lesson, a child whose preferred cognitive style is field

independent and cultural style is modern feels familiar

with an abstract, impersonal curriculum. This student

enjoys individual competition and learns most advanta-

geously when the teacher emphasizes individual effort.

In a field sensitive and traditional curriculum (based on

the child’s unfamiliar styles), the child easily makes

the transition from a math lesson that emphasizes

inductive reasoning and abstract concepts to one that

emphasizes deductive reasoning and personalized/

humanized concepts. This student can work just as well

cooperating with classmates as competing with them in

the field independent-modern math lesson.

The flexibility and adaptability that students develop

can transfer to areas of life outside educational environ-

ments. They are likely to become more receptive to

other languages and other cultures, giving them the

opportunity to achieve linguistic and cultural flexibility.

To succeed in preparing students for success and

good psychological adjustment in a complex and tech-

nological society, we must get away from the one-size-

fits-all mentality that is presently so much a part of the

American educational system. A focus on individualiz-

ing instruction and utilizing technology can make this

possible. For example, a computer program can deter-

mine a child’s preferred cultural and cognitive styles

by assessing the preferred styles at the start of the

school year. The program would teach a new concept

by asking simple questions regarding preferences for

content and strategies for learning. The program could

also monitor the progress of the student through the

steps of cognitive and cultural flex achievement. Each

individual student’s record can become a part of his or

her educational history and used to plan his or her

advancement through each grade. In addition, it could

serve as a useful record for different teachers when stu-

dents change schools or move from elementary through

middle and high school.

The work by Ramirez and Castaneda and that of

their colleagues focused primarily on Mexican Ameri-

can children, showing how the traditional cultural

styles of Latino children were being mismatched by

the predominantly modern styles of the American

public school system. Mismatch between preferred

cultural and cognitive styles and the teaching styles,

curriculum, and educational procedures of schools

can result in mismatch shock, defined as exhibiting

stress and feelings of failure and alienation. To this

day, mismatch is the major reason why Mexican

Americans continue to have the highest dropout rate

of any ethnic group in American society. The mis-

match factor is also important for the high failure rate

in other ethnic/racial cultural groups in the United

States who are being mismatched by educational insti-

tutions, teachers, and professors. As reported by the

New York Times in February 2007, even when some

schools make the effort to introduce diversity in cur-

riculum offerings, school boards may stifle the effort.

In fact, all school-aged children and college students,

regardless of race, ethnicity, or socioeconomic class,

are likely to be mismatched and to become discour-

aged and frustrated. A recent study by the Education

Testing Service found that high school graduation

rates and achievement gaps in reading and math skills

have not changed very much in the past 20 years.

Assessment and Testing

As testing has become an indispensable component of

the American educational system, it has also become

a barrier to individualization of instruction and to

a culturally democratic education. Cultural and cogni-

tive styles in students can be mismatched by standard-

ized administration procedures as well as mismatch of

the content and structure of the assessment instru-

ments. Mismatch through testing can lead to inaccu-

rate conclusions regarding level of curriculum

mastery and general intellectual ability. These two

issues have become salient in the past few years

because of the emphasis on testing related to the No

Child Left Behind Program. Teachers have been

forced to ‘‘teach to the test’’ as administrators focus

on school test performance scores for teacher evalua-

tions, salary increases, and recognition. This forces

teachers to remain with a field independent type

of curriculum and teaching strategies, thereby over-

looking individual and cultural differences in their

students.

Ultimately, there is a double threat of mismatch:

first, between the teacher and student, and second,

between the teacher and the test-oriented curriculum.

When teachers are forced to ‘‘teach to the test,’’

opportunities for collaboration between children and

teachers on creative classroom projects are lost. In

one extreme, creative science or art projects, which
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encourage comparing classroom work to real pro-

blems, are considered secondary to rote and mecha-

nized drills. For example, when teaching about the

weather, students could be encouraged to play the role

of meteorologists who predict and chart weather pat-

terns rather than just memorizing information.

Regarding procedures of administration for tests

and evaluation instruments, research has found that

field sensitive and traditional children do best under

conditions in which the administrator befriends them

and presents the testing situation as a game rather

than the more formal and distant conditions usually

suggested for test administration. Additionally, chil-

dren who are mismatched by testing procedures and

instruments can be barred from promotion or gradua-

tion or incorrectly diagnosed as mentally retarded or

learning disabled.

Would-be reformers of the American public educa-

tion system propose a voucher system as a solution to

the failure of the current system. However, the cul-

tural and cognitive flex system of education would

argue that the answer to educational reform does not

necessarily lie with the privatization of education, but

rather with the way teaching is usually executed, with

what is emphasized in learning environments, and

with the way schools are organized. The objective is

to eradicate factory-model schools and the one-size-

fits-all mentality. When students are provided with

personalized, challenging, and meaningful experi-

ences, they are allowed to use their preferred cultural

and cognitive styles and gradually learn unfamiliar

styles without negative consequences. Flex develop-

ment takes place and conditions are established for

lifelong enthusiasm for learning and social and intel-

lectual growth.

Cognitive and Cultural Flexibility
in a Diverse and Global Society

Adaptability and flexibility are necessary to the

attainment of life satisfaction and successful partici-

pation in a complex, technological, diverse, and

global society. Flexibility of learning is a necessity

in our new society, as is adaptability to working

with people from diverse backgrounds. In a leader-

ship research study, leaders of ethnically mixed

groups, who varied in cultural and cognitive flex,

were asked to make every effort to reach group con-

sensus on solutions to group problems that were

impossible to solve (the group members were

instructed by the experimenter to play obstructionist

roles). These leaders were observed and rated on

effectiveness of effort. The findings supported the

hypothesis that leaders who were more culturally

and cognitively flexible were significantly more

likely to use effective behaviors such as establishing

group cohesiveness, soliciting the opinions of all

group members, and establishing a direction for

the group than the leaders who had scored lower on

flexibility measures.

Encouraging flexibility through education can also

reduce dropout rates and promote multicultural partic-

ipation, as revealed by the findings of a long-term

research study that applied the cultural and cognitive

flexibility model in a Southern California school. Stu-

dents in the experimental and control classrooms were

matched with respect to ethnicity and family socio-

economic status. The experimental participants were

exposed to the flex program from kindergarten

through third grade, whereas the control group stu-

dents were taught under the standard curriculum of

the same school. Former participants in this study

were compared 36 years later according to various

outcome measures. The findings indicated that the

experimental classroom participants were significantly

more likely to graduate from high school, to have

multicultural friendships, and to participate in activi-

ties of the different cultural groups represented in

their communities of residence. They also scored

higher on the reading, spelling, and math subtests of

a standardized achievement test.

The challenge to improve the American system of

education facing parents, educators, and social scien-

tists is enormous. As American society and its econ-

omy become more complex, the demand for well-

educated, flexible, adaptable citizens becomes more

pressing. The individuality of students and teachers

needs to be acknowledged and recognized, and educa-

tional environments that recognize, respect, and pro-

mote this individuality need to be developed.

Manuel Ramirez III

See also Cognitive Development and School Readiness;

Ethnicity and Race; Identity Development
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COGNITIVE BEHAVIOR

MODIFICATION

Cognitive behavior modification (CBM) is a blending

of two conceptual models of management behavioral

and cognitive theory, and as such is a powerful tool

for changing trajectories of behavior in children and

adults. One of the most widely researched and heavily

evidenced types of therapy or intervention, CBM pro-

vides an evidence-based model for practice in public

and private applications. Behavioral models of man-

agement originate with John Watson, Edward Thorn-

dike, and B. F. Skinner and are based on learning

theories of operant conditioning. Behavior is thought

to be ‘‘learned’’ and as such can be ‘‘unlearned.’’ All

behavior serves a function for the individual, such as

escape and avoidance or access to a reinforcer or rein-

forcement of some kind. Those reinforcers could be

tangible or intangible things or conditions. Cognitive

theory involves thoughts and feelings, two things that

a behaviorist could not identify or measure overtly.

Cognitive theorists would discuss cognitive structures

and internal dialogue as the reason for behavior.

This internal dialogue is also called self-speech or

self-talk and is believed to be modifiable through

self-instruction training, whereas a purely behavioral

model would seek to change the antecedents and con-

sequences that maintain the behavior.

Definition and Description

Cognitive behavior modification is the theory and

practice that people’s thinking about events, rather

than the events themselves, are responsible for their

actions, and that thinking can be modified and lead to

behavior change. CBM involves overt behavior but also

considers the verbal and internal processes that monitor

and guide the more observable behavior. Interventions

that are grounded in CBM include self-dialogue and

thinking as component antecedents and consequences

in changing behavior.

Behavioral Model:
Observable and Measurable Events

Antecedent! Behavior! Consequence

Example: Jack is teased by Fisher ! Jack hits

Fisher! Fisher quits teasing

Jack has learned that hitting will result in escaping

teasing and may be more likely to hit the next time

there is an occurrence of something Jack wants to

escape. A behavioral intervention would target teach-

ing Jack to escape appropriately. This would reflect

the function of the behavior (escape) while teaching

a new skill to get the same need met.

Cognitive-Behavioral Model

Antecedent ! Thinking/Belief System ! Feeling

! Behavior

Example: Jack is teased by Fisher ! Jack thinks

about getting teased and has a strong emotional

response ! The anger or frustration or embarrass-

ment! Leads to hitting

The feelings and behavior in this model are the

focus of the intervention rather than the behavior of

hitting. A cognitive behavioral intervention would tar-

get the thinking and feeling or self-dialogue that

occurred rather than attempt to control the conse-

quences and antecedents.

Cognitive behavior modification is a form of inter-

vention that emphasizes the important role of thinking

in how people feel and what they do. Cognitive

behavior modification involves the attribution of

beliefs to people’s thoughts that theoretically cause

their feelings and behaviors. The benefit of this CBM

model is that thinking and beliefs are conceptualized

as learned. Thinking, feeling, believing (self-talk, self-

narration, self-schema) as a learned behavior means

people can change the way they think in order to feel or

act, regardless of the situation. CBM can be thought of

as a theory, a system of strategies, and a series of tech-

niques. The theory is based on the idea that the proces-

sing of information is crucial for the survival of any

person or individual.
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Cognitive-behavioral therapists teach that when

people’s brains are healthy, it is their thinking that

causes them to feel and act the way they do. There-

fore, if a person is experiencing unwanted feelings

and behaviors, it is important to identify the thinking

that is causing the feelings or behaviors and learn

how to replace this thinking with thoughts that lead to

more desirable reactions.

Purpose

Theoretically, cognitive-behavioral therapy can be

employed in any situation in which there is a pattern

of unwanted behavior accompanied by distress and

impairment. It is a recommended treatment option for

a number of mental disorders, including affective

(mood) disorders, personality disorders, social phobia,

obsessive-compulsive disorder, eating disorders, sub-

stance abuse, anxiety or panic disorder, agoraphobia,

posttraumatic stress disorder, and attention deficit/

hyperactivity disorder (ADHD). Patients with sleep

disorders may also find cognitive-behavioral therapy

a useful treatment for insomnia.

Cognitive-behavioral therapy combines the indi-

vidual goals of cognitive therapy and behavioral

therapy. Pioneered by psychologists Aaron Beck

and Albert Ellis in the 1960s, cognitive therapy

assumes that maladaptive behaviors and disturbed

mood or emotions are the result of inappropriate or

irrational thinking patterns, called automatic thoughts.

Instead of reacting to the reality of a situation, an

individual reacts to his or her own distorted view-

point of the situation. For example, a person may

conclude that he or she is ‘‘worthless’’ simply

because he or she failed an exam or didn’t get a date.

Cognitive therapists attempt to make their patients

aware of these distorted thinking patterns, or cogni-

tive distortions, and change them (a process termed

cognitive restructuring).

Behavioral therapy, or behavior modification, trains

individuals to replace undesirable behaviors with

healthier behavioral patterns. Unlike psychodynamic

therapies, it does not focus on uncovering or under-

standing the unconscious motivations that may be

behind the maladaptive behavior. In other words, those

who are strictly behavioral therapists don’t try to find

out why their patients behave the way they do, they

just teach them to change the behavior.

Cognitive-behavioral therapy is used to mitigate

maladaptive behaviors through the use of covert

self-statements with the behavioral modification

techniques of behavioral therapy. The therapist

works with the patient to identify both the thoughts

and the behaviors that are causing distress, and to

change those thoughts in order to readjust the

behavior. In some cases, the patient may have cer-

tain fundamental core beliefs, called schemas, that

are flawed and require modification. For example,

a patient suffering from depression may avoid social

contact with others and suffer considerable emo-

tional distress because of this isolation. When ques-

tioned, the patient reveals to his therapist that he is

afraid of rejection, of what others may do or say to

him. Upon further exploration with his therapist,

they discover that his real fear is not rejection, but

the belief that he is uninteresting and unlovable. His

therapist then tests the reality of that assertion by

having the patient name friends and family who love

him and enjoy his company. By showing the patient

that others value him, the therapist both exposes the

irrationality of the patient’s belief and provides him

with a new model of thought to change his old

behavior pattern. In this case, the person learns to

think, ‘‘I am an interesting and lovable person;

therefore, I should not have difficulty making new

friends in social situations.’’ If enough irrational

cognitions are changed, this patient may experience

considerable relief from his depression.

Interventions

Intervention in CBM works on the identification of

one of two types of beliefs: rational and irrational.

Several types of interventions work from this basic

principle.

Cognitive restructuring is the process of replacing

maladaptive thought patterns with more constructive

thoughts and beliefs. Maladaptive thoughts are those

considered unsuitable or counterproductive; for exam-

ple, maladaptive behavior is behavior that is inappro-

priate to a given situation.

Verbal mediation is the process of identifying the

self-talk or inner speech that will lead to goal fulfill-

ment or task achievement. A script of self-talk that

corresponds to the targeted or desired behavior is used

in mental rehearsal to shape behavior.

Problem solving involves deconstructing problem

scenarios and developing alternative causal explana-

tions and inferences along with alternative solutions

or behaviors. These alternatives are then mapped to
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determine best choices or best options for subsequent

conditions of the same problem.

Self-instruction is the process of teaching steps

toward task completion. There are specific steps in

self-instruction as follows:

1. Demonstration by Model. The teacher/therapist

models behavior and says out loud what he or she

is doing.

2. Modeling With Overt Adult Guidance. The student/

client performs the task while talking to him- or

herself out loud. The teacher/therapist corrects the

student/client, helps with difficulties, and gives pos-

itive feedback.

3. Modeling With Overt Self-Guidance. The student/

client performs the task while orally talking him-

or herself through without guidance from the

teacher/therapist.

4. Modeling With Faded Self-Guidance. The student/

client whispers the self-guidance while performing

the task.

5. Self-Guidance. The student/client speaks silently

while performing the actions.

Tips for Implementation. Frequent practice is needed

for fluency and mastery. Participants all need verbal

rehearsal and opportunities for application. Start small

before tackling large issues. Use visual prompts.

Benefits

CBM has been reported to have a host of benefits.

Individuals report having more self-control, and some

research reports its use for increasing time on task in

classrooms, improved performance on intellectual

tasks, decreases in impulsivity, and increases in atten-

tion. Other positive effects include an increased

awareness of feelings and maladaptive belief systems,

as well as an increase in self-evaluation of how behav-

iors related to personal behaviors.

CBM has demonstrated effectiveness for many

children who benefit from modeling and rehearsing.

CBM increases the attention of children after limited

treatment exposures. CBM improves the processing

abilities of aggressive students and increases problem-

solving abilities. For students with ADHD, CBM has

demonstrated effects for reducing the impulsiveness

of many students by having them implement problem

solving, and for students with learning disabilities,

anxiety disorders, depression, anger, and impulsivity,

improved performance is expected from CBM.

Cognitive behavior modification is different from

psychodynamic therapy, and they should not be con-

fused one for the other. Psychodynamic therapy is

a therapeutic approach that assumes that dysfunctional

or unwanted behavior is caused by unconscious, inter-

nal conflicts and focuses on gaining insight into these

motivations. CBM is a focus on the verbal behavior

of an individual. It is covert but not unconscious. This

verbal behavior is also conceptualized as automatic

thoughts, which automatically come to mind when

a particular situation occurs. Cognitive-behavioral

therapy seeks to challenge automatic thoughts for

their rational or irrational basis. Schemas are the fun-

damental core beliefs or assumptions that are part of

the perceptual filter that people use to view the world.

Cognitive-behavioral therapy seeks to change mal-

adaptive schemas. Relaxation techniques are some-

times used to relieve stress. Exercise, biofeedback,

hypnosis, and meditation are all effective relaxation

tools. Relaxation techniques are used in cognitive-

behavioral therapy to teach patients new ways of

coping with stressful situations but are not a direct

component of CBM.

Future research on CBM includes a need for data

on the long-term effectiveness of using the procedures

and the applicability for individuals with specific dis-

abilities, such as attention deficits and emotional and

behavioral disabilities across ages.

Denise Soares and Kimberly J. Vannest
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COGNITIVE DEVELOPMENT

AND SCHOOL READINESS

Many of those who remain committed to Jean Pia-

get’s cognitive developmental theory see important

implications for our conceptions of readiness for for-

mal aspects of school learning. The general principle

of strong correlations between measures of cognitive

development and school achievement is complemen-

ted by Piaget’s proposal of a hierarchical sequence of

four cognitive developmental stages: sensori-motor,

pre-operational, concrete operational, and formal

operational stages. In many Western school systems,

the timing of the movement of children from the

informal learning settings of kindergarten and pre-

school to the first year of formal curriculum-based

learning in primary or grade school coincides with the

transition from pre-operational to concrete operational

modes of thinking. Furthermore, the change in curric-

ulum demands of theoretical mathematics, language,

and science learning (for example) in high schools or

secondary schools often occurs as students’ minds are

claimed to be in transition from concrete operational

to formal operational thinking. However, whereas the

timing of the school transitions is remarkably age-

determined, the corresponding cognitive developmen-

tal transitions are merely age-related.

Three particularly important and widely implemen-

ted pedagogical outcomes of the study of cognitive

developmental theory have been the play-based nature

of preschool learning experiences, the hands-on

approach to mathematics learning in the grade school

years, and a problem-solving approach to high school

science curricula. For almost two decades, two key

U.S. journals, the Journal for Research Into Science

Teaching and Science Education, were dominated by

reports on the relationships between high school sci-

ence learning and formal operational thinking.

Researchers such as Anton Lawson, Warren Woll-

man, and Robert Karplus were foremost among

researchers of that era. Although many would observe

that the Piagetian influence in science education is

well past its zenith in the United States, that is not the

case in the United Kingdom, and that is certainly not

the case for preschool education. The remarkable suc-

cess of the team of Michael Shayer in the United

Kingdom in applications to high school science peda-

gogy, in particular, and education in general, shows

the benefit of theoretically informed long-term

commitment. Preservice education of early years teach-

ers remains under the sway of the Piagetian oeuvre

and the early influence of Constance Kamii has been

continued by others, such as Rheta Devries and

Betty Zan.

Readiness for High School Science

Shayer and part of the Concepts in Secondary Mathe-

matics and Science team at the University of London

devised a cognitive demand taxonomy directly from

the Barbel Inhelder and Jean Piaget book on the

development of formal thought and used it to estimate

the intellectual demands of the U.K. national high

school science curriculum. Their subsequent represen-

tative national survey of children’s cognitive develop-

ment revealed a pedagogically important mismatch

between the cognitive demands of the science sylla-

bus content and the cognitive developmental capacity

of high school students in the United Kingdom to

understand that material. Therein lies the conceptuali-

zation of the relationship between cognitive develop-

ment and lesson content as it relates to school

readiness: The cognitive demands of the formal cur-

riculum exceed the cognitive capacity of many stu-

dents who have been promoted into that new school

setting on the basis of some age-determined criterion.

Two alternate resolutions for this mismatch seem pos-

sible in order to address the readiness for learning

issue: reduce, reorganize, or reschedule the cognitive

demands of the curriculum for all/many/some lear-

ners; or promote the students on the basis of cognitive

readiness for learning rather than by age. In the face

of intransigence of curriculum experts, or, in the U.K.

situation, the demands of university entrance exams,

a third, much more radical, solution seemed appropri-

ate to Shayer’s team. They developed the Thinking

Science intervention to maximize the development

of formal operational thinking structures in middle

school and junior high school students. Really Raising

Standards reported that not only were cognitive devel-

opment rates improved, but students who received the
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special thought-provoking lessons later outperformed

controls in science, mathematics, and language on the

national public examinations used to decide access to

universities. Lorna Endler found similar results for

her replication of the project in Australia, which

prompted a district-wide Goals 2000 implementation

in Oregon in the United States. Stanbridge’s research

on her own radical constructivist science teaching

over almost a decade revealed that understanding of

core physical science concepts was constrained by the

level of cognitive development of the learner; a

cognitive ceiling on achievement was implied by

Panizzon’s research with high school, college, and

university students.

Readiness for Year One

Birthday-related entrance into formal, year one learning

is almost ubiquitous in Western schooling systems.

Cognitive developmentally informed investigations into

school performance in the early years yield three

results that are quite consistent with the findings

from the high school research above. The summaries

provided in Bond derive from a sequence of studies

in which research students measured both students’

levels of cognitive development and their school

achievement using either mandated or teacher-made

assessments. First, cognitive development is remark-

ably heterogeneous for any school group selected

by age or year of schooling. Second, curriculum

requirements are out of the grasp of many students

based on their Piagetian level of cognitive develop-

ment. Finally, academic success at grade/primary

school clearly is related to that development. The

general findings are that academic success is appar-

ently more dependent on cognitive development than

on the age (or year level) of the child. This implies

a consequently smaller role for curriculum and learn-

ing experiences in school achievement. The wide

range of achievement for any age cohort is consistent

with the huge variability in stage of cognitive devel-

opment in any age-determined class group.

These generally consistent results prompted Maley

to address directly the question of the preschool to

year one transition and the roles played by cognitive

development and the social/psychomotor indicators

often recorded by preschool teachers. Predictably, chil-

dren at the end of their preschool year found it much

more difficult to provide conservation of number

judgments with appropriate operational justifications

than they did to fulfill the requirements of their tea-

chers’ readiness checklist. Moreover, year one teach-

ers were measurably less likely to judge children in

the newly arrived year one cohort as ‘‘nearly ready’’

or ‘‘ready’’ for formal learning than were their pre-

school teachers just before the summer break. Tell-

ingly, from the point of this encyclopedia entry, the

indicators of concrete operational thinking were

closely aligned to the readiness judgments of the year

one teachers, suggesting a key role for considering

cognitive development when assessing readiness,

along with a need for preschool and year one teachers

to construct a shared understanding about the ‘‘readi-

ness’’ construct.

At the level of preschool education, Rheta DeVries

and Betty Zan also propose important consequences

for children’s moral development that derive from

a constructivist account of education derived from the

theory and research of Piaget. They argue against

more traditional approaches for the moral education

of young children.

Trevor G. Bond
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COGNITIVE VIEW OF LEARNING

Cognition refers to thinking and the mental processes

humans use to solve problems, make decisions, under-

stand new information or experiences, and learn new

things. Cognitive views of learning focus on cognitive

variables affecting learning—what goes on in people’s

minds before, during, and after learning. For example,

when students are preparing to read a textbook chapter,

they might think about what types of learning strategies

they want to use to learn the important material in the

chapter. They might decide to take notes and organize

the material as they are reading, or to paraphrase each

section as they read to see if they understood the mate-

rial. Thinking about what learning strategies to use

before starting to read may help students to read and

learn more effectively. During the time they are read-

ing, students can use the learning strategies they picked

and check to make sure their strategies are working

and that they are learning the material. After reading

the text, students could think about what they did and

decide if this was a good way to learn the material in

this textbook. If it was, they might decide to use these

methods again. If not, they may want to try something

new when they read another chapter in this text. This

example captures the essence of the cognitive view of

learning—the most important part of learning goes on

in the learner’s mind. Studying these cognitive pro-

cesses and fostering their development in children and

adults is a major focus of educational psychology.

Cognitive views of learning have expanded both

the breadth and depth of how people understand

learning and the interactions among learners, teachers,

and instructors; the learning environment; and learn-

ing materials. Not all students learn the same way,

use the same methods, or interpret the environment

identically. These individual differences or prefer-

ences for ways of thinking and learning have led edu-

cators to modify their teaching methods so that they

are better able to provide support for individual

students. Research on individual differences has led

to the development of models of learning that focus

on different types of cognitive processes and how

they interact to produce meaningful learning rather

than simple memorization. The focus of meaningful

learning is on understanding and creating relatively

long-term clusters of related knowledge and skills.

Models of how students process new information

and experiences have evolved over time into complex,

interactive cognitive models of learning. These mod-

els focus on goal-directed learning that involves the

intentional use of cognitive, metacognitive, motiva-

tional, emotional, and self-management strategies and

methods to reach learning and achievement goals.

Successful learners think about and set goals for what

they want to achieve, which helps them target and

direct their use of learning strategies and methods.

Setting and thinking about goals can also enhance

motivation and commitment to learning. Using cogni-

tive learning strategies involves building bridges

between what the student already knows or has expe-

rienced and what he or she is trying to learn. For

example, comparing and contrasting the political and

economic causes of the Vietnam war with the Iraqi

war can help students understand the Iraqi war.

Thinking about what they experienced when they flew

on an airplane can help students understand the phys-

ics of flight.

Metacognition refers to thinking about thinking. It

is a metaprocess, that is, a process that goes along

with another process to support it in some way. For

example, solving a math problem involves cognition.

Thinking about which cognitive processes to use

to solve the math problem involves metacognition.

Because educational psychologists know how critical

it is to use effective cognitive strategies for learning,

the importance of metacognition for learning is

widely recognized. Motivation and emotion also have

a significant impact on learning and have strong cog-

nitive components. Thinking about how an individual

can use something he or she is learning now or in the

future can increase his or her motivation for learning.

Keeping a positive attitude toward learning can also

help students stay on task and not procrastinate.

The last area, self-management, involves planning,

monitoring, regulating, and evaluating how one goes

about learning. Students can benefit from using a sys-

tematic approach to learning. Basically, this involves

setting a goal; selecting the cognitive learning strate-

gies and other methods to use to learn the material;
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implementing the methods selected; monitoring and

evaluating the learning process to make sure prog-

ress is being made toward the goal; modifying or

replacing strategies if they are not contributing to

goal progress; and, at the end, evaluating the entire

process to see if it is reasonable to try to complete

a learning task like this the same way in the future

or if it would make more sense to try different strate-

gies and methods. Using a strategic approach to

learning helps students build up a set of routines—

sequences of thoughts and actions—that is effective

for them so that they do not have to ‘‘reinvent the

wheel’’ every time they try to learn something. For

example, many people have established routines for

how they read a favorite magazine and do not have to

think about their goal or what learning strategies to

use each time they read a new issue. In the same

way, students who are being strategic should not

have to think about how to read a chapter of text

every time they read the same textbook, or when they

are taking notes in class or completing a multiple-

choice test.

Building on cognitive views of learning, educa-

tional interventions have been developed to help stu-

dents succeed at all levels of formal education,

industrial education and training, and everyday learn-

ing. This is a key area of research and work for many

educational psychologists.

Claire Ellen Weinstein and Taylor W. Acee
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COMMUNICATION DISORDERS

The ability to communicate using speech is one of the

most effortless, taken-for-granted human faculties. Its

importance, however, becomes readily apparent when

an individual fails to acquire the skill, loses the skill,

or cannot use it effectively. Hearing and speech are

inextricably connected: Development of language and

speech depends on the exposure to spoken language

during the early years of life. The range of speech

communication disorders that arise during a lifespan

are many, and they fall in the province of the field of

speech-language pathology and audiology. Speech

communication is the major focus of these fields.

However, speech-language pathologists also give due

importance to other modalities of expression—writing

and signing—in their work.

Speech communication can be viewed as transmis-

sion of a message from a speaker to a listener. The lin-

guistic encoding and transmission of a message by

a speaker is a complex process; the reception and

recovery of the message by a listener is an equally

complex process. The field of communication sciences

(speech and hearing sciences) provides empirical and

theoretical underpinnings for the field of communica-

tion disorders. These fields are truly interdisciplinary in

nature, drawing on wide-ranging fields in the physical,

biological, and psychosocial sciences. Speech-language

pathologists (SLPs) and audiologists diagnose and treat

(manage) a variety of speech communication disorders

in multiple settings, such as hospitals, schools, and

nursing homes. To get a brief introduction to a sample

of communication disorders that a certified SLP and

audiologist is called upon to diagnose and treat (man-

age), the communication process must be considered in

some detail.

Speech Production Process

Generally, three stages in the central brain processes

are posited prior to production of speech. Each stage

can be conceived of as a neural activation pattern that

evolves and morphs at a fast pace into a pattern

associated with the succeeding stage. The foregoing

description suggests that the stages are organized seri-

ally, that is, processing in one stage is completed

before the processing in the succeeding stage begins.

However, there is evidence to suggest that processes

in the stages and within each stage are part serial and

part parallel. Thus, for example, fitting words in

proper grammatical slots in a sentence does not occur

one word at a time from beginning to the end but in

parallel. This view is supported by a variety of slips

of tongue data (e.g., Intended: The map is in the car.

Produced: The car is in the map).
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The first stage is thought processes leading to mes-

sage formulation. Thought is language-neutral and, by

symbolically representing thought using the vehicle of

language, the message is made available to the con-

scious mind. This prelinguistic stage is generally con-

ceived to be beyond the purview of communication

sciences.

In the second stage, the message undergoes lin-

guistic formulation. Linguistic formulation involves

multiple processes such as selection of language to

be used (if a speaker knows more than one language

and the listener is equally competent in that lan-

guage), the retrieval of words from the lexicon—

long-term storage—to be fitted in a preselected

sentence structure (syntactic frame) that specifies the

linear order of parts of speech (grammatical cate-

gories) and phonological structure (i.e., how the

sentence will sound).

The third stage is conceived to be motor planning

of the linguistically formulated message. Motor

planning is specification of timing and extent of

muscle group contraction-relaxation in the peripheral

organs involved in speech production. These organs,

collectively referred to as the speech production sys-

tem, compose the respiratory system, the laryngeal

system, and the oro-nasal-pharyngeal system. The

patterned muscular contraction-relaxations result in

movement of ribs, lungs, vocal folds, velum (soft

palate), jaw, tongue, and lips, all geared toward con-

trolled expulsion of air and generation of sound

using vocal folds, which in turn are shaped into

a nearly concatenated series of overlapping sounds

called speech. The motor plan reflects the sound-

and word-specific movement requirements. Addi-

tionally, the motor plan also encodes for the effects

the speaker intends the message to have on the lis-

tener. Thus, a speaker may state, persuade, seek to

clarify, or seek clarification. These goals change the

movement underlying a word sequence and hence

the sound output. These changes are called prosodic

changes. Prosodic changes can be illustrated by an

example. A speaker may state ‘‘This book is interest-

ing’’ or stress the word ‘‘This’’ to emphasize that

this book, and not some other book, is interesting. In

addition, the speaker may want to communicate

enthusiasm, disgust, anger, irony, or approval. These

affective components also contribute to changes in

global and local acoustic features of the produced

sentence. These changes are collectively referred to

as paralinguistic changes.

A message repeated twice might not involve

exactly the same motor plan. Motor plans are altered

to respond to the current constraints on the speech

mechanism. To take a simple example, to produce /p/

in the word ‘‘pat,’’ the instructions to approximate the

lips would differ depending on the current position of

the lips. If the mouth is currently open, the muscles of

the jaw as well as the lips will be involved in lip

approximation. On the other hand, if the mouth is

closed, the same target sound is achieved without the

activity of jaw muscles. Peripheral sensory or afferent

inputs inform central motor planning mechanisms

about the existing constraints. In normal speech pro-

duction, a rapid contextual adjustment is the rule

rather than the exception. The use of different muscle

groups to achieve the same acoustic/perceptual target

is called motor equivalence. Motor equivalence

underscores the principle that the brain uses variable

means to achieve invariant ends.

The most important sensory signals arise from tac-

tile (sense of touch) and proprioceptive mechanisms

in the speech production system. They inform the

motor planner about the constraints prior to initiation

of speech. These feedback signals are supplemented

with auditory feedback signals once speech begins.

Peripheral feedback is crucial during the early

years of speech and language acquisition; their role in

adult skilled speakers is still a matter that needs to be

settled. Do skilled speakers depend on them all the

time to monitor the progress of an utterance? There is

ample evidence to show that they play a role in get-

ting the production back on track if there is a sudden,

unexpected perturbation to the speech production sys-

tem. The relative importance of the type of feedback

signal—auditory, tactile, or kinesthetic—is also an

open question.

Respiratory, laryngeal, and oro-naso-pharyngeal

structures have dual life-supporting functions: breath-

ing and eating. Quiet breathing is automatic and

governed by the respiratory centers in the medulla

oblongata. During quiet breathing, durations of inspira-

tion and expiration are nearly equal. While speaking,

however, the duration of expiration is considerably

increased in relation to the duration of inspiration. This

change represents an active modification of expiratory

muscle activity to generate a steady expiratory stream

as a power source for speech.

The vocal folds in the larynx (commonly referred

to as voice box) move to the midline to impede the

expiratory breath stream. When the air pressure below
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the folds exceeds air pressure above the folds in the

vocal tract (pharynx, oral and nasal cavities), the folds

are forcefully opened and set in a periodic to-and-

fro movement, generating a voice. By changing the

degree of vocal fold approximation (or degree of

impediment to the flow of air) and the folds’ length and

tension, a speaker can generate degrees of emphasis

(stress) and pitch to achieve linguistic, prosodic, and

paralinguistic goals.

The voice (sound) is transmitted and modified by

changing configuration of the vocal tract. The various

cavities of the vocal tract act as acoustic resonators.

Continuous speech involves rapid changes in vocal

tract configuration, which in turn engenders rapid

changes in resonating characteristics. The changes in

resonating characteristics, in large measure, underlie

the distinction between serially organized speech

sounds produced during continuous speech. Changes

in vocal tract configuration are achieved by the move-

ment of lips, jaw, tongue, and velum.

Language Processing and the Brain

It has been known that the left hemisphere of the

brain is dominant for language processing in most

individuals ever since Paul Broca’s description of

a patient with a lesion in the left inferior frontal cor-

tex region of the brain. The patient had effortful

speech with relative preservation of comprehension

skills. The clinical data from patients with lesions in

the left hemisphere show that there is a degree of

modularity—the frontal lesions generally affecting

flow of speech while preserving comprehension,

whereas posterior lesions in the parietal lobe affect

comprehension skills while preserving flow of speech.

There have been considerable attempts to relate symp-

toms with sites of lesions, with some degree of suc-

cess. However, correlating symptoms with sites does

not reveal how a brain functions in a healthy individ-

ual when engaged in various language tasks. The

glimpses of complexity of neural activity when the

brain is engaged in such simple language processing

tasks as naming pictures and matching an appropriate

verb with a stimulus noun are being highlighted by

modern neuroimaging techniques such as functional

magnetic resonance imaging, positron emission tomog-

raphy, and magneto-encephalography. Such techniques

reveal that there are multiple regions of activations

within the left language hemisphere and the nondomi-

nant right hemisphere.

Disorders arising during linguistic formulation

are collectively termed aphasia or dysphasia. Thus,

a patient may have a problem in retrieving lexical

items or words (anomia) from the lexicon, a problem

with syntactic processing (syntactic aphasia), or

a problem in sequencing the phonemes (apraxia) that

constitute individual words. Aphasia typically results

from cerebrovascular accidents such as hemorrhage,

embolism, and ischemia in the left hemisphere. Chil-

dren may exhibit language formulation issues even

without brain lesions.

Hearing and Speech Perception

The process of recovery of encoded messages starts

in the peripheral hearing mechanism (ear). The ear

has three distinct parts: external, middle, and inner.

The acoustic energy in the ear canal is converted

into mechanical energy of the intricate motion of

the ear drum and the three middle ear ossicles

(bones). This motion in turn produces vibration of

fluid in the inner ear. The motion of the inner ear

fluid results in the motion of the basilar membrane.

The end organs (hair cells) of the auditory nerve are

located on the basilar membrane. Different regions

of the basilar membrane are responsive (resonate) to

different frequencies. Hence, the inner ear activity

results in spectral (frequency by intensity) analysis

of speech in terms of patterned excitation in the

auditory nerve. The patterned excitation reaches the

primary auditory cortex in the temporal lobe of the

brain where sound is sensed. The secondary auditory

cortex surrounding the primary auditory cortex is

involved in putting the analyzed signal back (fusion)

to recover the literal message and then the intended

message.

The aforementioned thumbnail sketch of the hear-

ing process provides a strictly serial view of hearing

and speech perception. However, speech perception,

defined as recovery of the sequence of phonemes con-

stituting an utterance, is anything but serial. At any

given point in time, a listener is not only analyzing

the speech but also bringing to bear on the analysis

contextual and knowledge constraints to arrive at

a decision regarding sound and word identity. Thus,

speech perception involves both bottom-up processes

(acoustic input analysis) and top-down processes

(contextual and knowledge constraint inputs to the

analysis). There is considerable evidence supporting

the idea that as a listener begins processing a spoken
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word, the initial input (beginning of the word) acti-

vates a cohort of candidate words with that beginning.

But as more and more of the spoken word unfolds, all

the words are rejected (deactivated) in favor of the

one the speaker intended. This is the idea behind

Internet search engines with a search history—as an

individual types a few beginning letters of a word, the

system presents multiple candidate words beginning

with the letter sequence. As the individual types more

letters, more and more candidate words are rejected in

favor of one the individual had used previously.

Communication Disorders
in Educational Settings

Hearing Loss, Speech,
and Language Development

Communication disorders can arise at any level of

the communication process outlined above. An addi-

tional complication arises when communication disor-

ders in educational settings are considered. Preschool

and elementary school years are the years when chil-

dren grow at a rapid pace physically, cognitively, and

linguistically. There is a strong reason to believe that

human children are biologically equipped to extract

language from speech to which they are exposed. In

essence, growing children implicitly acquire a system

of rules (grammar) that will enable them, in Noam

Chomsky’s words, to understand and produce sen-

tences that they have never heard before or produced

before. However, there seems to be a critical period—

roughly between birth and preadolescent years, and

particularly between birth and 5 years—in which

a child needs to be exposed to a language. A child’s

growth in other departments—cognitive, affective,

and neuromuscular—must go hand in hand for a child

to be an age-appropriate communicator.

The acquisition of language may be delayed in an

otherwise normal child because of frequent middle-

ear infections that result in temporary or permanent

loss of hearing. The effect of frequent infections

depends on whether the condition is unilateral or

bilateral. Unilateral conditions typically do not affect

language development; bilateral conditions do. The

degree of hearing loss will have a direct impact on

the phonological development—mastery of language-

specific sound distinctions and word-specific changes

that signify tense, number, and so on. A serious defi-

cit in the middle-ear transmission function can result

in a 30- to 50-decibel (dB) sound pressure level

(SPL) loss in the speech signal strength. Normal

face-to-face conversation is typically around 60dB

SPL. In this condition, the child is barely hearing

speech and is missing most of the consonants, which

are shorter and less intense than vowels. These pho-

nological problems can be remediated effectively by

addressing the hearing problem—using a hearing aid

to amplify sounds—and with speech therapy that cre-

ates awareness of sound distinctions and direct

speech therapy.

The extreme case is children who do not hear at all

due to diseases—congenital or acquired—that affect

the inner-ear processing. There are degrees of sensori-

neural hearing losses, and accordingly, one can expect

degrees of language delays and impairment. A severe

inner-ear impairment is generally recognized by par-

ents or a caregiver; less severe conditions may receive

delayed identification. In these conditions, early diag-

nosis has a direct impact on the effectiveness of reha-

bilitative procedures. Teachers and caregivers must

seek professional help if they suspect hearing loss. An

ear, nose, and throat specialist or an audiologist is the

most appropriate person to contact. Early identifica-

tion is so critical for the development of speech and

language that there is a need for infant hearing screen-

ing programs.

Specific Language Impairment

Specific language impairment (SLI) is a condition

in which children are normal in all respects and have

adequate exposure and opportunity for learning a lan-

guage but still fall significantly behind their peers.

The prevalence of SLI in the general population is

around 7%. An SLI child scores normal or above nor-

mal on nonverbal intelligence tests and does not have

hearing loss, brain damage, or any other physical

abnormality that can explain significantly low perfor-

mance on language tests. A few recover, but many

continue to suffer. SLI is significantly correlated with

reading impairment.

Most English-speaking SLI individuals exhibit

a deficit in using bound morphemes that indicate past

tense (walk-walked), more than one (book-books),

and done by someone (climb-climbs). Some investi-

gators have suggested that an SLI child has difficulty

processing brief, rapidly unfolding sounds as an expla-

nation for language impairment. This explanation sug-

gests that, at its roots, it is a perceptual problem.
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Several lines of evidence suggest a genetic basis

for the disorder: More males than females have SLI,

there is aggregation of SLI in families at a rate

beyond the general population rate, and there is

greater concordance (i.e., both suffer) among identical

twins rather than fraternal twins.

There has been an in-depth investigation of a fam-

ily (KE family) that had significant aggregation of

individuals with SLI. The aggregation pattern in

a three-generation pedigree indicates a strong autoso-

mal dominance pattern. The genes responsible for

this particular family’s disorders have been mapped

to a particular area on chromosome 7, and genetic

analysis of an unrelated patient who exhibited similar

language problems revealed a mutation in this same

region. Although further studies are necessary, it

may be that this mutation leads to a lack of a particu-

lar protein that affects the development of neural

structures important for speech and language, the

way similar proteins have been shown to influence

neuronal development in other organisms. Subse-

quent study using neuroimaging techniques con-

firmed anatomical abnormalities in certain localized

regions of the brain. The imaging study involved

comparisons of brain anatomy of impaired and unim-

paired members of the family. The overall genetic

pattern exhibited by the KE family, especially with

the discovery of the gene deletion, strongly suggests

that a gene, or a small set of genes, has a major

impact on language development.

Current studies are attempting to classify SLI

patients into distinct subgroups based on the details of

their impairment so that testing can determine more

precisely the causes of the impairment.

Fluency Disorders

There are a host of disorders that affect the smooth

flow of speech during early childhood. The most nota-

ble among them is developmental stuttering (DS). DS

is a perplexing problem generally considered to be

triggered in postlinguistic formulation stages.

Developmental stuttering, as the name suggests,

manifests itself during the early years of rapid phys-

ical, cognitive, and language development. It is

characterized by involuntary intermittent disruptions

that take the form of fragmentation and repetitions

of the beginning of words, prolongation of the initial

sound of the word, or inappropriate silence or

blocks. The onset is typically gradual and usually

occurs when children start putting words together in

sentences. The lifetime incidence of the disorder is

estimated to be 5%, with a 1% prevalence rate in

the population. Because the incidence of stuttering

decreases precipitously from 2 to 10 years, the dis-

parity in lifetime incidence and prevalence suggests

that many children (around 80%) recover spontane-

ously, and a few continue to stutter into adolescence

and adulthood.

The current understanding of the disorder is that it

is etiologically complex, that is, both nature (genetics)

and nurture (environment) play a role. The arguments

in favor of a genetic basis are that it is more prevalent

in boys than girls, the prevalence of stuttering in fami-

lies of stutterers is significantly more than in the gen-

eral population, and the concordance for stuttering

among identical twins is very high compared to frater-

nal twins. Recent studies have shown that an autoso-

mal dominance model, influenced by the gender of

the affected individual and the affection status of the

parents, is the best fit for the aggregation pattern in

families. Recent neuroimaging studies have shown sig-

nificant anatomical and functional differences between

the brains of adult stutterers and normal speakers. The

studies are still preliminary.

For a long time, stuttering was considered to be

caused by anxiety, or it was considered to be some-

thing a person could overcome if only he or she tried.

As a disorder, it was imitated, with negative conse-

quences for individuals who were being imitated. The

current understanding is that at its inception, it is

purely a speech motor problem, and that anxiety as

a factor starts having an impact on the basic problem

once the disorder develops. Many researchers are

focused on finding how children who spontaneously

recover differ from those who do not.

Stuttering in school-age children is a big concern.

The effect of this disorder on self-concept, coupled

with generally negative reactions from others in the

child’s immediate environment, alters the child’s psy-

chosocial life. Later, it may compel him or her to

limit his or her choices in terms of vocation and avo-

cation. It is essential that teachers seek an SLP’s help,

and the child should be helped in the context of a team

involving an SLP, teacher, and parents.

Dysarthrias

There is a large group of disorders that results from

neuromuscular impairment that may affect the speed,
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range, direction, strength, and timing of movements.

These are due to either congenital or acquired lesions

of the central nervous system. The speech symptoms

can be mild or severe depending on the site and extent

of the lesion. Children with dysarthrias exhibit impre-

cise articulation (sound production), an inability to

control voice parameters such as loudness and pitch,

and mis-timed speech movements. Dysarthrias occur

independent of language processing disorders. Because

the degree of impairment varies considerably, a thor-

ough speech mechanism evaluation is a must to iden-

tify the problem and define the subtype of dysarthria

before intervention can be planned.

Professional Training

This entry has highlighted a few communication dis-

orders from a vast list. The field is enormous, and

each disorder has an area of specialization. Diagnosis

and treatment of communication disorders requires

extensive training (a 4-year undergraduate program

with communication sciences and disorders as

a major) and a 2-year master’s program followed by

a year of clinical externship. Speech and language

pathologists and audiologists must be certified by the

American Speech-Language and Hearing Association

before beginning to practice.

Nagalapura S. Viswanath
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COMPETITION

Competition constitutes a primary facet of life, as indi-

viduals within any species strive to satisfy their needs

for survival, reproduction, and successful rearing of

offspring. For humans, social competition between

genetically unrelated individuals of similar age is par-

ticularly salient in cultures with formal schooling and

public institutions where individuals cooperate apart

from families. Drawing on the child development and

animal behavior literatures, this entry discusses the

influences of biology, sex, culture, social structure, and

age on competition between unrelated peers.

Biological substrates of competitive behavior in

humans that have been identified include testosterone,

cortisol, and alpha-amlyase. For example, in human

males, testosterone increases in response to a competi-

tive challenge. Winners’ testosterone levels increase,

whereas losers’ levels decrease. Higher testosterone

levels then promote positive expectations of future

success.

Biological sex as well as gender identity, whether

one feels male or female, relate systematically to

competitive behavior. Most peer competition occurs

between individuals of the same sex who compete for

the same goals. Cross-culturally, beginning in the first

years of life, females utilize more polite speech and

nonverbal communication, such as smiling and behaving

modestly, which serve to diminish retaliatory responses

from potential competitors. In contrast, males more fre-

quently exhibit behavior that invites retaliation, such as

physically provocative behavior and verbal attempts to
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dominate others through boasts, commands, threats,

name-calling, and derisive jokes.

By middle childhood, males display more interfer-

ence competition in which one individual must overtly

prevent another individual from obtaining a desired

outcome. In contrast, females find interference compe-

tition aversive and prefer to compete through more

indirect or subtle means. Improving personal perfor-

mance without reference to others; denigrating an

absent competitor’s reputation; or employing discreet

nonverbal signals of competition, such as negative

facial expressions, constitute female forms of compet-

ing. By middle childhood and increasingly in adoles-

cence and adulthood, in their interests and leisure

activities, males are more likely than females to engage

in overt interference competition, frequently in the

form of playing or observing competitive sports, often

between unfamiliar players. In contrast, females derive

more pleasure and relaxation from engaging in conver-

sations with friends and relatives about comparisons of

familiar individuals’ levels of performance.

Results fit squarely within an evolutionary frame-

work in which female mammals, who bear greater

responsibility than males for their offsprings’ survival,

must avoid physical harm and maintain loyal social

contacts in order to enhance their reproductive success.

Those females who engage in competitive behavior

risk retaliation which could endanger nearby offspring

as well as their own ability to produce future offspring.

By contrast, males, who vary more than females in

reproductive success, benefit more from direct compe-

tition for mating opportunities. A male who continually

attempts to outperform his male peers will hold a repro-

ductive advantage and sire more offspring.

Local cultural norms also exert a powerful influence

on absolute levels of competitiveness. Although few

differences exist in early childhood, by middle child-

hood, children from differing countries and from vary-

ing cultural backgrounds within the same country differ

in degree and form of competitive behavior. These

same differences apply to cooperative behavior, and

willingness to compete and cooperate frequently corre-

late positively, not negatively. Although scarcity of

resources increases competition, when resources are

plentiful but easily monopolized, this also enhances

competitiveness.

Social structure also affects competitiveness. Mam-

malian species differ in the forms of social structures

they create, such as large groups, smaller cliques,

pairs, or solitary formations. Groups clearly enhance

competitive behavior not only because the proportion

of resources per individual declines, but also because

the intensity of conflicts between individuals within

a group can be regulated by third-party mediators,

allies, the presence of alternate partners, and loyalty

to the larger group. By contrast, conflicts between two

individuals are marked by higher intensity, greater

probability of harm, and enhanced likelihood of disin-

tegration of the relationship.

Generally, human males more than females interact

in larger groups, whereas females prefer one-on-one

relationships. For both sexes, higher levels of competi-

tion occur in groups and lower levels between individ-

uals. Males become engaged in intergroup competition,

which intensifies as the number of individuals in each

group increases. Groups likely accentuate males’ com-

petitiveness, whereas females’ preference for one-on-

one relationships diminish it.

Development also influences competitive behavior

as children become more explicitly conscious of their

own interests and better able to assimilate local cultural

norms dictating levels and domains of competitiveness.

Beginning in early childhood, implicit dominance hier-

archies become established based on individual differ-

ences in physical prowess and social skills. Dominance

is defined as access to resources, territory, and power

over others. By middle childhood, skills that facilitate

dominance expand to incorporate achievements in

diverse domains unique to humans, such as intellectual,

musical, artistic, or athletic performance. Individuals

also become increasingly conscious of their relative

positions within the hierarchy.

In adolescence, competition heightens as individ-

uals begin to compete for reproductively attractive

mates. Males compete with other males for physical

and symbolic status, which attracts females, because

high status can be converted into resources to support

females and children. Females compete with other

females on physical attractiveness and sociability,

which attract potential stable marital partners. Coali-

tions form that permit individuals to increase jointly

their positions in the hierarchy.

An established dominance hierarchy reduces over-

all competition within the social group and confines

competition to individuals close in status. High-

versus low-status positions in a hierarchy provide

individuals with varying expectations and levels of

confidence regarding success in achieving personal

goals. Varying the social and physical environment

modifies relative dominance position and concomitant
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cognitive expectations, levels of confidence, and bio-

logical substrates.

Joyce Benenson
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Influences
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CONDUCT DISORDERS

Conduct disorders are characterized as the more

severe, chronic, and pervasive forms of behavioral

problems. They include a range of inappropriate,

destructive, and sometimes malicious actions that

constitute psychopathology. There are several clini-

cally diagnosed mental health syndromes among con-

duct disorders. These are based on the constellation of

maladaptive personality traits exhibited. This chapter

will review the more common forms: oppositional

defiant disorder, conduct disorder, and antisocial per-

sonality disorder. In addition, an overview of risk fac-

tors and intervention methods will be discussed.

Conduct disorders have the potential to significantly

diminish the quality of life and long-term achievement

for individuals with these behaviors. In addition, there

are substantial emotional and financial costs to educa-

tors, families, and communities resulting from aggres-

sive and destructive acts. Fortunately, a variety of

interventions are available that can improve prognosis,

especially when applied early, before behaviors become

habitual. A number of contributing risk factors have been

identified; however, much research is still needed to bet-

ter understand causal agents. Multifaceted intervention

plans that target a variety of risk factors are noted to be

most successful. Additional research on treatment effi-

cacy is also needed.

Understanding and
Identifying Conduct Disorders

An understanding of conduct disorders is important to

researchers, educators, and policymakers in several

ways. Researchers require knowledge of conduct disor-

ders in order to investigate diagnostic measures and

treatment efficacies that improve educational outcomes

for these students. Teachers need to understand class-

room behavioral management strategies for conduct

disorders to assist students with their academic

achievement. School administrators must also under-

stand behavior needs to ensure appropriate teacher

training, empirically based service models, and sys-

temic structures that support positive learning environ-

ments. Policymakers in government agencies and

business provide a crucial role in designing curriculum

materials, establishing regulations, and providing infra-

structure for school systems. Therefore, policymakers

also require an understanding of risk factors and treat-

ments for students with conduct disorders.

Formulating decisions regarding the identification or

treatment of maladaptive behavior requires appropriate

expertise. The clinical skills of diagnosis can appear

deceptively succinct, even simplistic, if symptoms are

treated as a checklist of manifest items. However, diag-

nosis is a multifaceted and complex process, requiring

substantial professional training. Although the clinician

is provided a list of symptoms to identify, this informa-

tion must be juxtaposed with a broader and more

sophisticated understanding of normal development.

Understanding the normal developmental trajectory of

behavioral stages provides a good comparison bench-

mark for identifying abnormal behaviors. As they

mature, typically developing children follow a predict-

able sequence when acquiring skills for self-regulation

of their emotions and actions, stronger impulse inhibi-

tion, and self-awareness. A professional mental health

provider will know the ages at which children and

youth typically exhibit behaviors, even negative ones

such as biting or rebellion. The same behaviors may be

considered maladaptive for one child and not another

based on age-appropriateness. For example, a 2-year-

old child who threatens another child on the play-

ground to secure a toy is viewed differently from an

adolescent exhibiting the same behavior. Frequency
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and chronicity of behaviors also are hallmarks. Criteria

for conduct disorders will often require a specific num-

ber of incidents of a particular type over a period of

time for diagnosis.

A number of additional issues warrant consider-

ation in understanding the function of behaviors and

conduct disorders. Clinicians must establish the level

of impairment resulting from the conduct disorder.

This can range from someone who is in imminent

danger of harming others to no current impairment.

The impairment range will help determine the level of

services required for the individual, and often the

Global Assessment of Functioning Scale codes are

used to document this. Consideration must also be

given for possible comorbid disorders and differentiat-

ing between disorders with similar features.

Knowledge of the dominant culture of the individ-

ual also may provide contextual information for behav-

iors that provides additional insight. For recent

immigrants, societal norms and expectations may be

considerably different, especially for persons escaping

war or violent circumstances. A history of aggression

only for self-defense would not constitute a conduct

disorder. Even within the U.S. mainstream culture,

there are urban settings where gang activity in neigh-

borhoods can result in different adaptive behavioral

expectations. For persons subject to these circum-

stances, a behavioral bravado or highly assertive

stance may have adaptive value as it can lessen vul-

nerability to victimization.

A number of interpersonal situations also can create

temporary states of inappropriate behaviors that are not

pathological. Adults and children who experience mul-

tiple life stressors such as divorce, death, or trauma can

exhibit negative behavioral changes. These can mani-

fest as irritability, agitation, anger, or negative moods

similar to conduct disorder features. However, negative

behaviors usually subside quickly. Because of the sud-

den onset and temporary nature, these symptoms may

be more consistent with adjustment disorders rather

than conduct disorders. Some medication side effects

can also mimic behavioral symptoms.

Oppositional Defiant Disorder

The Diagnostic and Statistical Manual of Mental

Disorders (Fourth Edition, Text Revision) (DSM–IV–

TR), published by the American Psychiatric Association,

provides the symptom criteria professionals use for

mental health diagnoses. Oppositional defiant disorder

(ODD) presents as a pattern of antagonistic and defiant

behaviors. Youth may exhibit a variety of angry, argu-

mentative, and vengeful behaviors. Although symptoms

can be verbally aggressive and hurtful to others, ODD

is not characterized by physical violence or criminal

acts. Persons with ODD often lack self-evaluative

insight or acceptance of responsibility and will blame

others for their own inappropriate behaviors.

Conduct Disorder

The DSM–IV–TR diagnosis of conduct disorder

(CD) differs from ODD in that behaviors violate the

rights of others and generally accepted rules. Behaviors

may include physical aggression or criminal acts (e.g.,

burglary, vandalism, rape, arson). The perpetrators can

be cunning, purposeful, and deceptive in their attempts

to manipulate others. When considering long-term out-

comes, youth who first exhibit CD in adolescence,

rather than early childhood, have a better prognosis.

Antisocial Personality Disorder

Based on criteria in the DSM–IV–TR, if a pattern

of chronic disregard for the rights of others and com-

pliance with the law persists at age 18, a diagnosis of

antisocial personality disorder (APD) may be appro-

priate. The diagnosis requires CD symptomology

since age 15. Behavioral features of this diagnosis

include lacking empathy or guilt when harming

others, manipulative interactions with others, gross

irresponsibility, and criminal activity.

Risk Factors and
Potential Causal Pathways

Within the literature, a number of potential risk fac-

tors for conduct disorders have been identified. They

are thought to represent an interaction of multiple fac-

tors, including vulnerability, predispositions, environ-

mental elements, and poor personal choices, that

increase the risk for severe behavior problems. These

include dysfunctional communication patterns, nega-

tive familial behavioral patterns, difficult tempera-

ments, and poor emotional self-regulation. Additional

factors include poverty, deviant peer associations,

lower intelligence (especially verbal), presence of

multiple sociocultural stressors, and comorbidity for

other mental health diagnoses.
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Emotional Self-Regulation

Persons with conduct disorders often engage in

high-risk behaviors without consideration for conse-

quences or the effects on others. They can be highly

reactive to emotional situations or perceived injus-

tices. They may also report impulsive actions that

happen with little premeditation. Based on these

behavioral patterns, some researchers suggest that

conduct disorders may be the result of poor emotional

self-regulation. As children mature, they typically

learn to self-monitor their own feelings, inhibit first

responses, and select reactions. However, youth with

conduct disorders do not display these qualities.

Therefore, emotional self-control is hypothesized to

be either delayed or poorly developed. In addition,

a significant number of persons with conduct dis-

orders are also diagnosed with attention deficit hyper-

activity disorder (ADHD). Diagnostic features can

include notable impulsivity and hyperactivity as found

in ADHD combined type.

Dysfunctional Communication

There is evidence through the work of researchers

such as George Patterson that dysfunctional communi-

cation patterns may contribute to some behaviors in

conduct disorders. Parents who exhibit an authoritarian

discipline style that is coercive in nature can escalate

hostility. The cycle can be perpetuated if parents

respond to or make demands in a threatening manner,

the child then becomes defiant, and the parent in turn

raises the level of threat or anger in the commands.

This process serves to increase the potential for physi-

cal altercations as well as teach coercive interaction

patterns. Other researchers, including Kenneth Dodge,

have identified the propensity of students with conduct

disorders to misinterpret social cues that are ambigu-

ous. These cognitive distortions can lead to inappropri-

ate hostile interpretations of interactions with others.

Negative Familial Behavior Patterns

As noted with many other mental health diagnoses,

conduct disorders are more frequent when there is

a family history of similar disorders. This suggests pos-

sible biological vulnerabilities as well as a number of

social learning and environmental hypotheses. Parents

who also have a history of conduct disorders or are

experiencing other mental health issues (e.g., depres-

sion, schizophrenia) are likely to model behaviors that

reinforce negative interaction patterns. There is evi-

dence that mothers with severe depression may not

form critical early attachments with their children. In

the case of parents with APD, their daily life skills can

be significantly diminished. This can result in a lack of

basic parenting skills that can lead to sickness, neglect,

or abuse of their children. The marital relationship and

financial stability are often jeopardized because par-

ents’ irresponsible and callous actions create a less sta-

ble home environment for children. It is also likely

parents with APD will have a history of prosecution

and perhaps incarceration that further diminishes home

stability for the child.

Temperament

Temperament traits are described as relatively sta-

ble personality characteristics that influence behaviors

in a predictable manner. Early theory by Carl Jung

explained temperament in terms of dichotomies such

as the widely acknowledge premise of extroversion

and introversion. He described two preferences for

learning new information, sensing with an emphasis

on facts and intuition with an emphasis on concepts.

Jung also noted that when his patients had a strong

preference for one temperament dimension, the

opposing dimension could be underdeveloped. He

noted that the pathology of his psychiatric patients

was often expressed in ways consistent with their

temperament. For example, extroverted patients were

more likely to act out or show aggression.

In studies of students with ODD and CD by Diana

Joyce and Thomas Oakland, preferences have been

noted for extroversion, sensing, and thinking func-

tions. Of particular note, the students with ODD were

significantly more likely than the general population

or students with CD to prefer new information pre-

sented in sensing styles. This includes explicit, direct

instruction presented in sequential steps that utilize

concrete, applied examples and detailed facts. These

characteristics may explain the propensity of children

with ODD to argue about rules and not generalizing

behavioral expectations across circumstances.

In their work with very young children using a

physiological-based temperament model, Alexander

Thomas and Stella Chess described the concept of

goodness of fit. This concept postulates that when par-

ent and child temperament styles are dramatically dif-

ferent, there can be less understanding and tolerance

for the child’s behaviors. This lack of compatible
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behavioral patterns has the potential to increase con-

flict. Their research found that children with difficult or

irritable temperaments had poorer long-term outcomes.

Educational Institution Services

Public schools from kindergarten through twelfth

grade provide a wide range of general and special edu-

cation services, programs, and accommodations for

children with special needs. Historically, referrals for

these types of services have been made by teachers,

although parents may also request evaluations. Services

were primarily accessed following an evaluation and

classification within the exceptional student educa-

tion (ESE) system. If the student qualified, conduct dis-

orders were often served under an Emotional Disturbance

classification. Students could receive services ranging

from in-class consultation to small group pull-out

sessions or self-contained classrooms. In severe cases,

students may be served through inpatient hospital or

residential treatment programs.

Based on U.S. Department of Education statistics

for 2002, the Emotionally Disturbed category serves

the fourth largest number of special needs students.

The criteria for ESE categories are established in the

Individuals with Disabilities Education Act of 2004

and do not require specific mental health diagnoses.

State departments of education also provide more nar-

row statutes that describe specific evaluation compo-

nents. If schools are compliant with federal mandates,

additional funding is provided for these services.

More recently, the provision of services within

school systems has changed to include a response-to-

intervention (RtI) model. This model is based on sev-

eral premises. First, an emphasis on prevention and

early intervention is required. Second, in-class and

small group services may be accessed prior to a full

evaluation or placement as Emotionally Disturbed. The

goal is to address student difficulties before they

become chronic or more complex. Third, each level of

student service requires monitoring and review of out-

come data to determine the efficacy of the intervention.

The concept of RtI is still evolving, and predominant

models conceptualize three or four tiers. The first tier,

as applied to behavioral disorders, includes school-wide

screening for behavioral or socioemotional risk factors.

This is a procedure that has not been commonly prac-

ticed in the past and may identify student needs earlier

as well as some students who were not noticed by

teachers in the past. The second tier is often in-class or

small group intervention with an emphasis on collecting

data to demonstrate the effectiveness of the remediation

strategies. If significant improvement in behaviors is

not noted, the final tier involves a more comprehensive

psychoeducational evaluation. Based on results, school

personnel may advocate more intensive, frequent, and

multimodal services. With the advent of RtI, a new set

of skills that includes single-subject design, treatment

protocol studies, and systemic personnel curriculum

training will be required of educators.

Intervention Strategies

Numerous negative outcomes have been associated

with conduct disorders. These include considerable

financial costs to schools and communities as well as

emotional distress for individuals. Students with con-

duct disorders receiving services for Emotional

Disturbance require additional funding support and

school personnel resources. They experience more

discipline referrals that consume the time of behav-

ioral deans, in-school suspension personnel, other sup-

port personnel, and expulsion proceedings. In some

cases, considerable additional cost is incurred to con-

tract with outside agencies for specialized services

such as counseling therapy. Data indicate higher

school failure, higher dropout rates, lower incomes,

and more frequent incarceration. These factors bear

substantial emotional and mental health cost for indi-

viduals with conduct disorders who do not meet their

full academic potential. In lieu of both the personal

and systemic costs, early intervention is crucial.

When considering interventions, it is important to

note that the incidence of conduct disorders is higher

for males than females, especially early childhood

onset. This is an important distinction because early

onset of conduct disorders is associated with poorer

outcomes. There also are gender differences in symp-

toms, suggesting that differing interventions may be

required. Girls have greater risk for prostitution, alco-

hol or drug use, skipping school, lying, and running

away from home. Boys have greater risk for physi-

cal altercations, theft, and destruction of property.

Acquiring thorough background and evaluation data

for individuals can provide considerable guidance for

specific needs when selecting interventions.

Socioemotional Evaluation

The initial step toward evaluation may result from

school-wide screenings for risk factors or teacher/parent
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recommendations. Teacher and parent clinical inter-

views are conducted to determine the areas of con-

cern. The goals of interviews include documenting

medical and educational history, gathering pertinent

familial history, recording a temporal sequence of

prior events, establishing age of symptom onset, and

noting any extenuating circumstances. Topics are

guided by the clinician and may include issues of

family dynamics, peer relationships, and juvenile

delinquency incidents. Prior remediation strategies

used for the student and their effectiveness, as well

as student strengths, are solicited to inform later

intervention choices. Consideration for student

strengths and interests is particularly important to

fostering early successes during intervention and

identifying reinforcers for behavioral modification

plans. Behaviors of concern are noted in clear, objec-

tive descriptions that can be measured later.

With objective and measurable descriptions of tar-

get behaviors, direct observations can be conducted.

These data have many formats, including anecdotal

records that indicate antecedents and consequences,

as well as frequency and duration measures. Data col-

lected prior to intervention can serve as the baseline

for treatment. They may also be analyzed to indicate

patterns, such as time of day, particular tasks that

prompt behaviors, or specific locations in which behav-

iors escalate.

Several nationally recognized omnibus rating

scales are available that sample a broad range of

externalizing and maladaptive behaviors. These scales

may be administered to teachers, parents, and the stu-

dents themselves. They provide a cross-informant anal-

ysis to identify patterns of concern. Norm-referenced

T scores are calculated to indicate average, at-risk, and

clinically significant range behaviors in comparison to

other individuals their own age. Numerous single-

construct measures are also available to explore more

narrow issues (e.g., opposition) with a greater number

of items and specificity.

Because conduct disorders are often associated

with poor adaptive skills, particularly interpersonal

relations and communication, an adaptive measure

may be used. Adaptive rating scales measure social,

conceptual, and everyday practical skills. In addition,

there are temperament, social skills, study habit, and

self-concept measures that will help provide a more

comprehensive review of the student’s skills. Intelli-

gence and academic measures can identify general cog-

nitive abilities and specific academic skills. Addressing

academic needs is particularly important to a multi-

modal intervention design because learning has an

impact on task frustration, school motivation, and long-

term achievement.

Systemic Interventions
for Conduct Disorders

Systemic interventions can be applied when

school-wide changes in behavior are needed because

problems affect many students. These procedures may

be most useful when there are frequent behavioral dis-

cipline incidents within a particular school or several

students are engaging in behaviors that victimize

others routinely, such as bullying.

Positive Behavioral Support

Positive behavioral support is a systematic inter-

vention that focuses on ensuring that the school envi-

ronment provides a positive, nurturing climate that

reinforces appropriate actions. The focus is on lower-

ing behavioral referrals and preventing discipline

incidents rather than reacting after misconduct has

occurred. It is recommended that strategies be imple-

mented school-wide across classrooms and grades. This

provides a clear, consistent structure where students

know the expectations for behaviors. Desired behaviors

are stated in prosocial terms (e.g., personal responsibil-

ity, sharing, respect, cooperation) and emphasize the

well-being of all students, as well as school pride. Some

programs include public reinforcement or rewards that

provide recognition for appropriate behaviors (e.g.,

good citizen prizes). Expectations for positive behav-

iors are clearly communicated throughout the school.

This can be accomplished through posters, banners,

school slogans, and even morning announcement slo-

gans. Because these strategies are comprehensive, the

participation of administrators and teachers is crucial.

This can require some initial training to ensure that

all school personnel understand and reinforce the

concepts.

Environmental Structure Changes

Another systemic intervention within schools to

control disorderly conduct is the strategy of incidence

mapping with structural modification. The goal is to

prevent or lower disruptive incidents by limiting the

opportunities for covert actions. A review of the cam-

pus grounds is conducted with an analysis of all the
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schools behavioral discipline referrals. The objective

is to identify patterns of incidences related to envi-

ronmental routines or structures. Examples include

frequent incidents in isolated areas, unsupervised

areas, or areas that are not well lit (e.g., bullying in

bathrooms). Easy preventive measures to lower these

incidents include better lighting, ensuring that adult

supervision is nearby, and sometimes changing struc-

tures. Incidents may also cluster around certain activ-

ities, times of day, or locations that are overcrowded.

Examples include busy cafeterias, too many student

lines passing simultaneously in crowded halls, or

rowdiness during bus loading. Easy remedies include

changing travel routes, staggering access to areas, or

increased supervision.

Social Learning Curriculum

A number of published curriculum packages are

available to schools that incorporate prosocial themes.

These may be integrated into academic curricula to

reinforce concepts of altruism, self-control for emo-

tions, good problem-solving skills, and even social

skills. They may also be introduced periodically, often

through school counselors, as special sessions to

remind students of appropriate behaviors and reasons

for those choices.

Small Group and Individual
Interventions for Conduct Disorders

A number of small group and individual interven-

tions have demonstrated positive effects for diminish-

ing conduct problems. Small group interventions are

often limited to a few weeks and target a specific

common need that several students may have. Exam-

ples include social skills training, anger management,

conflict resolution, grief counseling, or test anxiety/

frustration. A number of small group curricula are

available, and they generally have the following com-

ponents: opening exercises for rapport, identification

of feelings, teaching of three to five new coping strat-

egies, practice to generalize the new skill, and a

follow-up or booster session.

Behavioral Modification

Operant conditioning principles are the basis for

behavioral modification. This technique typically tar-

gets specific, individual behavioral goals. Reinforcers

and punishment can be used to promote desired behav-

iors or lower inappropriate behaviors. Reinforcers

may include verbal praise, tangible prizes, token

economies, and the opportunity to engage in preferred

tasks. Punishments may include time-out and overcor-

rection techniques. Once specific behaviors are tar-

geted, baseline data on the frequency of the behavior

are collected. As the behavioral modification plan is

applied and appropriate behaviors are reinforced, data

are collected to determine the effectiveness of the

intervention.

Cognitive Behavioral Therapy

Cognitive behavioral therapy is based on the prem-

ise that distorted or dysfunctional thinking patterns

can result in maladaptive behaviors. Therefore, the

target of intervention is to identify and change exist-

ing thinking patterns to new, more adaptive patterns.

Methods include teaching relaxation training, gradual

exposure to a feared situation, learning replacement

thoughts, and biofeedback to control physiological

reactions. Applications to conduct disorders include

teaching students to recognize the precursors to explo-

sive anger, providing self-calming strategies to lower

arousal states, and modeling alternative problem-

solving solutions.

Parent Training

Parent training can be an effective intervention for

conduct disorders. In some cases, school personnel

and parents may collaborate to provide a consistent

behavioral modification plan across the two settings.

Parenting programs often stress noticing the positive

behaviors of children, using reinforcement to shape

behaviors, and providing clear expectations for behav-

ior. Authors such as Russell Barkley have designed

training modules that teach parents of defiant children

how to implement successful behavioral strategies at

home. Techniques include the use of a token economy

and time-out methods.

Psychopharmacology

There are a number of medications used to treat

behavioral symptoms for some persons with conduct

disorders. Stimulants may be prescribed when conduct

problems are related to ADHD, impulsiveness, or

hyperactivity. These include Adderall, Concerta, Cylert,
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Dexedrine, and Ritalin. A class of medications called

selective serotonin reuptake inhibitors (SSRIs) is

often used to treat depression and panic syndromes.

Paxil, Prozac, and Zoloft are common SSRIs. Well-

butrin, Effexor, Risperdal, and Depakote may lessen

behavioral symptoms related to anxiety, severe mood

changes, and bipolar disorder. The use of medica-

tions for children is controversial because limited

research studies demonstrating treatment efficacy are

available for some age groups. In addition, there are

few studies on the possible long-term side effects of

drug usage for children.

Diana Joyce
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Bullying
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CONFIDENCE INTERVAL

Quantitative research in educational psychology bene-

fits from using sample data to describe the wider

population of interest. A confidence interval (CI) is

a statistical approach that uses sample data to deter-

mine a range of values on a particular statistic (e.g.,

mean) for a sample from the population. In theory,

a confidence interval is based on an infinite number

of random samples from the population. For each of

these random samples, a statistic of interest, such as

the mean, could be calculated. Of course, it is highly

unlikely that each of these means will be equal to one

another, and even more unlikely that any or all of the

means will equal the population mean. Thus, it is gen-

erally safe to assume that error will be present when

estimating a population parameter with a statistic

based on a random sample. Comparing the CI to the

sample mean provides the researcher a means for

determining the magnitude of error.

A CI consists of two numbers, often referred to as

lower and upper bounds, between which the value of

a population parameter is expected to fall. For ins-

tance, the CI for a population mean is typically repor-

ted in the following format:

CIPI =LowerBound< m<UpperBound,

where CIPI indicates the probability factor for the

respective confidence interval, and m represents the

population mean. In general, probability factors of

90, 95, and 99 are used to construct CIs. For inter-

pretation purposes, these probability factors are

converted to percentages. For instance, using a proba-

bility factor of 95 results in a 95% CI, which indi-

cates that the researcher can be 95% confident that

the population mean falls within the lower and upper

bounds of the interval. As another example, consider

a 95% CI for mean scores on a standardized mathe-

matics assessment for seventh graders at Jayhawk

Middle School:

CI95 = 70< m< 90:

This CI indicates that 95% of random samples

taken from seventh graders at Jayhawk Middle School

will yield a mean math score greater than 70 and less

than 90.
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The latter example can also be used to illustrate

the role of measurement error in estimating popula-

tion parameters. Begin by assuming that the CI for

seventh graders at Jayhawk Middle School was

based on a sample mean that equals the population

mean of 80. Furthermore, suppose a random sample

of seventh graders from Jayhawk Middle School

yielded a mean mathematics assessment score of 81.

An additional, independent, random sample taken

from the same population of seventh graders at

Jayhawk Middle School yielded a mean mathematics

assessment score of 77. In both cases, the sample

means do not equal the population mean, nor do they

equal one another.

The amount of measurement error is used to con-

struct a CI around a particular parameter. This mea-

surement error is referred to as the standard error. The

standard error provides a measure of the variability of

the sample statistic around the population parameter.

For instance, the standard error of the mean is calcu-

lated using the following formula:

s�X = s
ffiffiffiffi
N
p ,

where sX is the standard error of the mean, s is the

standard deviation of the sample, and N is the sample

size. The distribution of an infinite number of ran-

domly sampled means is known to be normal and can

be converted to a standard normal distribution. Values

can be taken from the standard normal distribution to

construct CIs. For instance, a 95% CI requires the use

of a standard value of 1.96. This value is multiplied by

the standard error of the mean in order to convert the

CI to the original unit of measurement. Therefore, the

equation for constructing a 95% confidence interval is

X − 1:96sX ≤ m≤X + 1:96sX:

As seen in the equation, the product of the standard

value and the standard error are subtracted and added

to the sample mean to create the lower and upper

bounds for the CI.

CIs can also be used to test research hypotheses.

The most straightforward hypotheses involve deter-

mining if a sample mean is representative of the

population. The hypothesized value of the population

mean is considered tenable if it falls within the

bounds of the CI created by the randomly sampled

mean. However, if the hypothesized population mean

does not fall in the CI, the researcher has obtained

evidence that the population mean is different from

the hypothesized value.

To illustrate this concept, reconsider the example

using students from Jayhawk Middle School, where

two random samples yielded sample means of 81 and

77, respectively. In addition, suppose a researcher

hypothesizes that the population mean score for

seventh-grade students from Jayhawk Middle School

is 80. For simplicity, assume s= 2 and N = 4 for both

samples, which results in a standard error of 1 for

both samples. Using this information, a 95% CI can

be constructed for each sample. The 95% CI for Sam-

ple 1 and Sample 2 are, respectively,

79:04< m< 82:96

75:04< m< 78:96:

The CIs result in different interpretations regarding

the hypothesis. In Sample 1, the hypothesized value is

contained in the CI, indicating that a mean score of

80 for seventh-grade students from Jayhawk Middle

School is tenable. On the other hand, the CI constructed

from Sample 2 data does not contain the hypothesized

value of 80. Therefore, based on this sample, the mean

score for seventh-grade students from Jayhawk Middle

School is not equal to 80. In fact, the researcher could

state with 95% confidence that the mean score instead

falls between 75.04 and 78.96.

In summary, CIs are one of the most prevalent

forms of interval estimation used in the behavioral

sciences. The width of a confidence interval can give

the researcher an idea about the uncertainty in the pre-

cision of the parameter that he or she is trying to esti-

mate. For example, a ‘‘wide’’ CI indicates that there

is error in the measurement and further data collection

should be employed. In addition, CIs are considered

more informative than hypothesis tests because they

provide a probable range for the unknown parameter.

Greg W. Welch and Chris S. Meiers
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CONFLICT

Conflict is a disagreement between two or more inter-

dependent parties about goals and/or methods for

achieving goals. Although some scholars use the term

conflict to refer to an internal tension or confusion

(for example, a mother has ‘‘role conflict’’ when she

is torn between competing demands on her time and

attention due to her role as a parent and as a working

professional), conflict is a social phenomenon con-

cerning disagreements between parties.

A party to a conflict can be a person, a group, an

organization, a state, or a nation. Often, conflicts are

between two parties who are individuals. But conflict

can involve many parties. The more parties to a con-

flict, the more difficult it is to manage the conflict pro-

cess and to come to a decision or settlement that is

acceptable to all parties.

All parties to a conflict are interdependent; they

depend on each other for some action or resource nec-

essary to manage or resolve the conflict. The more one

party is needed by the other parties, the more power

and influence that party has to define the conflict, deter-

mine when and how the conflict is managed, and influ-

ence the final outcome or solution for the conflict.

What types of disagreements lead to conflict? Con-

flicts may be caused by disagreements over scarce

resources and how they should be distributed. Scarce

resources may be economic, such as money, equip-

ment, and capital; or they can be relational resources,

such as status, respect, information, and time. Some-

times, conflicts are disagreements about perceptions

that one party is exercising unwanted control over

other parties. Conflicts are often disagreements about

goals—questions about what should be accomplished

and why. Even if parties agree on goals or desired

outcomes, they may disagree on the best methods to

achieve the outcomes. For example, office managers

may agree that they need to upgrade their computer

systems, but they disagree about which computer sys-

tem is the best for their organization.

Conflict can be functional or dysfunctional depend-

ing on how the conflict is managed. In functional con-

flicts, parties are satisfied with both the process used to

manage the conflict and the resolution to the conflict.

Learning functional conflict management is important

for social development and relational development.

From early childhood, people learn how to be in

peaceful relationships by understanding how to manage

conflicts constructively. Many developmental psychol-

ogists identify learning to manage conflict construc-

tively as an important skill, and perhaps the most

important social skill, of childhood. Educators who

work to develop children’s emotional intelligence and

emotional competence also see constructive conflict

management as a key skill for the emotionally compe-

tent person. When a conflict is functional, the parties

are open and willing to honestly share information,

there is a sense of calm and respect, parties are coop-

erating to try to solve the problem together, and they

are flexible in looking at options for solutions.

Dysfunctional conflict happens when a party is dis-

satisfied with the process or outcome of the conflict. For

example, one party may be upset that the other party is

unwilling to go to a third party (for example, a mediator)

for help with the conflict, or feels the solution to the

conflict is unfair. When conflicts become dysfunc-

tional, they escalate in terms of increasingly negative

behaviors. Dysfunctional conflicts are characterized by

distrust, unwillingness to share information openly and

honestly, tension, and the adoption of an ‘‘us versus

them’’ attitude that leads to competitive and aggressive

behavior. Dysfunctional conflicts often lose focus, and

the parties start arguing about issues other than those

that initially triggered the conflict. Consider a husband

and wife who begin arguing about money and are sud-

denly arguing about in-laws, parenting, and household

chores as well. When conflict becomes dysfunctional, it

affects future conflicts. If a person feels he or she was

treated unfairly, the person is likely to be defensive and

aggressive in the next conflict with the same party.

There are five ways to manage conflicts without the

aid of a third party: competition, cooperation, compro-

mise, accommodation, and avoidance. If used in the

right situation, all of these techniques or styles can lead

to functional conflict. Competition is a win-lose

approach, and the goal is to get as much for your side

as possible. Competition does not have to be violent or

aggressive; for example, buying a car is usually done

through bargaining, which is a competitive approach to

managing conflict. Cooperation, also called collabora-

tion, is a win-win approach in which parties problem

solve and generate solutions that meet everyone’s

needs. Cooperation is best when there are creative

approaches to maximizing gain and when parties must

be committed to implementing solutions. Compromise

is a give-and-take approach that works well when there

are limited resources. However, resources may not

be that limited, and cooperation may be the better
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approach. Accommodation is letting the other party get

what he or she wants in the conflict; this strategy is

effective if relational harmony is most important. The

danger is establishing expectations that one will usually

accommodate. Avoidance is physically and/or psycho-

logically withdrawing from the conflict. For unimpor-

tant or short-term conflict, avoidance is a feasible

option, but it is counterproductive when the conflict

will become worse if not addressed.

Conflict management can also depend on third-

party processes such as mediation, arbitration, and

adjudication to solve the conflict. Conflict resolution

education programs help teach youth and adults con-

structive ways of managing conflict.

Tricia S. Jones
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CONSERVATION

Conservation refers to the feature of constancy or

invariance of an object. It is the notion that a quantity

stays the same despite changes in form or appearance.

Educational psychologists study the concept of con-

servation in children as an important developmental

milestone that is reached when a shift in cognitive

thinking occurs. One of Jean Piaget’s earliest and

most important discoveries was that young children

lacked the principle of conservation. Much research

has been conducted to prove or disprove Piaget’s the-

ory of conservation.

While studying how children develop intelli-

gence, Piaget discovered that young children do not

understand that quantity, length, or number of items is

unrelated to the arrangement or appearance of the

items. He developed different tasks to further under-

stand the concept of how children develop the principle

of conservation. He looked at mass, number, volume,

and area.

For the task of mass, the examiner presents a child

with two round balls of clay equal in weight, size,

and shape. The child is asked if the two balls are the

same weight. The child is allowed to use a balance to

assure the weight is equal if needed. The examiner

then transforms one ball of clay into a flat pancake or

a thin rope. The child is asked again if the two quanti-

ties of clay have the same weight and to give and

explanation of why or why not.

For the task of number, the examiner presents the

child with two equal rows of counters. The rows of

counters are arranged side by side in one-to-one cor-

respondence. The child is asked if the two rows are

equal. The examiner then spreads one row of coins

apart, and again asks the child if the two rows have

equal amounts of coins.

The task to assess conservation of volume begins

with showing the child two identical containers filled

with the same amounts of liquid and asking the child

if the amount of liquid is equal. Then, the liquid from

one container is poured into a container that is taller

and thinner than the other. The child is again asked if

the amount of liquid is the same in both containers.

A fourth, less used, and less researched task used

by Piaget was the ‘‘cows on a farm’’ test for conserva-

tion of area. In this task, two identical farms were pre-

sented, each with a cow placed on it. The children

were asked if each cow had the same amount of grass

to eat. Then, Piaget would add little cubic farmhouses

to each farm. On one farm he would line up the farm-

houses in a tidy row, on the other farm, he would

scatter the farms about on the grass. The child is then

asked again if the cows have the same amount of

grass to eat.

In each of the above tasks, the child’s ability to

recognize that certain physical properties do not

change, or are conserved, even though they may

undergo a physical transformation, is tested. Children

who do not understand the principle of conservation

will say that the quantity of mass, number, volume, or

area has changed.

The ability to recognize the principle of conser-

vation is the dividing line between Piaget’s pre-

operational stage and concrete operations stage. Most
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children move from one stage to the next between the

ages of 6 and 8.

Piaget believed that children who were unable to

conserve mistook a perceptual change for a quantitative

change. This confusion could arise from the pre-

operational child’s tendency to focus or center on only

one characteristic of an object to the exclusion of all other

characteristics. Additionally, the child’s inability to men-

tally reverse actions is characteristic of pre-operational

thought. For example, the pre-operational child cannot

mentally reverse the clay-rolling process to determine if

the balls of clay are still the same size. A child in the

concrete operational stage can understand that nothing

has been added or subtracted to the ball of clay. This

child can understand that the two dimensions of height

and weight are related. The development from pre-

operational to concrete operational is a gradual one.

A child may be able to achieve number conservation

before liquid or mass conservation.

Research regarding Piaget’s theory of the principle

of conservation has presented information that chil-

dren may have difficulty with the discourse of the

interview that accompanies the conservation tasks.

These studies indicate that children may display an

understanding of conservation principles earlier than

previously thought but misunderstand what is being

asked of them by the experimenter. Additionally,

some research has shown that with minimal training,

competence for the tasks increases.

Other research has pointed that Piaget’s tasks are,

in fact, testing two different forms of conservation:

identity and equivalence. The conservation of identity

must be inferred from the child’s responses, and the

conservation of equivalence can be evidenced in the

child’s judgments. This means that a child is actually

concerned with identity conservation, or how the item

looks different but is still the same, but in reality, the

child is making an equivalence judgment. But chil-

dren at this age do not verbalize the actual psycholog-

ical processes involved in their judgments; instead,

they apply logical reasoning.

Conservation is learned through experiences and

interactions. The process is gradual and involves devel-

oping the ability to focus on more than one attribute of

an object at one time, the understanding of reversibil-

ity, and the ability to mentally represent objects.

Lori Jackson
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CONSTRUCTIVISM

Constructivism is a learning theory based on the

notion that students actively construct knowledge.

This view of learning calls for a dramatic lessening of

reliance on a didactic, textbook-based, ‘‘transmission’’

of knowledge approach to teaching and learning in

the classroom. It also challenges popular views about

the nature of knowledge. The fact that constructivism

rejects commonplace views about knowledge, however,

does not mean that it embraces a relativistic or any-

thing-goes approach. What is also clear is that construc-

tivists who endorse views that oppose the mainstream

view—who argue, in other words, that worthwhile

knowledge tends to be complex rather than simple,

open to question rather than certain—are more likely

than acknowledged to promote disagreement among

experts about how best to conceptualize knowledge.

Research shows that these core beliefs about

knowledge relate to teacher practice, albeit imper-

fectly, because of the pressures teachers face to cover

the curriculum and improve standardized test perfor-

mance. Another factor that affects teachers as they

seek to convert theories of knowledge into classroom

practice is that constructivists who argue for a more

open approach to teaching and learning disagree about

the particulars of the openness. Some constructivists,

for example, maintain that the curriculum should be

problem based; others argue that it should be based

on the students’ interest and level of development.

The same disagreement arises about the nature of the

pedagogy. Some constructivists believe that it should

be peer centered; others maintain that it should be

individually oriented. A similar disagreement exists

with regard to assessment. Some argue that it should

be performance based, which is to say, out in the open

and judged against a common standard; others believe
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that it should be based primarily on each child’s prog-

ress, best assessed using individual portfolios.

These disagreements about practice among con-

structivists mirror other, sometimes subtle, theoretical

disagreements between different ‘‘camps’’ of con-

structivists. The disagreements turn largely on the

question of what kind of knowledge is most important

and how that knowledge is best acquired. Although

this may be an oversimplification, one camp of con-

structivists, the social constructivists, want to move

knowledge out of the head and into the open. In this

view, knowledge is a community and not an individ-

ual possession, a notion that has implications for how

members of this constructivist camp define the nature

of knowledge. For one, if it really is between people,

it has to be overt or observable, which means that

knowledge can take two possible forms: It can consist

of strategies or routines, or, favored by those social

constructivists who consider themselves ‘‘postmod-

ern,’’ knowledge can be defined as language.

The two groups of social constructivists, because

they define knowledge in two different ways, also

hold up different models of learning as being ideal for

the classroom. The group that focuses on strategies,

strongly influenced by a Russian psychologist named

Lev Vygotsky, advances apprenticeship learning as

the ideal. The intellectual version of apprenticeship

learning can involve a relatively simple strategy such

as a mnemonic code (e.g., ‘‘one-bun, two-shoe . . .’’),

which enables one to visualize an ordered set of

objects; or it can involve a complex strategy that

encompasses ‘‘metacognition’’ (e.g., planning, moni-

toring, checking, and revising). Like a veteran tailor,

the teacher using this approach is expected to first

model the practice, gradually turning over control to

the novice as he or she becomes more skillful in

implementing the practice.

The second group of social constructivists views

knowledge as language, as modes of discourse

acquired by participating in what might be considered

different types of disciplinary ‘‘language games.’’

Language, in this approach, does not hold knowledge;

rather, it helps manage or coordinate different kinds

of cultural activity (e.g., ‘‘doing math’’). There is both

a process and a content aspect to this coordination.

An example of the former might be a teacher who,

because she wants her students to discuss ideas in

mathematics, models language that depersonalizes the

process and thus protects the self (e.g., learns to say,

‘‘It is possible that . . .’’ vs. ‘‘I think that . . .’’). An

example of talking content at the elementary level

would be students who, when they are engaged in

solving math problems, consistently describe numbers

as consisting of units of 10.

The third group of constructivists traces its

approach back to John Dewey and, more recently, the

Swiss psychologist Jean Piaget. The basic notion here

is that children, and adults for that matter, are natu-

rally driven to order or make more coherent the

diverse, often fragmentary experiences they encounter

each and every minute of their lives. Piaget believed

that children develop increasingly complex structures

or ‘‘operations’’ over time that allow them to create

this coherence. One of the early operations, typically

evident in 6-year-olds, allows them to conserve

quantity—to understand, for example, that when one

compares the amount of liquid in two containers,

height can be offset by greater dispersion so that,

although the quantity may look different, it may actu-

ally be the same. Piaget’s view has fallen out of favor,

replaced by Dewey’s brand of inductionist construc-

tivism. Unlike the traditional didactic approach, often

characterized as ‘‘the sage (wise person) on the stage’’

approach, Dewey favors ‘‘the guide on the side’’

approach. The assumption here is that a student can

create meaning only by working in his or her own expe-

riential workspace, the 4 or 5 inches of brain between

the ears. The role of the teacher is to quietly nudge the

process along, to point out in a gentle way any pro-

blems the student may be encountering in figuring out

how to construe a new experience, to bring to the fore

the most important aspects of that experience, and so

forth. The type of pedagogy that best fits this view of

learning is problem-based, project-based, or inquiry-

based pedagogy.

Richard S. Prawat
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CONTINGENCY CONTRACTS

A contingency contract, or ‘‘behavioral’’ contract, is

a clearly written document specifying available

rewards or consequences that are contingent upon the

performance of a certain behavior. The use of a contin-

gency contract is a behavioral management technique

that is effective in modifying a multitude of behaviors

performed in a variety of settings. A contract is based

on simple behavioral principles but provides a complex

intervention package. Implementing the key compo-

nents and procedures outlined in this entry will

enhance the effectiveness of a contingency contract.

Contingency contracts have been used in a variety

of situations to increase the occurrence of appropriate/

desired behavior, healthy behavior, or compliance.

These types of contracts are effective in a variety of

settings, including classrooms, schools, households,

and clinic settings. Many individuals can partake in

a contract; however, most contracts include two parties:

one party who performs the targeted behavior and one

party that grants access to the contingent reward.

Heward and Martin and Pear identify several advan-

tages for using a contingency contract. First, developing

and implementing a contract is a fairly simple proce-

dure that is easy to learn and can be completed by non-

professionals. Second, a contract provides a socially

acceptable and positive behavior management strategy

that is individualized for a child or a group of children.

Third, a contract directly involves all participating indi-

viduals in the behavioral plan and development of the

contract. Fourth, using a contract ensures that all partici-

pants agree with the behavior and contingent rewards

specified in the document. Finally, the act of signing

a contract is a powerful stimulus in our society that

increases one’s commitment to the agreement, thereby

enhancing the integrity of implementation and consis-

tency of delivering consequences.

Key Components for Effectiveness

Heward also outlines three major components that

should be included in a contingency contract for it to

be effective: (1) the task, (2) the reward, and (3) a task

record. The task portion of the contract includes

a description of the task, who is to perform the task

(e.g., the role of each participant), when it is to be

performed, and how well it needs to be performed in

order to receive the reward. The reward section

includes a description of the reward, who delivers the

reward, when it will be delivered, and how much of it

will be delivered. A task record provides a location

on the document where the progress of a contract is

recorded. This section for data collection includes

records of task completion and reward delivery. Moni-

toring the progress of a contract serves two purposes:

(1) it ensures that all participants are regularly reminded

of the contract, and (2) it helps remind the student to

continue working toward task completion.

Key Procedures for Effectiveness

A contingency contract is a complex intervention

package consisting of both positive and negative rein-

forcement. Contingency contracts are based on rule-

governed behavior, where a specific behavior results

in a specific consequence. Heward and Martin and

Pear have identified several procedures that make

contracts more effective: (a) All participants should

have equal parts in the development of the contract.

(b) The contract needs to be as clear as possible so

there is no confusion about what is required from both

parties. (c) The target behavior needs to be clearly

defined, observable, and recordable. (d) The parties

should identify possible rewards that will motivate the

child. (e) Data collection procedures used to evaluate

the effectiveness of the contract should be determined,

including how, when, and who will collect the data.

(f) The relationship between the behavior and the

reward should be fair. (g) Each participant must fol-

low the rules set up by the contract. (h) The contract

needs to be honest; all participants will comply with

the agreement. (i) The contract should be displayed

publicly, reminding each participant of the agreement

and his or her responsibilities within the contract.

(j) Once a clear contract is written and implemented,

data should be evaluated for effectiveness. (k) The

contract should be altered and rewritten until there is

an improvement in behavior. It is necessary to rene-

gotiate the contract after a certain period, even if it

was successful.

Contracts in Educational Settings

Contingency contracts have been used effectively in

classrooms and school settings. Typically involving

a teacher–student contract, these formal agreements

have been demonstrated to increase appropriate social
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and academic behaviors. As an intervention, contracts

between teachers and students have increased student

adherence to classroom rules, compliance with teacher

directions, work completion, and attendance. A con-

tract is an extremely flexible behavioral management

technique: Those established in classroom or school

settings can be applied to individual students, small

groups, whole classes, or entire schools. Furthermore,

rewards can be provided based on individual or group-

oriented contingent behavior.

Behavioral interventions using home-school notes

are essentially contingency contracts between a child,

a teacher, and a parent. They have been used to effec-

tively modify classroom (i.e., on-task behavior) and

home behavior (i.e., homework completion). There are

several advantages to contingency contracts that

involve individuals from both home and school. First,

they allow teachers to utilize reinforcers not typically

present in classrooms. Second, they enhance consis-

tency between the two most important settings (i.e.,

home and school) in a child’s environment. Third, they

facilitate the development of home-school partnerships

that are beneficial for the academic, behavioral, and

social development of children.

Another type of contracting that is useful with chil-

dren in educational settings is a self-contract. Self-

contracting is a way to teach children self-management

strategies. It is a self-directed method of problem

solving, one that offers an opportunity for the students

to take responsibility for their behavior. Included

in self-contracting are the following steps: (a) self-

identification of target behavior, (b) self-monitoring of

behavioral performance, (c) self-evaluation of perfor-

mance, and (d) self-administered consequences based on

contingency.

Limitations of Contracts

Contingency contracts operate within a delayed

reward framework; the reward can be perceived as far

removed from the behavior targeted. Thus, contracts

may be less effective when used with students who

are very young or who have extremely little motiva-

tion. This is especially true when the contract requires

the performance of a behavior over a period of

sequential days in order to earn a reward. Other limita-

tions include teacher and parent perceptions of using

contracts. First, teachers and parents may view con-

tracts as requiring too much time to implement or as

being too complex. Additionally, they may perceive

a contingency contract as a behavioral modification

technique that reduces the degree of responsibility

children have for their own behavior.

John Warren Eagle and Christopher R. Niileksela
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CONTINUITY AND

DISCONTINUITY IN LEARNING

Continuity and discontinuity in learning refer to the

problem of whether there are qualitative changes in

the fundamental mechanisms that govern learning.

This question has been examined in the literature

in two separate but related ways. The first approach

examines whether qualitative breaks occur with

increasing expertise or additional learning, and it was

conducted mostly prior to the 1980s using animal

learning paradigms and human learning of simple ver-

bal materials. The second approach evaluates whether

there are developmental changes in learning that are

qualitative in nature.

The historical debate was inspired in part by the

observation of seemingly contradictory phenomena.

On one hand, much research in learning, including

the seminal results from Hermann Ebbinghaus,

revealed canonical smooth learning curves, in which

performance could be plotted as a negatively acceler-

ating approach to an asymptote. On the other hand,

research by Robert Yerkes and Wolfgang Köhler

using primates appeared to reveal ‘‘insight’’ in basic

problem-solving tasks. Complementing these reports
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were results from learning in rodents in which learn-

ing appeared to hover quite stably around chance

levels of accuracy prior to rising rapidly to an asymp-

tote. Even in tasks in which learning appears con-

tinuous, theorists such as William Estes and Randy

Gallistel have shown that the learning functions for

individual subjects may exhibit a more abrupt rise

in performance than is comfortably accommodated

within a view of learning that is purely continuous.

This dilemma motivated empirical and theoretical

demonstrations from notable researchers like Ken-

neth Spence and Isadore Krechevsky (later David

Krech) that continuous and gradual learning pro-

cesses could underlie the apparently discontinuous

learning curves that appeared to imply underlying

learning processes that were more all-or-none than

continuous. Such considerations probably played

a large role in the sea-change in American psy-

chology from stimulus-response theories to the men-

talistic types of theorizing characterized by the work

of Edward Tolman—theories that included previ-

ously taboo terms such as hypothesis generation and

testing and insight, and that eventually became

known as the cognitive revolution from the 1950s to

the 1970s.

During that latter period, questions of continuity

inspired one of the first widespread applications of

basic mathematical models of psychological processes

to questions about learning. The burgeoning set of

researchers who pioneered the application of Markov

processes to cognition, including William Estes, Patrick

Suppes, James Greeno, and Gordon Bower, found

that smooth learning curves could be produced by

all-or-none learning functions, and that those all-or-

none models accounted well for verbal learning data

in humans. Two related empirical outcomes are

central to the claim of supremacy for all-or-none

models.

First, Estes showed that people tend not to recall

items correctly on a second test when they have not

correctly recalled them on a previous test. If discon-

tinuous learning actually arose from variable levels of

underlying learning, rather than the pure absence of

learning, then an above-chance rate of recovery for

previously unrecalled items would be expected. Sec-

ond, there is no increase in memory performance with

additional learning when only those trials prior to the

final error for a particular item are examined. This,

too, is consistent with the idea that those items reside

in an as-yet unlearned state, rather than a state of

gradually increasing learning that is nonetheless insuf-

ficient to support accurate performance.

However, the validity of these data and of the all-

or-none models was questioned, and other data

appeared to contradict the central results. For exam-

ple, giving subjects an opportunity to guess again

when they have made an error leads to a violation of

the ‘‘stationarity’’ principle represented by the second

finding described above. The lack of a clear resolution

can be best understood in light of the insights of

Frank Restle, who pointed out that numerous versions

of the continuous/discontinuous debate were in play,

and that theorists were debating on incompatible

terms. A summary of the literature prior to the mid-

1960s revealed that, although it is quite clear that

much learning is incremental, it is also evident that

some learning is more likely of an all-or-none flavor.

Given the many ways in which discontinuous pro-

cesses can mimic continuous ones, and vice versa, it

is not evident that a deep theoretical resolution to this

issue is forthcoming. However, from an educational

perspective, it is worth remembering that the progres-

sion of learning may have as much to do with the

nature of the task as with the nature of the learning

process: Tasks in which information can be acquired

incrementally are more likely to yield continuous

learning functions than are tasks for which mastery

hinges on the acquisition of a single principle or rule.

A related issue of continuity has been evaluated

within developmental or lifespan approaches to under-

standing cognition: Does maturity induce qualitative

changes in the mechanisms of learning? Indeed, much

of the work in cognitive development and geriatric

cognition can be characterized as a debate over which

learning processes develop when, and which ones

selectively decline with age. What is not in dispute is

that there are qualitative changes in the patterns of

results seen on tests of learning and memory. The

elderly exhibit, for example, a much greater deficit

relative to young learners on tests of recall than

on tests of recognition. Fergus Craik has proposed

that elderly learners will show, in general, deficient

performance on tests that require them to self-initiate

processing and relatively intact performance on tests

that place little demand on such self-initiation. Tests

of recall, which require the subject to develop and

execute a systematic plan for addressing memory,

retrieving relevant information, and outputting it

successfully, play to the weaknesses of the elderly.

Tests of recognition, which elicit only small deficits,
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do not place a premium on self-directed processes but

rather emphasize simple, presumably automatic,

mechanisms.

Despite these results, it is not clear whether

the underlying learning mechanisms actually differ

between people of different ages, or if the apparent

discontinuities arise epiphenomenally. Older learners

may suffer more from proactive interference than

younger learners, not because fundamental mechan-

isms differ, but rather because they have many more

years of experience to interfere with learning and

memory. If a constant amount of proactive interfer-

ence affects different tests or tests for different types

of information differentially, then empirical test disso-

ciations can appear between age groups without

a change in the underlying cognitive processes.

Aaron S. Benjamin
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COOPERATIVE LEARNING

Cooperative learning is an instructional process that

engages students in collaborative discussions about

the content to promote learning. The discussions may

involve teaching, explaining, asking questions, quiz-

zing, or checking, in an instructional activity where

students actively share in the responsibility for learn-

ing. Cooperative learning processes significantly

restructure classrooms from passive learning environ-

ments, with the teacher dominating the instructional

conversation, into engaging environments where stu-

dents actively participate in the learning environment.

Cooperative learning also attempts to change the

social and motivational environment in the classroom

to promote positive and supportive peer interactions

and a positive orientation toward achievement and

learning. This selection on cooperative learning will

describe the philosophical and historical roots of

cooperative learning. It will describe the theory

behind the positive effects of cooperative learning and

finally discuss some of the common cooperative

learning methods used in elementary, secondary, and

college instruction.

In many forms of cooperative learning, teachers

initially lead instruction as a way to communicate

new information or skills to students. As the students

practice the new learning, the teacher guides them to

develop more proficiency. Gradually, the students

take the instructional lead as they interact with peers

practicing collaboratively. This type of transfer of

responsibility for learning, from the teacher increasing

gradually to the students, is characteristic of most

forms of cooperative learning.

There is an important distinction between cooper-

ative learning and more traditional group work.

Cooperative learning has structural features that are

important to determining how the students work

within the group and the effects that cooperative

learning has on both academic and social outcomes.

Most researchers believe it is important for well-

structured cooperative learning to have a group goal

and individual accountability. The group goal is

the reason for the group members to collaborate; it

motivates the students to work together and creates

the interdependence necessary for a well-function-

ing group. Some examples of group goals include

a written report, a product for a project, or an aver-

age test score for the group. The individual account-

ability is the reason for each group member to learn,

and it is critical for the positive academic benefits

found in cooperative learning research. The individ-

ual accountability ensures that each member of

the group does his or her share of the work. Well-

structured cooperative learning differs greatly from

traditional group learning in large part because

group work did not necessarily include individual

accountability. For example, it is possible for one

person in the group to write the whole report or to

do most of the problems in the group activity. This

kind of group work is less likely to lead to the kind

of positive social and academic effects found in the

research on cooperative learning.
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Historical Background

Cooperative learning is not a new idea in education.

Certainly, one of the early uses of cooperative learn-

ing occurred in the one-room schoolhouse, where one

teacher was forced to teach students with a very wide

range of abilities and ages. It is likely that teachers

used collaboration among students as a pragmatic

response to a challenging teaching situation. The phil-

osophical notion of learning through peer collabora-

tion is seen much earlier, in the writing of Quintilian

(1st century) and Comenius (17th century), up to

more recent work by John Dewey (20th century). All

discuss the potential benefits of students teaching and

learning from one another, yet it is unclear whether

any of these earlier conceptions of cooperative learn-

ing took hold in the educational settings of the day.

Current applications of cooperative learning trace

its development to sociology and social psychology in

the mid-20th century, specifically to Gordon Allport’s

Social Contact Theory and Morton Deutsch’s studies

of group dynamics. While studying racial prejudice in

social settings, Allport found that prejudice was

reduced in settings where racially diverse people had

close, substantive contact while working to achieve

a common goal. The quality and depth of the racial

interaction was an important factor in reducing racial

prejudice. This became an important issue as public

schools in the United States began the long task of

desegregating, and overtly prejudiced behavior and

poor peer relations were typical in newly desegre-

gated schools.

Similarly, Deutsch’s work provided social psycho-

logical support to this theory. In his work on competi-

tion versus cooperation, Deutsch found that in

cooperative settings, where an individual’s success

was dependent on the success of others, individuals

engaged in more positive communication with one

another. These positive and supportive communica-

tion patterns led to groups with higher productivity

and significantly more positive peer relations. This

contrasted with the findings that competitive environ-

ments led to less group cohesion, fewer facilitative

interactions, and generally less positive peer relations.

Social Outcomes of Cooperative Learning

These social psychological developments became

of particular interest to educational psychologists in

the 1960s and 1970s as research in desegregated

schools found that racial prejudice and segregation

within the schools were prevalent. Researchers

applied social contact theory to the problem of

diminishing prejudice and poor peer relations in

newly desegregated schools. Early work on coopera-

tive learning models such as Jigsaw and Teams

Game Tournament attempted to put students together

in groups to collaborate on common goals in an

attempt to engage them in the kind of substantive

contact that Allport had noted reduces prejudice.

The research by Elliott Aronson, David DeVries,

Robert Slavin, and David Johnson found that cooper-

ative activities that engaged students of different

races and backgrounds in substantive, academically

oriented dialogue decreased prejudice and increased

the quality of peer relations. The effects of coopera-

tive learning on improving peer relations were found

to transfer to relations outside the classroom, and

positive peer relations remained during the school

year even after the cooperative learning activities

were over.

Academic Outcomes of
Cooperative Learning

As cooperative learning research became more

prevalent in schools, researchers noticed significant

increases in academic performance among the cooper-

ative groups. This was a natural extension of

Deutsch’s previous work on group dynamics as the

group’s positive and supportive communications led

to higher productivity. Initially, the research on aca-

demic benefits used generic models of cooperative

learning like Student Teams Achievement Division

(STAD), Jigsaw, Learning Together, and Group

Investigation (all described below). These models

engage students in cooperative learning processes

where they interact collaboratively on academic con-

tent. The models are not content specific and can be

used with almost any instructional content. Typically,

teachers use them as periodic activities to facilitate

learning the content, often as an interactive way to

practice the content or skills.

Similar research on student learning in university

settings has also found academic benefits of coopera-

tive learning. Researchers such as Alison King,

Donald Dansereau, and Angela O’Donnell have found

that peer collaboration during lecture and while read-

ing textbooks can improve students’ learning and

retention of the content being presented.
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Over time, some cooperative learning models

became closely connected with specific content,

becoming an instructional process integrated into

daily instruction rather than an add-on activity that

students engaged in periodically (e.g., weekly). Con-

tent-specific models of cooperative learning include

Reciprocal Teaching and Cooperative Integrated

Reading and Composition in reading and language

arts, and Team Accelerated Instruction in mathemat-

ics. These content-specific models were found to have

similar advantages for student learning.

The Nature of Cooperative Dialogue

For cooperative learning to be effective in pro-

moting achievement, the cooperative dialogue must

go beyond the ‘‘facilitative communication’’ first

described by Deutsch. Research has found that not all

student help is effective in increasing the achievement

of both members of the dyad. Peer communications

that result in terminal responses, where one student

simply tells the answer to the other student, do little to

increase the learning of either the student who gives

the response or the student who receives the response.

On the other hand, when a student provides an expla-

nation as a response, like telling how to find the correct

answer or explaining why an answer is correct, both

students are likely to benefit from the experience.

Receiving an explanatory response helps a student

learn or encode something he or she previously did not

know. More importantly, giving an explanation helps

the other member of the dyad to process what he or

she has learned in his or her own words, making more

connections between the new information and his

or her prior knowledge and enhancing understanding.

Some research has suggested that the students who

provide elaborative explanations actually experience

greater achievement benefits than their peers who

receive the elaborative explanations.

Multiple Theoretical Rationales
for Cooperative Learning

A number of theoretical rationales have been used to

develop and explain cooperative learning activities.

As described above, the earliest rationale was based

upon sociological theory relating to social contact and

social psychological theory relating to group dynam-

ics. These theories predicted and explained the

positive social outcomes found in early cooperative

learning research; however, the theories did little to

explain the learning outcomes.

Generative Learning Theory

Perhaps the most prevalent theory for explaining

cooperative learning’s academic effects is generative

learning theory. Generative learning suggests that when

learners explain something to someone else in their

own words, they increase their understanding of what

they explain. Generative learning is situated within

the information processing model of cognitive learn-

ing theory and specifically focuses on the processes

involved in the activation of prior knowledge so that

new knowledge is integrated with previously learned

knowledge, thus increasing the probability of compre-

hension and recall of the new knowledge. This theoret-

ical view explains the importance of giving elaborative

explanations during cooperative learning to promote

learning for not only the student who receives the

explanation, but also for the student who gives the

explanation. Generative theory provides a rationale for

the evidence that high-ability students gain as much or

more academically from cooperative learning as do

average- or lower-ability students. Although common

knowledge would cause one to expect lower-ability

students to have the greatest benefits from cooperative

learning processes, generative learning theory helps to

explain why this is not necessarily the case.

The generative learning benefits during cooperative

learning depend on students explaining or elaborating

to one another; thus, teachers must monitor the interac-

tions to make sure students provide explanations and

do not provide terminal responses. Teachers also need

to ensure that all students, regardless of ability, have an

opportunity to provide elaborative explanations. To

some extent, research has found that scripting interac-

tions where students alternate roles in the elaborative

dialogue can remedy the issue of equal opportunity to

engage in the generation of explanations.

Sociocultural Learning Theory

Other cooperative learning research uses sociocul-

tural theory and Lev Vygotsky’s work to explain the

academic effects of cooperation. Vygotsky suggests that

development and learning occur as individuals internal-

ize new information and skills, those within the proximal

zone of development. In particular, Vygotskian theory

states that for complex cognitive tasks, learners benefit
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from interactions with more competent peers, like those

interactions in cooperative learning. The theory suggests

that interaction facilitates the internalization of newly

learned skills. This type of interaction has also been

called a cognitive apprenticeship, where learning occurs

while engaging in academic interactions with a more

competent peer or adult. The theory offers an under-

standing of the broader sociocultural context of coopera-

tive learning, yet it may not fully explain the learning

processes involved.

Sociocultural theory revolves around the ability of

peers to provide guidance and feedback to one another

during the collaborative dialogue, and their ability to do

this effectively may depend on the age and sophistication

of the students. Researchers have found that directly

teaching, guiding, and monitoring students in how to

engage in collaborative dialogue increases students’

capability of providing these kinds of interactions.

Piagetian Learning Theory

Piagetian theory has also been applied to understand-

ing the effects of cooperative learning, specifically

through the concepts of construction of knowledge and

cognitive conflict. The theory suggests that contradic-

tory views, such as those that might occur in cooperation

with a peer, create cognitive conflict. Piagetian theory

suggests that cognitive conflict results in disequilibration

that drives the learner to attempt to solve the internal

conflict and hence construct meaning. Cooperative

learning creates social interactions in which cognitive

conflict occurs, and where continued collaborative dia-

logue (e.g., elaborative explanations) leads to conflict

resolution and cognitive re-equilibration. The theory

suggests that in cooperative learning, the interactions

with peers stimulate this cognitive process that in turn

increases learning of new information and skills.

This type of cooperative learning puts a premium

on students learning how to work together in attempts

to solve problems and resolve disagreements. Team-

building activities are essential in order for groups to

have sufficient cohesion and conflict resolution skills

to work through their disagreements and collaborate

in their investigations. The teacher’s role is to pro-

mote team building and to act as a facilitator in guid-

ing learning through investigation.

Sociocognitive Learning Theory

Albert Bandura’s sociocognitive theory has also

been used to explain the impact of cooperative

learning processes on students’ learning. Sociocogni-

tive theory suggests that the learner will benefit from

models in the environment, such as interacting with

peers to promote both learning and motivation. At the

same time, the theory suggests that the learner will

reciprocally influence the group in the process,

through goal setting, self-efficacy, and self-regulation

during the cooperative processes. The reciprocal

influence in this theory helps to explain many of the

influences in peer collaboration; however, the inter-

nalization of learning, although mentioned, is not

explicated.

To a great extent, these theories are not incompati-

ble with one another, nor do they contradict one

another in attempting to explain and describe the

effects of cooperative learning on learning. Instead,

they offer different foci in attempts to explain the

nature of cooperative learning processes and the

learning processes they promote. Because of their dif-

ferent foci, no single theory seems to capture all that

is important about learning during cooperative inter-

actions. Each offers a somewhat different insight into

cooperative learning processes.

Selected Cooperative
Learning Methods

There are a variety of methods for integrating coopera-

tive learning into classroom instruction. The methods

reflect differences in theoretical perspective, student

population, or the nature of the instructional content.

This list is by no means all inclusive; it is only

intended to provide descriptions of methods to show

the variety of different ways cooperative learning has

been applied to classroom instruction. The initial mod-

els will be generic models that are cooperative learning

processes that can be applied to a wide range of con-

tent. The latter models will be content-specific models

specifically designed for use in one content area.

Jigsaw

Jigsaw is one of the earliest models of cooperative

learning processes, and it was developed by Elliott

Aronson. Jigsaw is best used with students in elemen-

tary school through college for learning narrative con-

tent (e.g., learning from a chapter in a text, doing

a research report) and when the goal is content knowl-

edge rather than skills. Teams are typically made up of

four members. Members are assigned a portion of the
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content that they are to research and learn so they can

teach it to the other students in the team. In essence,

they become the experts in that content. All of the stu-

dents who are to become experts in the same content

meet and work together on the important information

for their area. After they have gathered the information,

each expert returns to his or her team and teaches the

content to the other students. In this way, each student

has an opportunity to teach and elaborate on a portion

of the content to his or her peers.

Student Team Achievement Division (STAD)

STAD is a cooperative learning method developed

by Robert Slavin that is used in learning factual con-

tent (e.g., vocabulary, social studies or science infor-

mation) as well as discrete skills (e.g., spelling, math

computation, or language mechanics skills) for stu-

dents in second through twelfth grade. Typically, it is

used near the end of a unit of instruction and is used

to promote active student practice in preparation for

a test on the content. In STAD, the students are

assigned to heterogeneous teams composed of four or

five students. Initially, the teacher computes a base

score in the content for each student, using a previous

test(s) or a pretest. As students begin preparing for the

end-of-the-unit test, they quiz one another about the

material they are learning. Students then take the test,

which is used to determine their grade and to deter-

mine their improvement points. Improvement points

are based on the amount by which the student’s per-

formance increases above his or her previously com-

puted base score. Improvement points are then used

to calculate team scores for use in recognizing teams

with good overall improvement. A large quantity of

research on STAD consistently shows its positive

effects on achievement and peer relations.

Teams Game Tournament

Like STAD, Teams Game Tournament (TGT) is

used to promote students’ learning of factual content or

discrete skills, and is typically used near the end of

a unit of instruction. In TGT, students from heteroge-

neous teams play an academic game, or tournament,

that involves answering questions about the content,

competing against three students of similar ability from

other teams. The tournament involves students taking

turns answering questions on the content. The other

two students in the tournament can challenge the

student if they think he or she is incorrect. For every

question the student answers correctly, the student gets

a point. The points are used to calculate team scores,

which, like STAD, are used for team recognition.

Group Investigation

Group Investigation is a cooperative learning

method developed by Shlomo Sharan and Rachel

Hertz-Lazarowitz in Israel that focuses on developing

social skills and positive peer relations while learning

academic content. The method is essentially coopera-

tive inquiry, where students acquire, analyze, and syn-

thesize information to solve a problem (e.g., write

a research report, develop a plan of action). The

groups work together to use resources such as texts,

reference materials, and technology resources to col-

lect relevant information. They then discuss how to

organize the information for use in solving their spe-

cific problem. The teacher acts as a facilitator and

guide, directing students to various information

resources and asking them questions to guide their

problem solving. At the end, each group presents

a report of its work to the entire class. Research

has shown that Group Investigation is particularly

effective in increasing peer relations and developing

students’ interpersonal skills.

Learning Together

The Learning Together cooperative method devel-

oped by David Johnson and Roger Johnson is used

in elementary and secondary school. The method

emphasizes face-to-face interaction, positive interde-

pendence, individual accountability, and interpersonal

skills. Typically, Learning Together involves team

building and teaching students appropriate interper-

sonal skills to facilitate the cooperative learning pro-

cess. Some of the Learning Together methods have

students study content together and quiz each other in

preparation for individual tests. Other Learning

Together methods involve students working together

to complete a group test. Research on Learning

Together has consistently indicated improved inter-

personal relations and acceptance of peers.

Guided Reciprocal Peer Questioning

Guided Reciprocal Peer Questioning (GRPQ) is

a cooperative learning method developed by Alison
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King that was used initially with college-age students.

Subsequent research has shown it can also be used

effectively with children in the upper primary grades.

GRPQ is used to help students actively process con-

tent presented in a narrative fashion, either in a text-

book or from a lecture. Students are taught to ask

questions about the content based upon question star-

ters like ‘‘What does ____ mean?’’ ‘‘Describe ____ in

your own words.’’ ‘‘Explain why ______.’’ Students

ask a question to a partner, who attempts to answer it

and then reciprocates by asking another question. This

process can be used as students read a section of

a textbook, or during a lecture when the instructor

periodically stops to allow students to ask questions

of a peer. Research has shown that students who use

this method retain more information they read or hear

in lecture, and it promotes metacognitive skills as stu-

dents learn to ask themselves questions either during

reading or when listening to a lecture.

Cooperative Integrated
Reading and Composition

Cooperative Integrated Reading and Composition

(CIRC) is a cooperative learning approach to teaching

reading and language arts developed by Robert Slavin

and Robert Stevens. CIRC has been used with stu-

dents in second through fifth grade, and a companion

model, Student Team Reading and Writing (STRW),

has been used in middle school literacy instruction.

CIRC is a multifaceted approach that involves stu-

dents in learning both factual content (e.g., new

vocabulary) and skills (e.g., reading comprehension

and writing). The teacher provides initial instruction

that is followed by students practicing collaboratively

to complete tasks such as developing vocabulary

knowledge, developing comprehension of the story,

extending story comprehension through writing about

the story, and engaging in the writing process for cre-

ative writing activities. Students check factual knowl-

edge, make and elaborate on predictions, and provide

clarifying explanations to one another about what

they are reading. At the end of the instructional cycle

(e.g., weekly), the students take tests, and the points

earned on the test are used for team scores that are

used for team recognition like that described above

in STAD. Research studies have shown that CIRC

and STRW have significant, long-term, positive

effects on students’ achievement, attitudes, and peer

relations.

Reciprocal Teaching

Reciprocal Teaching is a cooperative learning

method developed by Annamarie Palincsar to

improve reading comprehension skills for students in

elementary and middle school. Reciprocal Teaching

begins with the teacher providing explicit instruction

on comprehension strategies related to questioning,

clarifying, summarizing, and predicting as students

read. The teachers follow the initial instruction by

guiding students as they practice using the strategies

by prompting them with questions that they answer.

Over time, the students take more responsibility by

using questions to prompt one another; the questions

are followed by answers in a reciprocal dialogue. The

teachers monitor and guide the dialogue, helping

the students increase their accuracy and proficiency

in using the comprehension-fostering strategies.

Research provides evidence of the efficacy of Recip-

rocal Teaching for students from third grade through

middle school, with particular emphasis on struggling

readers. Students also maintain the benefits of Recip-

rocal Teaching after the conclusion of its use in

instruction.

Team Accelerated Instruction

Team Accelerated Instruction (TAI) is a cooperative

learning approach to mathematics instruction devel-

oped by Robert Slavin for use in elementary and early

middle grades. TAI focuses primarily on teaching math

computation skills in a way that allows students to

move at their own pace as they master each skill. The

teacher begins the instructional cycle with an ad hoc

instructional group based on those students beginning

that particular unit. Following the initial instruction, the

students engage in practice activities to develop mas-

tery of the new skills. Students work in heterogeneous

teams, allowing team members to give feedback and

explanations to one another as they practice. There is

ongoing progress monitoring as students take periodic

tests to assess mastery. Students also earn points for

their team by the number of instructional units they

master and their level of performance on the mastery

tests. Team points are used in determining team recog-

nition like that in STAD, described above. Research

indicates that TAI improves students’ mathematics

achievement and interpersonal relations for students of

all abilities in second through sixth grades, and reme-

dial secondary mathematics.
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Across cooperative learning methods, there is

remarkable consistency in how cooperative learning

can positively influence academic and social out-

comes in instruction across a variety of grade levels.

Robert J. Stevens

See also Cognitive View of Learning; Peer-Assisted

Learning; Social Learning Theory; Vygotsky’s Cultural-

Historical Theory of Development
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CORRELATION

Correlation is a descriptive statistical technique whereby

the relationship between pairs of variables is assessed.

The strength of the association between two variables

can be determined either qualitatively, with a scatterplot,

and/or quantitatively, with a correlation coefficient. A

scatterplot is a two-dimensional graph with one variable

plotted on each axis, whereby the slope of the least

squares regression line (i.e., a linear ‘‘fit’’ through the

maximum point cluster) indicates the overall direction

and strength of the association. If the linear trend of

ordered pairs is sloped upward (downward) from the

origin and toward the right, the correlation between the

two variables is positive (negative); no slope indicates

a neutral relationship, and the variables are unrelated.

The closer the data points cluster to this line, the stron-

ger the association between the two variables.

The most common quantitative measure of correla-

tion is the Pearson product-moment correlation coeffi-

cient, or simply Pearson’s correlation (r), expressed

as the ratio of the covariance between two variables

to the product of their individual standard deviations.

Pearson’s correlation assumes a linear relationship for

the variables under consideration and that the data are

of ordinal or ratio scale and normally distributed. Cor-

relation values range between−1.00 and 1.00, with

more positive (negative) values indicating a stronger,

direct (inverse) relationship and those values closer to

zero signifying that the variables are not linked. The

categorization of the strength of correlation coefficient

values varies by discipline and inquiry. Typically,

meaningful r values in the behavioral sciences are in

the order of |0:60− 1:00| for strong, |0:59− 0:40| for

moderate, and |0:2− 0:39| for weak associations. The

researcher must evaluate the correlation coefficients

with caution as an association between two variables

does not equate with causation, and, in some cases,

spurious relationships may be found between vari-

ables that defy logical explanation.

To test whether or not a correlation coefficient is

significant, the t-test statistic is the most common

measure used, especially for sample sizes smaller than

30. The t-test is the ratio of the Pearson’s correlation

coefficient (r) to the standard error of the estimate,

a measurement of the variability of sample means.

The t-test scores are often converted to probability

values (p values), which identifies the probability of

erroneously rejecting the null hypothesis if it is, in

fact, true (i.e., a Type I error). Significant p values are

typically those that are less than 0.05, indicating a 95%

(or greater) confidence interval and, thus, the probabil-

ity of making a Type I error less than 5%. In the case

of a significant t-test, the null hypothesis that the two

variables are independent (i.e., not correlated) must be

rejected and the alternate hypothesis that the variables

are related should be accepted. Based on the tail of the

probability distribution, the alternate hypothesis is des-

ignated as either one-tailed (directional) or two-tailed

(nondirectional), the latter being more appropriate if

there is no a priori knowledge on the direction of the

correlation between the two variables.

The use of Pearson’s product-moment correlation

coefficient in educational psychology is illustrated in

the following example. Suppose a researcher wanted
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to examine the relationship between the verbal test

score portion on a standardized college entrance exam

and number of hours spent in preparation for a group

of students (n= 50). To interpret the correlation co-

efficient examining this relationship, the researcher

should inspect both the sign (i.e., positive or negative)

and the magnitude of the correlation. If the correlation

coefficient is high and positive (e.g., .78), that means

that those students who score high on the verbal sec-

tion of the test are very likely to have spent more

hours in preparation than other students. If the corre-

lation is close to zero (e.g., .08), then there seems to

be no direct relationship between the test score and

how long the students prepared. Finally, if the correla-

tion is high and negative (e.g.,−.62), then the stu-

dents who prepared more are not likely to do as well

on the test as those who prepared less.

If the association between two variables is consid-

ered to be influenced by a third or more other vari-

ables, then partial correlation is employed. This

technique is used to clarify bivariate relationships by

removing (or partialling out) the confounding effects

of other, possibly related variables. If the correlation

coefficient between two variables remains unchanged

while holding all other variables constant, then the

control variables do not have any influence on the

relationship. Conversely, large differences between

the original Pearson’s correlation and the partial cor-

relation indicate that the relationship between the

two variables is spurious and they are not directly

linked, thus associated only by mediatory variables.

In the previous example, the relationship between

verbal test scores and study hours may be influenced

by a third variable, such as whether or not English is

the student’s native language.

If the assumptions of Pearson’s correlation are vio-

lated (i.e., not normally distributed, nonlinear relation-

ship), a nonparametric correlation statistic, such as

Spearman’s rank [or Spearman’s rho (r)] or Kendall’s

tau (t) correlation coefficients, may be a more suitable

alternative. Spearman’s rho, the more common of the

two methods, measures the strength of the association

of ordinal (or reduced to ordinal) data by examining

the ratio of the sum of the squared differences in the

ranks of the paired data values to the number of vari-

able pairs. Alternatively, Kendal’s tau evaluates the

linkage by examining the proportion of discordant pairs

in a sample, where pairs are considered discordant if

the product of the bivariate observations is negative.

As with Pearson’s correlation, coefficient values range

from −1.00 to 1.00 and are interpreted similarly, with

larger values indicating a stronger relationship between

the two variables.

In large samples, the coefficient values of both of

these nonparametric test statistics are nearly identical;

however, in the case of smaller sample sizes, Ken-

dal’s tau is usually the more efficient test.

Jill S. M. Coleman

See also Normal Curve; Statistical Significance
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CREATIVITY

Creativity is among the most valued yet least understood

of educational psychology constructs. For the purposes

of this entry, creativity is defined as the interaction

among aptitude, process, and environment by which an

individual or group is able to produce original (unique,

novel, unusual) and adaptive (useful, appropriate, mean-

ingful) interpretations, ideas, behaviors, solutions, or

products. Although most people view creativity and

originality as synonymous, creativity scholars have

emphasized the importance of including the additional

criterion of adaptiveness in definitions of creativity.

Without this added criterion, anything merely unusual

would also pass as creative. Confounding creativity with

uniqueness has, in part, resulted in the perpetuation of

various misconceptions of creativity (e.g., creativity

requires elimination of constraints and rejection of stan-

dards and conventions) and negative associations with

those who are creative (e.g., creative individuals suffer

from psychological disorders).

The Adaptiveness Criterion

Creativity researchers have demonstrated—in case

studies of eminent creators and investigations of every-

day forms of creative expression—the importance of

including the criterion of adaptiveness in definitions

of creativity. The adaptiveness criterion distinguishes

creativity from novelty and provides a context for
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evaluating particular contributions. Consider the every-

day creativity of developing a new recipe. No matter

how novel the combination of ingredients (e.g., oxtail,

dandelion stem, maple syrup) or the technique

(flambé)—if the resulting meal is inedible, then the

recipe would hardly be considered creative. Rather, in

order for the meal to be considered a form of creative

expression, it would need to be original and useful.

The importance of adaptiveness is also illustrated

in eminent forms of creative expression. Creativity

scholars have documented that the highest forms of

creativity typically require a deep understanding of the

conventions and traditions of a particular domain: usu-

ally 10 or more years of formal study or apprenticeship.

For example, eminent, creative jazz musicians (e.g.,

John Coltrane, Charlie Parker, Miles Davis) not only

had an amazing ability to create highly original compo-

sitions, arrangements, and improvisations, but they were

able to do so because of their deep knowledge and mas-

tery of musical standards and instrumental techniques.

Sociocultural Context

In addition to recognizing the combined importance

of originality and adaptiveness, creativity scholars

also have stressed the importance of the sociocultural

context in their definitions of creativity. This empha-

sis on the role of context has moved conceptions of

creativity beyond traditional individualistic perspec-

tives, which represent creativity as a static, genetically

predetermined trait. Rather, most contemporary defi-

nitions of creativity emphasize the role that the socio-

cultural (and, at times, historical) context plays in

determining what is considered original and adaptive.

This is particularly the case with the most eminent

creators. For example, case studies of great creators

(e.g., Johann Sebastian Bach) highlight the role that

the sociocultural context (e.g., the judgment of histor-

ians, critics, connoisseurs, and subsequent musicians)

has played in determining the originality and adap-

tiveness of some creative body of work (e.g., Bach’s

musical compositions posthumously deemed highly

creative).

The sociocultural context also plays a key role in

more ubiquitous examples of creative expression. For

example, in order for an architectural design to be

considered creative, it must be judged to be not only

original by the gatekeepers of the domain of architec-

ture (i.e., professors of architecture, professional

architectural societies and associations, historians,

fellow architects), but also adaptive (i.e., fit in with

the standards and conventions of that domain, be

structurally sound). Similarly, although a high school

student’s spoken-word poem may not be considered

sufficiently original or adaptive to be included in the

Norton Anthology of Modern Poetry, the student’s

poem might very well be considered creative within

the context of her high school classroom, after-school

poetry club, or local poetry event.

Common Misconceptions
About Creativity

Like any construct that has wide appeal, popular beliefs

about creativity have resulted in the development and

persistence of several misconceptions. Three common

misconceptions with particularly important implications

for educators have resulted from confounding creativity

with negative deviance, the arts, and eminence.

Creativity and Negative Deviance

The myth that creativity involves some degree of

socially negative deviance is the upshot of believing

that creativity represents a form of unconstrained

novelty. In a classroom context, this misconception

typically is represented in teachers’ believing that if

they encourage students’ creative expression, they

will ultimately take their class off topic by deviating

from curricular standards, which will likely result in

confusion or other classroom disruptions. It is not

that teachers fail to see value in student creativity

(in fact, most view creativity as important); rather,

they struggle with how they can legitimately justify

the incorporation of something in their standard cur-

riculum that they believe will take instructional time

away from learning the content. Not surprisingly,

then, many teachers come to view creativity as

extracurricular and not appropriate for their regular

classroom instruction.

Creativity and the Arts

When most people think about creative expression,

they often think of the visual or performing arts, and

teachers are no exception. Consequently, teachers

may struggle with the idea that creativity should be

a common feature of their curriculum. If teachers

believe that the visual or performing arts are the only

form of creative expression, then it is easy to imagine
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how creativity would come to be viewed as a rare,

extracurricular luxury (e.g., having the students don

costumes and perform the key elements from a histori-

cal description of the Salem Witch Trials, or having

students write Haikus while studying the seasons).

Although likely entertaining (and perhaps engaging),

such representations of creativity have little to do with

‘‘creativity’’ as modern scholars conceptualize it.

Rather, many researchers highlight the importance

of teachers helping students recognize and develop

their creativity in various academic domains (e.g., sci-

entific creativity, creative writing, artistic creativity).

Incorporating creativity in the curriculum, from this

broader perspective, would involve emphasizing the

importance of developing novel ideas and products

within the context and conventions of a particular aca-

demic domain. For example, a seventh-grade science

teacher might support and encourage the development

of scientific creativity in students’ conceptualizations

of their science fair projects. In order to do so, the

teacher might require his or her students to develop

a novel project idea (meeting the originality criterion

of creativity) as well as adhere to the conventions and

standards of scientific inquiry (meeting the appropri-

ateness criterion of creativity). The creativity of such

projects would then be judged within the sociocultural

context of that particular science fair (by teachers,

peers, guest judges, and other relevant stakeholders).

Creativity and Eminence

Finally, a common and damaging misconception is

that only certain people can be creative. This belief is

reinforced by the attention given to the revolutionary

breakthroughs often attributed to a few creators (e.g.,

Wolfgang Amadeus Mozart, Mohandas Gandhi,

Albert Einstein). It is true that the odds of a teacher

having a classroom full of potential Martha Grahams

or Martin Luther King, Juniors are slim to none.

However, it does not then follow that teachers need

not be concerned about supporting and enhancing

students’ creative potentials. As most researchers

now recognize, all students have creative potential

(although not necessarily on the level of magnitude of

the rare, eminent creator). And although a few stu-

dents will always demonstrate unusually high poten-

tial and creative ability and likely would benefit from

additional curricular enrichment and acceleration, all

students stand to benefit from having their creative

potential recognized and supported.

Viewing creativity from a developmental perspec-

tive (with various degrees of creative magnitude) may

help teachers recognize that all students have creative

potential. For instance, creativity scholars have demon-

strated how the creative life typically follows a trajec-

tory starting with intrapersonal creative interpretations

(referred to as mini-c creativity) moving to socially

recognized forms of creative expression (little-c crea-

tivity), and, in very rare instances, going on to make

revolutionary contributions that have lasting, historical,

and cultural significance (Big-C Creativity). Big-C Cre-

ativity represents the highest forms of creative expres-

sion, whereas little-c represents the more ubiquitous,

everyday forms of creativity. A great deal of scholar-

ship has been focused on the Big-C level of creative

magnitude and has yielded important and compelling

insights. For instance, scholars who have conducted

research on Big-C Creativity have demonstrated

through case studies (i.e., in-depth studies of eminent

creators) and histrometric methods (i.e., the quantita-

tive, historical studies of general trends in creativity

across time) that eminent levels of creativity result

from a confluence of factors (e.g., motivation and skill,

past and present environmental supports and con-

straints, the current and future sociocultural-historical

context, and even luck).

The scholarship on Big-C Creativity provides an

important backdrop for understanding the extremely

rare and revolutionary impact that creativity can have

on the development and advancement of science,

technology, the arts, and societies as a whole. How-

ever, little-c creativity is often more relevant and

important for educators to understand as it refers to

the everyday forms of creative expression thought to

be accessible to almost anyone (e.g., students design-

ing a unique and accurate solution to an everyday sci-

ence problem; students expressing their frustration

about some life situation in poetry; students represent-

ing their understanding of some event of cultural

significance in a unique and historically accurate nar-

rative account, and so on). Indeed, nearly all students

have a shot at producing what their teachers, peers,

parents, and they themselves would consider to be

novel and adaptive ideas, solutions, behaviors, and

products. Research on this more everyday form of

creativity has identified important cognitive strategies

(e.g., divergent and evaluative thinking techniques)

and environmental supports (e.g., creating engaging,

intrinsically motivating environments) necessary for

supporting students’ creative potential.
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The developmental perspective of creativity (which

includes the various levels of creative magnitude)

helps to dispel the myth that only certain people can

be creative. At the same time, the developmental per-

spective acknowledges that although there will always

be a few rare individuals (or groups) who have the

capacity, environmental supports, and luck to attain

creative eminence, the more everyday forms of crea-

tive expression are still important and attainable by

almost anyone. For teachers, then, the goal becomes

helping students to recognize and realize their creative

potential within the various academic domains.

Theories of Creativity

Space limitations prevent a comprehensive review of

creativity theories, but the trajectory of theoretical

development can be characterized as moving from

relatively focused, psychometric theories to multifac-

eted, relatively complex systems theories.

Psychometric Conceptions

The growth of creativity research in the second

half of the 20th century was initiated by researchers

studying creativity from a psychometric perspective.

The work of J. P. Guilford and Paul Torrance was

seminal in this regard. Guilford conceptualized crea-

tivity as a facet of his Structure of the Intellect model

of human intelligence and developed a range of cog-

nitive measures of creativity. Torrance, focusing more

tightly on divergent thinking, developed the Torrance

Tests of Creative Thinking, which remains one of the

most popular creativity assessments and is used in

several countries. Torrance’s work popularized the

conceptualization of divergent thinking in terms of

fluency (total number of responses), flexibility (num-

ber of different kinds of responses), originality (the

uniqueness and rarity of responses), and elaboration

(the detail of responses).

Systems Theories

Starting in the 1980s—and mirroring theoretical

developments in other fields—creativity researchers

began to question the utility of psychometric concep-

tions of creativity. These scholars noted that creativity

was a broad construct with multiple, diverse influ-

ences and outcomes (as opposed to the more narrow

cognitive conceptions of the traditional psychometric

approach). This changing attitude resulted in part

from the broadening of the field to include researchers

with wide-ranging interests and backgrounds. The

result was a flurry of systems theories of creativity from

the late 1980s to the mid-1990s. Mihaly Csikszent-

mihalyi’s systems theory, for example, emphasizes the

interaction between an individual, the domain, and

the field in which creativity occurs. The systems per-

spective, common in most systems theories, focuses

on the confluence of events that occurs when creativ-

ity happens rather than considering creativity to be

a trait of an individual. For example, most people do

not understand Einstein’s Theory of Relativity, but

accept it as true because the gatekeepers in the field

accept it. A domain is the cultural or symbolic portion

relevant to creativity. Creativity ‘‘happens’’ when an

individual changes a domain. Other popular and influ-

ential systems theories include Teresa Amabile’s Social

Psychology of Creativity, Robert Sternberg and Todd

Lubart’s Investment Theory of Creativity, and Mark

Runco’s Psychoeconomic Theory of Creativity, among

others.

Types of Creativity Research

Scholars representing multiple disciplines (e.g.,

psychology, education, history, the arts, sociology,

anthropology, and business) have contributed to the

development of creativity theory, research, and prac-

tice. The upshot of this multidisciplinary effort has

resulted in the broadening of the field and the emer-

gence of multiple avenues and venues for creativity

research. For instance, the broadening of the field

is evinced in a steady stream of new creativity

handbooks and edited volumes, the sustainability of

multidisciplinary creativity research journals (e.g.,

Creativity Research Journal, Journal of Creative

Behavior), and the emergence of new scholarly jour-

nals (e.g., Journal of Thinking Skills and Creativity;

Psychology of Aesthetics, Creativity, and the Arts).

Several distinct approaches are used to examine cre-

ative phenomena, with a majority of research histori-

cally relying on psychometric methods—the direct

measurement of creativity and its perceived correlates

in individuals. Practically all current work on creativity

is based upon methodologies that are psychometric or

were developed in response to perceived weaknesses

of creativity measurement. Work by Guilford and

Torrance, which, as mentioned earlier, focused on

cognitive assessment, formed the foundation for
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psychometric approaches, and much of their work

remains in wide use among creativity researchers. But

psychometric methods have been extended to the study

of attitudes, personality, motivation, and other noncog-

nitive aspects of creativity. The advantages of psycho-

metric approaches include the existence of a number of

refined instruments, which promotes comparison of

results across studies; disadvantages include the often

narrow lens through which creativity is viewed and the

lack of psychometric advances to match the consider-

able theoretical advances in recent decades.

The experimental approach is quite similar to the

psychometric approach in that experimental research-

ers use many of the same instruments used by psycho-

metricians to measure creativity. Perhaps the best

known line of research in this area involves Ama-

bile’s studies of the impact of reward and evaluation

conditions on creative production. Although experi-

mental designs include added logistical and financial

costs (as compared to nonexperimental designs), the

advantages of the experimental approach include the

confidence with which conclusions can be made about

intervention effectiveness. Still, as some scholars have

noted, because experimental designs require direct

intervention and manipulation (as opposed to natural-

istic observations and case studies), they may pre-

clude the ability for documenting how creativity

develops (more naturally) in a given sociocultural

context.

The historiometric approach involves the analysis

of quantitative data drawn almost exclusively from

historical documentation. Although studies of emi-

nence have relied on historiometric techniques at least

as early as the 1950s, this empirical approach is best

exemplified by the prolific works of Dean Keith

Simonton, who has both created and refined the meth-

odologies and used these techniques to study creativ-

ity exhaustively. Historiometric methods have been

used to study the relationships between creativity and

leadership, age, productivity, invention, and emi-

nence, among many other areas. An advantage of this

approach is the ability to consider creativity within its

proper historical context, which proves to be difficult

using other empirical approaches. On the downside,

this approach relies almost exclusively on the study of

Big-C Creativity, potentially limiting its application

to everyday creativity.

The biographical or case study approach is similar

to the historiometric approach in its focus on eminent

creators and their work. However, the case study

approach strongly favors qualitative research method-

ologies, with the attendant advantages regarding depth

of analysis and limitations regarding generalizability.

For both historiometricians and biographers, their

focus on Big-C Creativity (i.e., indisputable instances

of creativity) helps researchers avoid the problems

and issues surrounding the definition of creativity

faced by investigators adhering to most other method-

ological approaches. But again, applicability of results

to everyday creativity may be an issue.

Although the use of biometric methods to study

creativity, such as functional magnetic resonance

imaging (fMRI), has significant potential, their appli-

cation to the study of creativity has been highly lim-

ited. The ability to study brain function during

creativity problem solving has clear advantages, but

the use of fMRI in this context has been limited

because of the high cost of such research, the infancy

of the technology, and a lack of interest among neu-

ropsychologists. As these issues change—and evi-

dence suggests that this is happening—biometric

approaches should become more common.

Although the various approaches to the study of

creativity share many features, fundamental differ-

ences distinguish them from one another. The most

significant differences involve the research designs

commonly used, specific areas focused upon by

researchers, and the time frame in which data are

collected.

Major Empirical Themes

Two lines of inquiry are important for educators and

educational psychologists to understand: the issue of

domain specificity versus domain generality, and

issues surrounding the enhancement of creativity.

Generality Versus Specificity

Whether creativity is domain general or domain

specific is one of the hottest—yet most enduring—

debates among creativity researchers. In essence, the

debate boils down to whether people who are crea-

tively productive in one domain are likely to be simi-

larly productive in a different domain (or domains).

Such distinctions are important because the generality

position implies that general skills can be used to

enhance creativity. But if creativity is domain spe-

cific, general creativity training would be highly
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unlikely to promote transfer across domains and

would, in effect, be pointless.

The specificity position, which is currently the

dominant perspective, is supported by recent research

on situated cognition and other areas within cognitive

science. For instance, domain-specific creative tasks

tend to have low correlations with each other, and

task-specific training typically yields task-specific cre-

ative performance. However, other researchers argue

that a domain-specific conception fails to account for

theoretical and methodological issues. For example,

a systems approach to creativity takes the view that

creativity cannot be determined entirely within

a domain. Implicit theories of creativity (i.e., layper-

son or folk definitions) also support a domain-general

perspective.

A more fruitful question focuses on which aspects

of creativity are domain or content general and which

are domain or content specific, with the answer chang-

ing as a person develops and matures. As people age,

they are forced to make choices, related to both their

careers and their personal lives, that necessarily limit

their ability to work productively in multiple, distinct

domains. Some creative individuals do work in multi-

ple domains, but they tend to be the rare exceptions

that prove the rule. The implications of this perspective

for practice are that some aspects are domain general,

some are domain specific, and enhancement efforts

should focus on helping individuals develop their crea-

tive abilities in whichever areas they choose—keeping

in mind that some of the skills and attitudes will trans-

fer to other domains and tasks.

Enhancement

Research on the effectiveness of efforts to enhance

creativity is controversial, conflicting, and often disap-

pointing. For example, many studies provide evidence

of the ability of divergent thinking techniques to

increase divergent thinking test scores, but these gains

are often short-lived, and the skills prove difficult to

apply to other contexts. Another example involves

group problem solving. The work of Alex Osborn, Tor-

rance, and many others suggests that groups generate

more ideas than individuals working under otherwise

similar conditions, and that group participants rate the

creative performance more favorably than individuals

working on similar problems. At the same time, many

researchers have found that group problem-solving

strategies, such as brainstorming, produce fewer and

less original ideas than do individuals. The creativity

enhancement literature is rife with such contradictions.

Several researchers have suggested possible rea-

sons for the lack of clear effectiveness information

regarding creativity enhancement: the lack of appre-

ciably new enhancement strategies at the same time

that our theoretical understanding of creativity has

advanced exponentially; widely held misconceptions

and myths about creativity (often created by an over-

reliance on Big-C Creativity), which most ‘‘classic’’

enhancement efforts fail to address; negative effects

of the numerous pop psychology and commercialized

approaches (many of which are merely repackaged

versions of early divergent thinking strategies); early

work conducted in relative isolation from mainstream

psychology; reliance on strategies and programs that

assume a strong domain-general position; and con-

flicting or vaguely implied definitions of creativity.

This last point is very important—if researchers

studying creativity enhancement fail to define creativ-

ity or define it imprecisely, conflicting results should

be expected.

Looking at creativity enhancement through the lens

of the definition of creativity described earlier, a prom-

ising avenue for enhancing creativity is to optimize

the time an individual spends in ideal aptitude-

process-environment contexts. This may be similar to

Csikszentmihalyi’s concept of flow and Sternberg’s

emphasis on contextual awareness in his theories of

intelligence. However, the ideal creative context

needs to be identified for each individual. Not only

will this vary across individuals, but across time, pro-

cess, and environment as well. Many approaches to

problem-based learning promote these principles, sug-

gesting that related activities may be a fruitful avenue

for future enhancement efforts.

Joseph Renzulli’s Schoolwide Enrichment Model

emphasizes many of these approaches and may be the

most appropriate program for the enhancement of cre-

ativity. Initially designed as an education system for

gifted students, Renzulli’s approach has been described

by some observers as a creativity enhancement model,

and viewed from this perspective, it is considered to be

quite successful. Renzulli has recently adapted the

model to fit a variety of instructional contexts, and his

work should be consulted by anyone considering large-

scale enhancement efforts.

In the end, it is reasonable to conclude that a grow-

ing number of educational psychologists value crea-

tivity, would like to enhance it, and are confused
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about how to proceed. Addressing complex phenom-

ena such as creativity is never easy, and recent con-

ceptual and empirical advances should illuminate the

issues surrounding enhancement of creativity.

Creativity and
Educational Psychology

Given that all students have creative potential and that

creativity can help complement and extend learning

within the various academic domains, there should be

little doubt that creativity represents an important

construct for educational psychologists. Although cre-

ativity has dwelled somewhat on the margins of edu-

cational psychology (particularly during the era in

which behaviorism held sway over the field), the rise

in constructivist views of learning has established

a growing recognition that creativity and knowledge

construction are complementary processes. This

recognition is not entirely new, as many early pro-

genitors of modern constructivist views of learning

(including John Dewey, Jean Piaget, and Lev

Vygotsky) made explicit references to the relationship

between learning, creativity, imagination, and the

development of robust understanding. What is new,

however, is the wealth of knowledge both in the domain

of educational psychology and in the interdisciplinary

field of creativity studies.

For instance, educational psychologists have estab-

lished important theories and empirically tested

insights pertaining to student motivation, learning and

development, assessment, the psychology of teaching,

and contextual factors that mediate effective teaching

and learning. Moreover, advances in research methods

(both qualitative and quantitative) and advances in

analytic techniques (e.g., everything from hierarchical

linear modeling to more situated, interpretive analy-

ses) position educational psychologists to make signif-

icant contributions to the study of creativity and its

relationship to teaching and learning. Similarly, crea-

tivity researchers have engaged in parallel efforts in

which they have examined the development and

expression of creativity in educational contexts. For

instance, creativity researchers have developed full

programs of research (including the development of

theoretical models and innovative analytic and assess-

ment techniques) aimed at examining the motivational,

cognitive, affective, and socio-environmental factors

that mediate the fulfillment of students’ creative poten-

tial. What is now needed is a well-articulated bridge

between these parallel efforts, both to reduce unneces-

sary redundancies and to maximize the synergies

between these related knowledge bases and lines of

inquiry. Educational psychologists have a unique

opportunity to bridge these complementary programs

of research such that existing knowledge can be

brought to bear on the advancement of what is known

regarding the relationship between human learning and

creative expression.

Jonathan A. Plucker and Ronald A. Beghetto

See also Cognitive View of Learning; Constructivism; Gifted

and Talented Students; Motivation
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CRITERION-REFERENCED TESTING

Definition and Features

A criterion-referenced test (CRT) provides a measure

of an individual’s absolute performance or behavior

on a well-defined domain. The domain may include
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a set of learning/behavioral objectives to be mastered

or a set of standards to be achieved. The history of

CRTs dates back to a 1963 essay by Robert Glaser in

which he introduced criterion referencing as a new

type of approach to test development and interpreta-

tion. Glaser indicated that the absolute comparisons

that formed the basis of CRTs were preferable to the

relative comparisons made by the norm-referenced

tests (NRTs) widely used at that time.

One way to gain a better understanding of exactly

what a CRT entails is to compare it to an NRT.

Within this section, CRTs are further defined and

comparisons to NRTs are made. The next section dis-

cusses the development, use, and interpretation of

CRTs in large-scale tests used for accountability pur-

poses. It includes issues of alignment and validity, per-

formance levels, and standard settings. The third

section discusses the use of CRTs for classroom

instructional purposes. The final section briefly

describes guidelines available to assist test users in

selecting and interpreting CRTs.

What Does a CRT Measure?

Whereas NRTs compare an individual’s perfor-

mance to the performance of others in a comparison

group, such as all students in a state or across the

nation, CRTs compare an individual’s performance to

standards or learning objectives. Because of this dis-

tinction, interpretations of NRTs are often referred to

as relative comparisons and CRTs as absolute com-

parisons. In a CRT, test users are concerned about

knowing whether the student has achieved a standard

or mastered a learning objective. They are not con-

cerned about the position or ranking of the student

relative to other students.

What Is the Domain for a CRT?

CRTs consist of a well-defined domain of knowl-

edge, skills, and/or behaviors to be measured. The

domain for a CRT is narrower and more clearly delin-

eated than the domain for an NRT, which is usually

broader and covers many objectives. The level of

specificity, however, varies somewhat across different

types of CRTs. In some classroom situations, CRTs are

called objective-referenced because they measure

detailed learning outcomes (e.g., adding two three-digit

numbers that require carrying). In large-scale tests that

are standards-based, the criteria may be slightly less

detailed (e.g., measuring whether a student can repre-

sent mathematical situations using algebraic symbols).

How Are the Items Designed?

In NRTs, items are usually developed so that the

difficulty level is average and discrimination among

student scores is high. Because easy items do not

lend themselves to discriminating among indivi-

duals, they are not usually used on NRTs. However,

for CRTs, the item difficulty or discrimination is not

of utmost importance. Rather, the most critical

aspect of developing a CRT is that each item must

have a direct match to a learning objective, behavior,

or standard within the domain. Depending on the

purpose of administering the CRT, the items may be

very easy or difficult. When a test is given immedi-

ately after instruction to determine whether students

attained the knowledge necessary to move on to the

next topic, it is likely that the items will have a low

difficulty level. Also, there would be no concern about

whether the test was able to discriminate among

students.

What Types of Scores Do CRTs Produce?

Unlike NRTs, which provide standard scores and

percentiles to describe a student’s placement or rank-

ing within a comparison group, CRTs provide percen-

tages that indicate whether a student has achieved

mastery or proficiency regardless of the performance

of other students. CRTs may indicate (a) the number

or percentage of items that were answered correctly

by each individual, (b) the speed of performing a cer-

tain task (e.g., typing on a keyboard), (c) the precision

of performance (e.g., measuring an object to the near-

est millimeter), or (d) the quality of a behavior (e.g.,

tying a shoe). Interpretations from these scores help

to determine whether a student has achieved mastery

on a set of skills, tasks, or behaviors. Other CRTs,

such as those that are standards-based, combine a

student’s performance on a set of items and categorize

him or her into one of several performance or

achievement levels. The student might be classified as

being basic, proficient, or advanced with regard to

a standard in a subject area. Results may also be

aggregated across all students in a school, grade, or

subgroup (e.g., ethnicity, gender) so that teachers and

administrators can examine the percentage of students

classified within each level.
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What Are the Purposes for Using CRTs?

CRTs can be used for several purposes. It is the

responsibility of the test user to determine whether

the test design, item design, and type of scores match

the intended use and interpretation of the test. One set

of purposes for using a CRT is to determine whether

individual students have mastered the learning objec-

tives, acquired the skills necessary for placement into

a particular program, or demonstrated the ability to

perform essential behavioral tasks. In these situations,

reporting meaningful score interpretations to parents

is of extreme importance because it directly relates to

their child’s success. Another purpose of a CRT is to

inform classroom instruction and ensure that adequate

learning experiences are being provided to students.

Teachers can identify students’ strengths and weak-

nesses and modify instruction to address these areas.

CRTs may also be used in program evaluation. They

provide answers to questions such as, ‘‘How effective

is a new instructional program in our school?’’ ‘‘What

impact does the program have on our students?’’ and

‘‘Is it worthwhile to continue the program?’’ This infor-

mation is valuable to teachers and administrators as

they judge the effectiveness of a program or curriculum

in their school. Finally, another use of CRTs in recent

years is to hold schools accountable for student learn-

ing. Within this era of No Child Left Behind (NCLB),

state testing programs are using large-scale CRTs to

determine whether students are achieving standards for

reading, mathematics, and science. Although the media

often rank schools in terms of student performance, it is

not helpful for a school to know only that they are

performing better or worse than other schools. For

accountability purposes, the school needs to know the

percentage of students achieving the state standards so

they can work toward having every student perform at

least at the proficient level. The following section con-

tains more information on large-scale CRTs.

Large-Scale
Criterion-Referenced Testing

In the 1990s, there was a movement by states to develop

academic content standards and create state-level

criterion-referenced assessments to measure student per-

formance against those standards. Many assessments

included performance-based tasks, and a few states, such

as Maryland, had tests that were entirely performance

based. When the No Child Left Behind legislation was

enacted, it became necessary for all states to have an

assessment system that would identify whether students

were proficient. One of the major goals of NCLB is that

all students will be proficient in reading and mathematics

within a period of 12 years.

Because of NCLB, some states had to change their

assessment systems, especially those with tests that

were completely performance based. Maryland’s test,

for instance, provided school and grade-level results

but not individual student scores, which are necessary

for NCLB. In order to provide student scores, the

number of items on which each student tests must be

large enough to ensure a stable estimate of his or her

performance. Therefore, Maryland had to abandon

its performance-based assessment and instead use one

that incorporated additional items that were not

performance based. Many other states created new

assessments; modified their existing assessment; or

reverted back to using an off-the-shelf, commercially

published criterion-referenced test. The latter is some-

what undesirable because the test may not provide an

exact match to the state standards. However, test pub-

lishers are now beginning to collaborate with state

representatives to produce custom-designed tests that

will meet their specific needs.

Alignment and Validity

One of the major features of a well-designed CRT

is that the test items are directly matched to a specific

domain, standard, or learning objective. Large-scale

CRTs used for accountability purposes are considered

to have high stakes. For this reason, it is imperative

that there exists a high degree of alignment among all

aspects of the assessment system—state standards,

test items, curriculum taught in school district, and

instruction in teachers’ classrooms. If any of these

aspects is not in alignment, then the validity of the

interpretations made from the CRT results is suspect.

Several models are available to examine alignment

between state standards and tests. The models vary in

their complexity. Low-level models involve experts

examining the content of each test item and determin-

ing the degree to which it is related to the content in

the standard. Models at the next level have additional

criteria for determining the match between items and

standards, such as the cognitive complexity of the

item. The most complex alignment models examine

several interrelated dimensions, including content,

depth, emphasis, performance, and accessibility.
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Even when there is a high degree of alignment

between standards and test items, if there is not a match

between the test and classroom instruction, then the

assessment system will not be valid. Students must be

given an opportunity to learn the content and processes

specified in the standards. If they do not have this

exposure in the classroom, they cannot be expected to

demonstrate what they know and can do. Moreover,

the conditions under which they solve problems should

be the same in the testing situation as in the classroom;

for instance, the accessibility of manipulatives and cal-

culators in math. Various approaches have been

described by educational researchers to examine the

match between the test and classroom instruction.

Some approaches collect evidence from questionnaires

and interviews with teachers and principals. Teachers

rate the similarity between the content and processes

they teach in the classroom to the specific state stan-

dards. These self-report data also gather information on

the unintended or potentially negative consequences of

the assessment system, which is another important type

of validity to be examined for CRTs. A more direct

technique for gathering evidence of alignment is

through classroom observations or the collection of

sample instruction and assessment materials used by

teachers. Classroom materials can be evaluated using

a coding scheme that focuses on the content, level of

cognitive complexity, and item response types, and

comparing these to the test items.

Performance Levels

One way that standards-based CRTs report scores

is in terms of a small number of performance levels.

The number of levels is typically between three and

five. The Pennsylvania System of School Assessment

(PSSA) uses four performance levels: below basic

(inadequate academic performance), basic (marginal),

proficient (satisfactory), and advanced (superior). For

the purposes of NCLB, each student is classified into

one of the levels for each subject area assessed—

reading and mathematics. For the purposes of dissem-

inating test results to other stakeholders, Pennsylvania

produces individual student reports for parents and

school summary reports for schools and districts.

An individual student report for PSSA math identi-

fies the performance level that the student achieved

when aggregating results across items on the math

assessment. Most items are multiple choice and assess

a variety of skills from recall to problem solving.

A small set of open-ended items is included to mea-

sure students’ problem-solving and reasoning skills

and to require them to explain answers, describe solu-

tion strategies, create graphs, and so on. The individ-

ual student report also provides results for each

academic standard. For the 2005 PSSA, there were five

major reporting categories in math: numbers and opera-

tions, measurement, geometry, algebraic concepts, and

data analysis. They are aligned to the content standards

used by the National Council of Teachers of Mathe-

matics. For each category, the number of points

achieved by the student is shown in comparison to the

total number of points possible. As an example, a

student might receive 12 out of 14 possible points for

the geometry standard that assesses knowledge of

shapes, properties of shapes, and use of geometric

principles to solve problems. This detailed informa-

tion helps parents identify their child’s strengths or

weaknesses in math.

A school summary report for mathematics shows

the number of students taking the assessment and the

percentage of students in every grade level scoring at

each of the four performance levels. With respect to

individual standards on the assessment, the report lists

the number and percentage of total points achieved by

all students in a grade level. This allows teachers and

school administrators to interpret results for the pur-

poses of examining the math curriculum and planning

instructional improvements.

It should be noted that even though the PSSA is

a criterion-referenced test, the individual report and

school summary reports also provide norm-referenced

interpretations of results. The individual report pre-

sents average state-level scaled scores, gives a percen-

tile to show the percentage of students across the state

that performed at the student’s scaled score or lower,

and charts the difference between the student’s points

achieved on each standard compared to the state aver-

age points achieved. Similar norm-referenced inter-

pretations are made in the school summary report. As

Robert Linn and Norman Gronlund indicated in their

book, Measurement and Assessment in Teaching, the

distinction between large-scale CRTs and NRTs is

becoming less clear-cut. A dual interpretation of tests

is now on the increase.

Standard Setting

A natural question that follows a discussion of per-

formance levels is about the criteria used to place
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a student into a level. Usually, cut scores between

levels are established. The process of creating the cut

scores is called standard setting. There are many dif-

ferent methods of standard setting, all of which

require making judgments. It is for this reason that

some people have questioned the validity of perfor-

mance levels, saying that it is difficult to get judges to

agree on the cut scores, and thus they are inherently

arbitrary. However, others believe that consistency

among judges can be obtained through rigorous train-

ing and the use of previous test score data. Recent

research is focusing on comparisons of standard-

setting methods and their validity.

The Bookmark standard-setting method is widely

used in kindergarten through twelfth-grade settings.

The PSSA cut scores are based on a modification of

this method. Judges, who were educators across the

state, were given detailed written descriptions of each

performance level and a booklet of all items on the

assessment ordered from the easiest to most difficult

based on previous students’ responses. The judges

were asked to think about a student who would be at

the borderline between two levels (e.g., below basic

and basic) and assess whether the student had a high

probability of answering the item correctly. Each judge

recorded his or her decision. Discussions occurred after

each round, and the process was conducted repeatedly.

After the judges’ final recommendations were received,

student scores were converted to scaled scores that

identified a range for each level. For example, in

2005, a fifth-grade student with a scaled mathematics

score between 1312 and 1482 would be categorized

as proficient in math. A fifth-grade student with

a scaled math score equal to or above 1483 would be

advanced.

CRTs Used in Classroom Instruction

In Anthony Nitko’s 2004 book, Educational Assessment

of Students, he describes three types of referencing frame-

works used to interpret achievement: norm-referencing,

criterion-referencing, and self-referencing. Each of them

contains a different perspective on achievement while

increasing the meaningfulness of test results. A norm-

referencing framework is not usually the most useful in

making instructional decisions in the classroom or

informing parents. When parents know only that their

child is better at math than other students, they are left

wondering about the kinds of math problems their child

can solve successfully.

When you want to identify specific learning objec-

tives that are achieved by each child, a criterion-

referenced framework is most appropriate. Teachers can

uncover math processes that are difficult for students

(e.g., transforming numerical data to a visual display),

and they can identify specific misconceptions students

may have (e.g., about interpreting a line graph showing

the relationship between speed and time). Teachers can

learn about students’ thinking and reasoning on complex

math problems, and they can gauge their students’ ability

to communicate mathematically. All of this knowledge

that the teacher learns about students becomes useful

in planning and modifying instruction for all students.

The teacher may decide to reteach, review, or proceed

ahead with a new topic. Knowledge gained about indi-

vidual students’ deficiencies can also aid the teacher in

individualizing instruction, giving each student addi-

tional learning opportunities or resources that address his

or her specific needs.

A criterion-referencing framework provides summa-

tive and formative feedback. The previous paragraph

gave examples of evaluating students for formative

purposes in order to continually improve the teaching

and learning process. The framework also allows for

summative evaluations that inform teachers and parents

about the level of achievement at which students are

performing in relation to the absolute learning objec-

tives. It is possible that all or most of the students in

a class achieved mastery or are classified at the highest

performance level. In this case, the items on the CRT

would be considered ‘‘easy’’ for students, which is

acceptable if the test was intended to measure knowl-

edge necessary for proceeding with further instruction.

It is also possible that all or most students do not

achieve mastery or are not classified as proficient. Sev-

eral reasons might explain this outcome. The learning

objectives in the classroom may not be aligned with

the items on the assessment, or the objectives may not

be placed appropriately in the curriculum. Another rea-

son may be that students did not have an opportunity

to learn the skills and knowledge because the instruc-

tional methods and techniques used by the teacher

were not effective. Teachers can reflect on these possi-

bilities and modify accordingly.

Before leaving this section, a brief mention is

made about the third type of referencing framework

identified by Nitko because it serves to illustrate what

a criterion-referencing framework is not. A self-

referencing framework is based on the teacher’s per-

ceptions of a student’s capacity to perform well in
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a content area. Students would receive a high grade if

they are achieving at or above the level at which they

are perceived to be capable. Likewise, the reverse

would be true, that is, students would receive low

grades if they are achieving below the level at which

they are capable. A student may also receive a high

grade if he or she began the learning process with little

or no prior knowledge and then made some improve-

ment. As would be expected, there are pros and cons

to this framework. Proponents believe that it can help

increase student motivation and reduce competition

among students. Those not in favor say that teachers’

perceptions of students’ capabilities are subjective and

also that the framework leads to a grading procedure

based on effort alone. Furthermore, it may produce

a ceiling effect for those students who come to class

with a great deal of prior knowledge.

Criterion-Referenced Letter Grades

There are several ways to assign a grade based on

a variety of evaluation components. Nitko describes sev-

eral methods, three of which are summarized here. One

method involves using a fixed percentage. First, the

number of points earned on each evaluation component

used in the classroom is converted to a percentage. The

percentages are then transformed to letter grades. The

teacher defines a range of percentages for each letter

grade. The ranges are equivalent across components.

The total points method first produces the total num-

ber of points a student achieved on all of the evaluation

components. The number of points achieved is com-

pared to the maximum number of points available across

all components. Ranges of maximum points are defined

for each letter grade. In this method, the number of

points assigned to each component determines the

weight, or worth, of each component. For example, a pro-

ject might be assigned 50 points, whereas a short quiz

might be assigned 10 points. The third method is called

the quality level method. It is similar to using a rubric for

scoring student responses on a performance task. The

quality of student performance necessary to achieve each

level is thoroughly described. Teachers match the quality

of student work to the appropriate letter grade.

Guidelines for Appropriate
Selection and Use of CRTs

This final section describes two external sources that

serve as guides for educators and psychologists who

develop, select, and use assessments. One source is

called the Standards for Educational and Psychologi-

cal Testing. The most recent version was developed

in 1999 through a joint effort by the American

Educational Research Association, the American Psy-

chological Association, and the National Council on

Measurement in Education. The document identifies

standards that are designed to evaluate educational

and psychological tests. These widely accepted stan-

dards and criteria provide information to test develop-

ers, users, and takers on the entire testing process.

The document is organized into three parts: (1) test

construction, evaluation, and documentation; (2) fair-

ness in testing; and (3) testing applications.

Another source is the Code of Fair Testing Prac-

tices, published by the national Joint Committee on

Testing Practices in 2004. The Code applies to all edu-

cational assessments regardless of their referencing

framework (CRTs or NRTs) or the mode in which they

are administered (computer-based, paper-pencil, or per-

formance). The overall purpose is to ensure that tests

are fair to all test takers regardless of their demograph-

ics (e.g., ethnicity, gender, age) in terms of a variety of

aspects, including the standardization of administration

conditions, preparation for the test, knowledge about

the test’s content and purpose, accurate reporting of

results, and appropriate interpretation of the results.

The Code was designed to represent selected portions

of the Standards for Educational and Psychological

Testing by making the information relevant and mean-

ingful to states, districts, schools, organizations, and indi-

viduals. Even though the Code is specifically written for

professionally developed tests, the guidelines can also be

used by teachers to inform and improve the fairness of

their classroom assessments. The Code is organized

according to four areas: (1) developing and selecting

appropriate tests, (2) administering and scoring tests,

(3) reporting and interpreting results, and (4) informing

test takers. In each area, guidelines are given for both test

developers and test users. Examples of guidelines in the

third area are that test users should always take into

account the nature of the content assessed when making

meaning of test results, ensure that the test is used for its

intended purposes, gain knowledge of the type of scores

reported (e.g., method for establishing cut scores for

mastery or performance levels), and understand that one

test score should not be used as the sole determinant in

making a decision about a student.

Carol S. Parke
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No Child Left Behind; Norm-Referenced Tests
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CROSS-SECTIONAL RESEARCH

Research is commonly designed to test causal hypoth-

eses. Whether the hypothesis is general or specific,

it can be expressed as ‘‘IV causes DV,’’ where IV is

an independent (causal) variable and DV is the depen-

dent (consequent) variable. There are three generally

accepted conditions for establishing causality—

temporal ordering, reliable covariation, and non-

spuriousness. These conditions can be met in either

longitudinal or cross-sectional studies, but there is an

important difference between the two. Longitudinal

studies compare two or more time periods on a set of

cases. The resulting regression coefficient describes

the amount of change in the DV resulting from a unit

change in the IV. Cross-sectional studies compare

a set of individuals (persons or groups) who differ on

the DV. The resulting regression coefficient describes

the amount of difference between individuals on the

DV, given a unit difference in the IV. Longitudinal

and cross-sectional designs will yield the same regres-

sion coefficients only if the process generating varia-

tion in the DV is constant across individuals and

stable across time periods.

Temporal Ordering

Although the term cross-sectional would seem to

imply that the variables in the hypothesis are mea-

sured at exactly the same time, this is not always the

case. Frequently, a study is considered cross-sectional

as long as none of the variables is measured at two or

more points in time—which would make the analysis

longitudinal. For example, prediction of college fresh-

man grade point average (GPA) from Scholastic

Aptitude Test (SAT) scores would be considered cross-

sectional even if SAT scores were taken 18 months

before the GPAs.

Reliable Covariation

Establishing reliable covariation requires three

conditions—a measure of association between

two variables, statistical significance, and sample

representativeness.

Measures of Association

There are many measures of association between

pairs of variables (‘‘bivariate correlation’’) that depend

on the ways in which the variables are measured. The

most widely recognized, the Pearson product-moment

correlation coefficient (r), is used when both variables

are continuous (either interval or ratio). Other correla-

tion coefficients arise when the IV and DV are other

types of scales (e.g., the phi coefficient is used when

both variables are dichotomies) or combinations of

scales (e.g., the point-biserial correlation is used when

one variable is continuous and the other is a dichot-

omy). However, the textbook formulas for these coeffi-

cients are simply special cases of the Pearson r:
One important consideration in estimating the

degree of association between two variables is whether

the obtained correlation coefficient has been attenuated

by unreliability in the variables or diminished by vari-

ance restriction. The maximum observed correlation
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between X1 and Y is limited by the reliabilities of the

two variables. Thus, it is extremely important to measure

variables as reliably as possible. This can be achieved by

rationally constructing multi-item scales for both vari-

ables, pretesting these scales, conducting item analyses

to refine the scales, and reporting the scales’ reliability

coefficients (e.g., Cronbach’s a) in the study results.

Variance restriction occurs when a floor or ceiling effect

produces a skewed distribution of very low or very high

scores, respectively. A very high proportion of low

scores results when using an ability test that is too diffi-

cult or an attitude inventory whose items are too unpopu-

lar. By contrast, a very high proportion of high scores

results from using an ability test that is too easy or an atti-

tude inventory whose items are too popular.

Statistical Significance

The need to establish statistical significance arises

when data are collected by drawing a sample of cases

from a larger population. In such cases, the degree of

association measured by the sample statistic r might

differ from the corresponding degree of association

measured by the population parameter r. The average

difference between r and r decreases as the size of

the sample increases, and procedures for statistical

significance testing are used to calculate confidence

intervals for the population value.

As a practical matter, sample size is important

because the statistical power of a research design—

the probability of correctly detecting a statistically

significant relationship that truly exists in the popula-

tion—decreases as the sample size decreases. Specifi-

cation of a Type I error rate (a), desired statistical

power (p), and an expected population correlation

coefficient (r) make it possible to determine the sam-

ple size (n) needed for a given study. It is important

to recognize that the resulting n is the number of

respondents who provide enough data to calculate the

correlation coefficient(s). As noted in the discussion

of sampling below, this number must be adjusted for

nonrespondents and incomplete data. That is, the sam-

ple size must be 500 if 250 are needed and there is

likely to be only a 50% response rate.

Moreover, survey researchers typically find that

respondents answer some items but not others. In some

cases, the proportion of respondents who answer all

items can be as low as 20%, so listwise deletion

(removing all respondents with incomplete data) can

severely deplete an already small sample size even

though it yields reasonable estimates of standard errors

for regression coefficients, bYi: On the other hand, pair-

wise deletion (computing the correlation between each

pair of variables using only the cases responding to

those variables) yields larger samples but can produce

correlation matrixes that do not meet the mathematical

requirements for multiple regression analysis (i.e., they

have negative determinants and an undefined n to use

in estimates of standard errors). Unconditional mean

imputation (replacing missing values on a variable with

the mean across all cases for that variable) avoids some

of these problems but produces biased estimates of var-

iances and covariances. Conditional mean imputation

(regressing the available cases for one IV onto the

remaining IVs and then using the resulting regression

coefficients to estimate the missing values) is better

than pairwise deletion and unconditional mean imputa-

tion but still underestimates the standard errors of the

bYi: However, maximum likelihood and multiple impu-

tation methods are likely to produce reasonably good

estimates of the bYi; standard errors, and test statistics

if data are missing completely at random (MCAR, the

absence of data on Y is unrelated to Y or to any of the

Xi), or missing at random (MAR, the absence of data

on Y is unrelated to Y after controlling for the Xi). Data

that are not missing at random (NMAR, there is a sys-

tematic structure to the absence of data) require even

more sophisticated methods.

Sample size also is important as it relates to the

number of IVs used in a regression analysis. Tests

of significance for regression coefficients have only

n� k− 1 degrees of freedom (where k is the number

of IVs). Thus, as k approaches n; the estimated standard

errors of the regression coefficients become increasingly

large and the multiple correlation (Multiple R) of the

IVs with the DV approaches 1.0. This problem, known

as overfitting, will be obvious when n=k = 1 because

R= 1:0 is absurd. However, overfitting will still be

present, but difficult to detect, when n=k is only slightly

larger than 1. Researchers are well advised to generate

a sample sufficiently large that n=k> 5. It is also advis-

able to correct for shrinkage by reporting an adjusted

R, which compensates for the number of predictors (see

Equation 1). Alternatively, one can cross-validate by

applying the weights estimated from one subset of the

data (the estimation sample) to predict scores in another

subset (the holdout sample).

R2 = 1− (1−R2)
n− 1

n− k− 1
ð1Þ
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Sample Representativeness

The need for sample representativeness arises from

a desire to avoid distortions in the estimates of popula-

tion parameters. Sample representativeness is usually

sought as a way to ensure that the sample estimate of

a mean (M) or proportion (p) is unbiased. A sample can

be assumed to be representative if it is randomly

selected from the population of interest and there is

a 100% response rate. Random selection means that

every member of the population of interest has an equal

probability of being included. This is relatively easy to

accomplish if an adequate sample frame exhaustively

lists all members of the population. For example, a ros-

ter of all students currently enrolled within a given

school would be an adequate sample frame if

a researcher intended to generalize the results of the

study only to that school. It would not be an adequate

sample frame if the study results were also intended to

be generalized to students in other schools or to stu-

dents who might be enrolled in future years.

These more complex situations may require more

sophisticated strategies for sampling a much broader

population (all students in a school district, state, or

the entire country). For example, stratified sampling

divides all sample elements, usually individuals, into

strata (categories) based upon their known attributes so

that each element is in one and only one stratum. Then,

a random sample is drawn from each stratum. Propor-

tionate stratified sampling selects elements so that the

proportion of each stratum in the sample is the same as

its proportion in the population. This strategy is useful

in ensuring that relatively rarely occurring sample ele-

ments (e.g., households of Native American ancestry)

are represented in the sample. In some cases, research-

ers want to compare these strata on other variables,

such as their average income, but proportionate strati-

fied sampling would not provide an adequate sample

size for the infrequent strata. Nonproportionate strati-

fied sampling solves this problem by oversampling the

infrequent strata—selecting a higher proportion of sam-

pling elements from those strata than their proportion

in the population. Cluster sampling is used when there

is no sample frame from which to select a sample,

so elements are selected in groups. For example,

a researcher might randomly select five states from the

entire country, then five counties within each of those

five states, a single high school from each county, and

a simple random sample of students from each high

school. Cluster sampling makes it possible to draw

a nationally representative sample, but its sampling

errors are greater than those for simple random sam-

pling because the elements within a cluster are more

similar than randomly selected elements from the

population. This error decreases as the number of clus-

ters increases (but, of course, increasing the number of

clusters increases survey costs) and as the homogeneity

of cases in each cluster increases. Although superfi-

cially similar, stratified sampling differs from cluster

sampling in that a stratified sample of, for example,

counties within a state would further select elements

from all strata, whereas a cluster sample would further

select elements only from the selected clusters.

A 100% response rate is quite rare, even in highly

controlled settings such as schools and other organiza-

tions. However, there are many procedures for ensuring

a high response rate. In-person interviews generally have

higher response rates than telephone interviews, which,

in turn, generally have higher response rates than mail

questionnaires. Unfortunately, response rates for all data

collection procedures have been declining significantly

in recent years. In mail surveys, it is extremely helpful to

keep the questionnaire short (approximately two to three

pages printed in booklet form). It also helps to send

a pre-letter, the initial questionnaire, a reminder post-

card, and two replacement questionnaires at approxi-

mately 2-week intervals.

Because random selection and 100% response rarely

occur, it is common to collect data on the demographic

characteristics of the respondents and compare these to

the characteristics of the population. This is feasible for

general public surveys within political jurisdictions

because census data on demographic characteristics

such as gender, age, education, ethnicity, and income

can be used to characterize the population. Although

this strategy can assess the representativeness of the

respondents with respect to the measured demographic

characteristics, it cannot ensure that the respondents are

representative with respect to any other variables. Thus,

if the variables of interest (achievement motivation or

fatalism, for example) are minimally related to the

available demographic characteristics, it will not be

possible to determine if the respondents are representa-

tive of the population with respect to the variables of

interest. In sum, representativeness of the respondents

with respect to the measured demographic characteris-

tics can increase the researcher’s confidence that the

sample is representative with respect to the variables

of interest, but cannot provide complete assurance that

this is the case.
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As it turns out, the issue of sample representative-

ness is less of an issue than it might appear. Recent

research suggests that well-executed samples using

Dillman’s procedures tend to have respondents missing

randomly rather than systematically. It is also impor-

tant to recognize a critical distinction between applica-

tions such as public opinion polling and tests of causal

hypotheses. The former usually report means or pro-

portions, whereas the latter involve estimates of associ-

ation (or equivalently, difference between means).

Sample bias is much more likely to affect means and

proportions than measures of association because the

latter are mostly affected if sample bias produces a

sample variance that is systematically different from

that of the population. As noted above, the sample vari-

ance can be systematically restricted by a ceiling or

floor effect, and this will cause downward bias in any

estimated correlations. Alternatively, the sample vari-

ance can be systematically inflated if extreme groups

have been selected, and this will cause upward bias in

any estimated correlations.

However, there are cases in which explicit selec-

tion eliminates data on cases below (or above) a deter-

ministic threshold. In other cases, incidental selection

tends to eliminate only the highest or lowest cases.

Such selection might occur on either the IVs or DVs.

There are some models for analyzing censored sam-

ples, which have data on the IVs but not the DV.

There are fewer models for analyzing truncated sam-

ples, in which both IVs and DVs are missing.

Nonspuriousness

A relationship can be considered spurious if the true

relationship between two variables has been obscured

by another variable. As the discussion of unreliability

and variance restriction indicates, it is also possible

for a correlation to be spuriously low. However, the

most common concern in causal analysis is that the

degree of association between a hypothesized causal

variable (X1) and its consequent (Y) is spuriously

high. The principal ways in which an apparent causal

relationship can prove to be spurious are often

described as plausible rival hypotheses. These are

illustrated in Figure 1, which presumes that a statisti-

cally significant correlation exists between X1 and Y

that is caused by the hypothesized relationship, X1

causes Y : If this hypothesis is true, the correlation

between X1 and Y is generated by the regression of Y

onto X1. This is represented by path a; whose regres-

sion coefficient is bY1.

The first rival hypothesis is reverse causation, in

which Y causes X1. In this case, the correlation

between X1 and Y is due to path b; which is estimated

by the regression of X1 onto Y , b1Y : The reverse cau-

sation hypothesis is ruled out if X1 occurred before Y:
The second rival hypothesis is reciprocal causa-

tion, in which X1 causes Y and Y causes X1. In this

case, the correlation between X1 and Y is due to

a combination of paths a and b: That is, both bY1 and

b1Y are statistically significant. This model is usually

tested using longitudinal data, but it can be tested with

cross-sectional data under some conditions by using

structural equation models.

The remaining rival hypotheses can best be under-

stood by referring to Equation 2, which shows that

the standardized regression coefficient for X1 (bY1) is

the same as r1Y only if r12 = 0 or r2Y = 0 (or both).

Conversely, if r1Y and r12 6¼ 0, there is a possibility

that r1Y is spurious. This leads to four specific rival

hypotheses.

bYi = rYi − rYirij
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(1− r2

ij)
q ð2Þ

The third rival hypothesis is complete mediation,

in which X1 causes X2 and X2 causes Y : In this case,

r1Y is due to paths c and d: That is, both b21 and bY2

are statistically significant, but bY1 is not. This

hypothesis can be tested by regressing Y onto X1 and

X2. If X2 completely mediates the relationship

between X1 and Y (that is, X2 is the direct cause of

Y), bY2 is statistically significant and bY1 is not. Of

course, b21 must also be statistically significant to

establish mediation. If not, X2 is an independent cause

of Y that, according to Equation 2, cannot distort r1Y :

YX1

X2
F

b
a

f
dc

eg

h

Figure 1 Basic Path Diagram
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A special case of complete mediation is partial

mediation, in which X1 has a direct effect on Y , as

well as an indirect effect in which X1 causes X2, and,

in turn, X2 causes Y : In this case, r1Y is due to paths

a, c, and d: That is, b21, bY2, and bY1 are statistically

significant. As is the case with complete mediation,

a partial mediation hypothesis is also tested by regres-

sing Y onto X1 and X2. Unlike the case of complete

mediation, bY2 and bY1 are statistically significant.

The fourth rival hypothesis is joint causation by

a third variable, in which X2 causes both X1 and Y :
In this case, r1Y is due to paths d and e: That is, b12

and bY2 are statistically significant, but bY1 is not.

This hypothesis is identical to the complete mediation

hypothesis except that X2 causes X1 rather than the

reverse. Consequently, joint causation is tested in the

same way as complete mediation. Joint causation can

be distinguished from complete mediation if X2 tem-

porally precedes X1.

A special case of joint causation is partial causation

by a third variable, in which X2 causes both X1 and Y ,

but X1 also causes Y : In this case, r1Y is due to paths

a, d, and e, so b12, bY2, and bY1 are statistically signifi-

cant. This hypothesis is identical to partial mediation

except that X2 causes X1 rather than the reverse. Con-

sequently, partial causation is tested in the same way

as partial mediation. As is the case with joint causation,

partial causation by a third variable is distinguished

from partial mediation if X2 temporally precedes X1.

The fifth rival hypothesis is complete moderation,

which occurs if the regression of Y onto X1 depends

on the value of X2. In this case, r1Y depends on paths

a and f : That is, bð12Þ, where the subscript (12)

denotes the product of X1 and X2, is statistically sig-

nificant but bY1 and bY2 are not. This hypothesis is

tested by regressing Y onto X1, X2, and X1X2 (the

product of X1 and X2). If X2 completely moderates

the relationship between X1 and Y , bð12Þ is statistically

significant but bY1 and bY2 are not.

A special case of complete moderation is partial

moderation, which occurs if the relationship between

X1 and Y is both multiplicative and additive. In this

case, r1Y depends on paths a, d, and f : This hypothesis

can be tested in the same way as complete moderation.

If X2 partially moderates the relationship between X1

and Y , bð12Þ, bY1, and bY2 are all significant.

The last rival hypothesis is that X1 and X2 are indi-

cators of a single underlying factor F, so r12 is gener-

ated by the paths marked g and h: If this is the case,

X1 and X2 can be combined by standardizing them

[i.e., xi = (Xi −Mi)=SDi, where Mi is a variable’s

mean and SDi is its standard deviation] and then add-

ing the standardized values (i.e., F = x1 + x2) to form

an equal weighted composite. This hypothesis tested

by regressing Y onto F and comparing the multiple

R2 of the equal weighted composite (which forces

bY1 = bY2) to the Multiple R2 of the independent

effects model regressing Y onto X1 and X2 (which

allows bY1 and bY2 to differ).

Tests of the plausible rival hypotheses require that

a measured third variable, X2, be analyzed in order to

estimate its influence. In some cases, there might be

suspicion that an unmeasured third variable has influ-

enced the observed correlation between X1 and Y :
In particular, some researchers have proposed that

variables collected from the same source at the same

time are contaminated by common method variance

(CMV). The effects of CMV can be estimated using

structural equation models or by using a theoretically

unrelated variable that is likely to be contaminated by

CMV but theoretically unrelated to any of the Xi or Y:

Aggregation

Researchers must recognize the distinction between

the units of observation and the units of analysis. The

unit of observation is the type of entity from which

the data are collected; in most social and behavioral

research, the unit of observation is the individual. The

unit of analysis is the type of entity at which the mea-

sures are calculated and analyzed; sometimes, this is

the individual, but other times, it is the group.

It is essential to be clear about the unit of analysis

because that is the unit at which causal inferences must

be made. It is an ecological fallacy to analyze data at

the group level and draw inferences about individuals,

whereas it is a reductionist fallacy to analyze data at

the individual level and draw inferences about groups.

Figure 2 shows how the direction of effect can be com-

pletely reversed when the proper unit of analysis is not

recognized. Panel a shows zero correlations between X

and Y when calculated at the individual level, as repre-

sented by scatterplots of the data that take the form of

circles. However, systematic differences between the

groups on both of the variables produce a positive cor-

relation at the aggregate level. Conversely, Panel b

shows negative correlations between X and Y when cal-

culated at the individual level, as represented by scatter-

plots of the data that take the form of negatively sloped

ellipses. However, systematic differences between the
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groups on X, but not Y , produce zero correlation at the

aggregate level.

Resolution of the disparity between results at the indi-

vidual and group levels depends on which is the logical

unit of analysis for the researcher’s theoretical perspec-

tive. When the unit of analysis is the group, researchers

often use the group mean as the score for the group.

However, it will often prove useful to analyze the

group’s dispersion (e.g., variance) as well. To examine

both individual and group processes concurrently,

researchers should use hierarchical linear modeling.

Common Research Designs

The discussion to this point has assumed that all rele-

vant variables (i.e., all variables having significant

causal effects on Y) have been measured. However,

this is not always the case. Indeed, common research

designs are defined by the ways in which the relevant

variables are treated. In addition to being measured,

they can be manipulated, controlled (held constant),

randomized, or omitted.

Measured variables typically involve the collection

of reports made by the respondents themselves or by

external observers. Such measures typically include

biographical data; cognitive, psychomotor, and physi-

cal tests; personality inventories and attitude scales;

and assessments of social interaction. Manipulated

variables involve differential treatment of research

participants, as when one group of students is given

an advance organizer and another is not. Controlled

variables are held constant, as when all participants in

an experiment have been selected to have the same

personal characteristics (e.g., age, gender, education)

or to experience the same environmental conditions

(e.g., light, heat, noise, and time pressure). Random-

ized variables are ones whose effect has been pro-

babilistically neutralized by randomly assigning

participants to conditions. Random assignment makes

it statistically improbable that any unmeasured char-

acteristics of the participants are correlated with the

experimental treatments. Omitted variables are, as the

name suggests, excluded from the analysis by failing

to measure, manipulate, control, or randomize them.

As a practical matter, every study must omit many

variables because it would be impractical to measure,

manipulate, control, or randomize all of them. Thus,

theory is essential in determining which variables can

be omitted safely in a given study because their

absence is unlikely to bias the study’s conclusions. In

practice, this means researchers should carefully

examine the previous research to identify relevant

variables and be prepared to explain which ones can

be safely omitted. This means being able to document

that any omitted variables that are correlated with the

DV are not also correlated with the IVs (these are

independent causes that will not bias the estimates of

the included variables). In addition, any omitted vari-

ables that are correlated with the IVs are not also cor-

related with the DV (these are not the DV’s other

causes).

Y

X

Y

(a) (b)

Figure 2 Aggregation Biases
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This typology of measured, manipulated, con-

trolled, and randomized variables leads to the three

principal types of cross-sectional research designs—

experimental, quasi-experimental, and nonexperimen-

tal. Experimental designs have at least one DV that is

measured (the presence of multiple DVs does not

make the design longitudinal unless these are repeated

measurements over time), and the DV need not be

continuous because there are analytic procedures for

analyzing dichotomous DVs. At least one IV is

manipulated, and participants’ assignment to treat-

ment is randomized. Many of the other variables

(respondent characteristics such as age and gender or

environmental characteristics such as light and noise)

are controlled in laboratory experiments, but they

must be ignored in field experiments. Experimental

designs usually produce the strongest causal infer-

ences, but it is possible for a confounded design to

simultaneously manipulate two distinct variables in

a way that does not allow any effect to be attributed

unambiguously to either variable. Experimental designs

are sometimes strengthened by measuring relevant

causal variables that are not controlled or part of the

treatment. These measured variables are incorporated

into an analysis of covariance.

Quasi-experimental designs, like experimental designs,

have at least one DV that is measured and at least

one IV that is manipulated. However, participants’

assignment to treatment is not randomized. In

many cases, the ‘‘manipulated treatment’’ in a quasi-

experimental design is a naturally occurring differ-

ence between intact groups. Thus, any apparent

difference associated with the treatment might be due to

differences between the groups in terms of their envi-

ronmental conditions or members’ characteristics.

Finally, nonexperimental designs are ones in which

all variables are measured. The lack of experimental

control or random assignment can make it difficult to

rule out the plausible rivals to any hypothesized causal

relationship. This makes them weak in internal validity.

However, nonexperimental designs that rely on highly

credible samples, as scored by the indicators in Table

1, have high generalizability. That is, their results are

more likely to be replicated in subsequent studies. In

addition, they often include a much larger number of

IVs, which allows researchers to apply statistical con-

trols to variables that cannot be physically controlled.

The large number of IVs and DVs in such a study can

be presented in a correlation matrix that reports each

variable’s mean, standard deviation, and reliability

Table 1 Sample Credibility Scale

Characteristics Score

A. Generalizability

1. Use of geographic samples

• Single location 0

• Several locations combined 2

• Several locations compared/limited

geography

4

• Several locations compared/widespread

geography

7

• The entire population or a representative

sample from it

10

2. Use of special populations

• A single sample whose bias is likely

to affect study conclusions

− 5

• A single convenience sample with no

apparent bias

0

• Combined convenience samples with

no apparent bias

2

• Compared convenience samples with

no apparent bias

4

• Compared samples from the range

of population variation

7

• The entire population or a representative

sample from it

10

B. Sample size

• Sample too small to test any study objectives 0

• Sample adequate to test some,

but not all, study objectives

5

• Sample adequate to test all study objectives 10

C. Discussion of sample limitations

• No discussion of sample limitations 0

• Discussion identifies types

of sample limitations

5

• Discussion assesses whether sample

limitations would affect study conclusions

10

Maximum total points possible 40

Source: Adapted from Sudman, S. (1983). Applied sampling. In

P. H. Rossi, J. D. Wright, & A. B. Anderson (Eds)., Handbook of

survey research (pp. 145–194). San Diego, CA: Academic Press.

Note: Study designs usually involve either geographic samples

or special populations but can involve both.
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along with its intercorrelations with the remaining vari-

ables. It is usually helpful to list the variables in their

presumed causal order—typically beginning with

demographic characteristics, proceeding to psychologi-

cal variables, and concluding with behaviors. This

yields blocks of variables whose patterns of intercorre-

lations are easier to discern. In particular, it facilitates

an examination of each variable’s construct validity.

This results when theoretically related variables are

correlated (i.e., have convergent validity) and theoreti-

cally unrelated variables are uncorrelated (i.e., have

discriminant validity).

Reporting a complete correlation matrix (including

variable means, standard deviations, and reliabilities)

allows readers to examine the plausibility of rival

hypotheses that might not have been considered by

the researchers or reviewers prior to publication. Such

post hoc analyses are difficult, if not impossible, when

researchers report only regression coefficients or, only

slightly more informatively, regression coefficients

and the corresponding correlation coefficients. In

addition, reporting a complete correlation matrix

facilitates meta-analysis, which cumulates the findings

of multiple studies.

Michael K. Lindell
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CRYSTALLIZED INTELLIGENCE

Although Charles Spearman’s theory of general intelli-

gence (g) garnered a nonnegligible amount of support

during the early stages of modern intelligence testing,

an accumulation of empirical research over the course

of the 1930s prompted R. B. Cattell to contend that g

was not unitary. Rather, Cattell argued, g was more

accurately described as fractionated into two factors:

crystallized intelligence (gc), or the ability to reproduce

information stored in long-term memory, and fluid

intelligence (gf ). Since Cattell’s proposal, an impres-

sive amount of psychometric, neurophysiological, and

individual differences research has continued to support

the conceptualization of gc, although the issue of

whether the g factor is or is not unitary remains an

unresolved issue. The abandonment of a strict theory

of general intelligence and, in its place, the advent of

theories of multiple intelligence, of which gc invariably

plays an integral part, has led to the comprehensive

assessment of intelligence in children and adults as

applied in practice today.

Psychometric Evidence

The psychometric or statistical evidence in favor of the

validity of gc as distinct from g rests largely upon

empirical results that suggested the inadequacy of

Spearman’s tetrad equation for the verification of g: In

simple terms, several researchers noted that the devel-

opment of several spatially based tests of cognitive

ability during the mid-1920s and early 1930s tended to

correlate with others to a disproportionate degree than

would have been otherwise predicted by their correla-

tion with verbally/education based tests (i.e., gc). If g

were the only intelligence factor, the correlations

would have been uniform across all subtests, within

sampling variability. The plausibility of a gc-type fac-

tor, as distinct from g, has also been suggested based

on more sophisticated analyses, such as Louis Thur-

stone’s multiple factor analysis, which was designed to

allow for the extraction of more than one factor from

a correlation matrix. More recently, the observation of
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a gc factor, as distinct from g or gf , has also been sup-

ported based on confirmatory factor analyses.

Physiological Evidence

Cattell contended that, although psychometric evidence

had a place in supporting the plausibility of gc, the neu-

rophysiologically related evidence should be regarded

as more crucial to its establishment. Foremost, there

was evidence to suggest that the trajectory of cognitive

ability adult development in gc is unique among cogni-

tive ability factors in that performance tends to increase

during early adulthood (20–30) and remains stable until

the age of approximately 65, after which some decre-

ment in performance is observed. Cattell also hypothe-

sized that individual differences in gc would be more

greatly influenced by the environment, in comparison

to other cognitive ability factors. This hypothesis has

been supported by behavior genetic studies, which have

suggested that approximately 45% of gc variance may

be heritable, which can be contrasted to the 65% herita-

bility estimate associated with gf . Relatedly, perfor-

mance on gc-like tests tends to be relatively resistant to

brain injury and disease. Consequently, gc-type tests

are referred to as hold tests in the area of neuropsychol-

ogy and frequently form the foundation for an estimate

of premorbid IQ in many neuropsychological assess-

ments. Although relatively resistant to brain damage,

gc performance has been empirically implicated to be

mediated by Broca’s area, which is an area of the left

hemisphere of the brain that does not appear to need to

be intact to perform other cognitive ability tasks. Also,

in many neuropsychological cases, recovery in perfor-

mance on gc-type tests can be expected in those who

have attained physical maturity. This last empirical

observation supported Cattell’s investment theory of

intelligence, which posits that individual differences in

gc are due to individual differences in the previous

application of gf . For this reason, a positive correlation

of approximately .50 is often observed between gc and

gf . Thus, in combination with individual differences in

gf capacity, individual differences in gc were consid-

ered to arise because of nonintellective factors such as

motivation, socioeconomic status, education, and

personality.

Personality and gc

Although little research has specifically examined

motivational processes that may affect performance

on gc tests, some research has examined personality

dimensions as predictors of intelligence. The more

recent research has focused on the personality dimen-

sion of Openness to Experience (a.k.a. Intellect and

Culture). Theoretically, it would be expected that

those motivated or naturally receptive to novel experi-

ences and ideas may accumulate more knowledge

than those who are less naturally disposed to such

experiences. Earlier research based on bivariate corre-

lations reported effects in the range of .25 to .30

between measures of Openness and gc-type measures

such as Vocabulary and General Information. More

recently, however, the hypothesis has been tested

based on structural equation models specifically con-

structed to partition gc latent variable variance as dis-

tinct from g factor variance, as the two sources of

variance are confounded with any measure of gc. The

structural equation model research suggests that the

association between Openness to Experience and

intelligence is due to g rather than gc. Overall, the

effects tend to be small, and there is some suggestion

that not all elements of Openness to Experience may

be associated with intelligence. In fact, certain ele-

ments of Openness, such as Openness to Feelings,

may be correlated negatively with intelligence. Fur-

ther refinement of personality measurement may be

needed before this area of research may be expected

to progress.

The Measurement of gc :

Compliments and Criticisms

Crystallized intelligence tests are perhaps the group of

cognitive ability tests that tends to be associated with

the best psychometric properties. With respect to

internal consistency reliability, tests such as Vocabu-

lary and General Information are very typically in the

high .90s. Relatedly, the factorial nature of the items

associated with typical gc tests appear to be invariably

unidimensional, an assertion that cannot be made

justifiably about typical gf tests (e.g., Raven’s).

Furthermore, the measurement of gc has proven to be

amenable in both oral forms and group-based/multiple-

choice formats.

Scores derived from measures of gc have, however,

been criticized for being heavily confounded by social

variables such as educational opportunity and socio-

economic status. They have also been described as

culture specific, as commonly administered gc tests

tend to be based on one particular language. These
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criticisms provided a nonnegligible amount of the

impetus for the development of ‘‘culture-free’’ tests

such as Cattell’s Culture Fair test. However, some

commentators have argued that typical gc tests may

not necessarily be as biased as commonly considered.

Consider a vocabulary (word knowledge) test,

which may be considered one of the most valid gc

tests. A typical vocabulary test consists of several

words that can be discriminated on at least two psy-

chometric bases: (1) item difficulty and (2) item reli-

ability. Item difficulty in the context of a vocabulary

test is predicated upon the assessment of the fre-

quency with which particular words in a language are

found to appear in commonly available printed mate-

rial (newspapers, magazines, books). Item reliability

may be assessed by calculating item-total correlations

for each item. It has been argued that gc items that

were biased by environmental opportunity would evi-

dence low item-total correlations. Consequently, test

developers can (and do) exclude such items from their

published inventories of intelligence.

It has been contended that gc and verbal intelli-

gence are effectively two terms that refer to the same

construct. However, this assertion should be viewed

as, at least, theoretically untenable, as verbally based

items of intelligence may be designed to be eductive

(i.e., gf ) or reproductive (gc) in nature. The critical

distinction between two verbally based items that are

respectively eductive and reproductive in nature per-

tains to whether the words that make up the item

should reasonably be assumed to be known by the

population for which the test has been designed. For

example, the ‘‘analogies’’ item, ‘‘Big is to small as

tall is to ____’’ contains words and a solution word

that are extremely high in frequency usage in the

English language. To solve the problem requires

almost exclusively the capacity to educe relations. In

contrast, the analogies item, ‘‘The Stranger is to

Camus as The Metamorphosis is to ____’’ contains

information that is not found in English-language

usage with high frequency. Consequently, the item

requires a nonnegligible amount of gc to solve. Thus,

although both items are verbal in nature, the first item

does not measure gc.

As noted above, gc tests within popular intelli-

gence batteries tend to be exclusively verbally based.

However, spatially based tasks conceivably could be

devised to measure gc. Although a spatially based

crystallized intelligence task may not be expected to

be any less culturally biased than a verbally based

gc test, it may be argued to be more justifiable to mea-

sure gc via more than one mode of communication or

sense modality.

Factorial Status of gc

A substantial amount of empirical research has

attempted to quantify the association between gc and

g in comparison to other lower-order factors. Within

the three-stratum model of intelligence, which con-

sists of eight second-stratum factors, gc is placed as

the second most closely associated second-stratum

factor to the third-stratum g factor. Given that gc is

often considered nonnegligibly influenced by the

environment, a strong association between gc and g

may seem incongruent. Various researchers have

attempted to reconcile this apparent contradiction by

suggesting that the accumulation of word knowledge

over time is not largely based upon specific instruc-

tion from parent/teacher to child/student (i.e., rote

learning). Instead, the accumulation of word knowl-

edge is based on a process of discerning or inducing

the meaning of a word based on the context in which

it is used—for example, based on the meaning of

other words used in the sentence/paragraph, and/or

based on the meaning of portions of the unknown

word that are similar to other, previously learned

words. Thus, the process of accumulating word

knowledge would be expected to be nonnegligibly

based on an eductive process, hence the strong associ-

ation between gc and g within higher-order models of

intelligence. For this reason, it has been argued that

no subtest should be considered a pure measure of gc,

as any valid gc subtests would be expected to consist

of both gc- and g-related variance.

Gilles E. Gignac
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CULTURAL DEFICIT MODEL

The cultural deficit model (hereafter referred to as the

deficit model) is the perspective that minority group

members are different because their culture is defi-

cient in important ways from the dominant majority

group. The field of educational psychology has long

been interested in understanding why racially differ-

ent, non-White children perform differently in school,

with an emphasis on academic underachievement.

The deficit model has been important in the evolution

of thinking about this important social issue. Hence,

the deficit model asserts that racial/ethnic minority

groups do not achieve as well as their White majority

peers in school and life because their family culture is

dysfunctional and lacking important characteristics

compared to the White American culture. Other

names for the deficit model have been cultural disad-

vantage, cultural underclass, cultural poverty, cultur-

ally deprived, and social pathology. In the following

paragraphs, the deficit model is discussed further

along with examples from schools and education.

Evolution of
Thinking About Difference

Historically, U.S. researchers from various disciplines

have been interested in racial differences and explain-

ing why they exist. African Americans have been

the primary focus of these early efforts since the mid-

to-late 1800s. The prevailing view during these times

was the biological deficit or genetically deficient

model: Racial differences were caused by insufficient

internal abilities, such as poor intelligence and/or infe-

rior genes. In contrast to the biological explanation,

the focus shifted to sociocultural factors related to cul-

ture and poverty—the cultural deficit model.

To explain academic achievement disparities of

racial/ethnic minority children, the cultural deficit

model asserts that minority cultural values are dys-

functional, which is the primary reason minority chil-

dren fail to achieve academically and occupationally.

The deficit model further assumes that minorities do

not value education as a means of social and financial

mobility. Finally, because cultural values are passed

on through the family, the minority family is also

viewed to be dysfunctional and insufficient.

The deficit model had become very popular during

the 1960s and 1970s and influenced educational and

psychological theory and research, and even political

views. The deficit model’s advantage is that it has

clear practical implications: Schools need to provide

children with the cultural experiences that they are

missing at home, and help families to function better.

For example, federal Head Start programs were

founded to help poor minority children who came

from culturally deprived families and homes.

Criticisms of the deficit model are numerous. First,

the deficit model is unfair to minority children and their

families, focusing the blame on their culture. The deficit

model is also inaccurate because it deemphasizes the

powerful effects of poverty on the families, schools, and

neighborhoods, which synergistically affect academic

achievement and occupational attainment. It also

strongly implied that White middle-class values are

superior. Fourth, the deficit model became equated with

pathology in which a group’s cultural values, families,

or lifestyles transmit the pathology. Finally, the deficit

model has limitations for scholarship because it is too

narrow as an explanatory model (i.e., rigidly blames the

family) for the academic underachievement of poor

minority children. In short, the deficit model’s negative

effects are that children were narrowly viewed as

‘‘deprived’’ and their families became ‘‘disadvantaged,’’

‘‘dysfunctional,’’ and ‘‘pathological.’’

In response to these criticisms, the culturally

diverse or cultural difference model has more recently

become popular. In this view, minority children and

their cultures are different yet valuable. Alternative

lifestyles and belonging to more than one culture (e.g,

biculturalism) are viewed as viably different from

mainstream culture and lifestyles. However, even this

model, if viewed narrowly, can result in negative

effects (rigidly blaming the school for academic prob-

lems) and may not account for the true complexity

of how children learn and develop over time within

important environments (classroom, school, peer

groups, families, communities).

Social and Educational Implications

At the current time, much more attention is being given

to the culturally diverse perspective formally within

educational psychology and education. For example,

a multifaceted approach to race and education is
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becoming more popular (e.g., culturally relevant teach-

ing and pedagogy). Still, although the exact terms of

the deficit model may not be used anymore, the under-

lying perspective and associated beliefs of the deficit

model are alive and well in society and various public

service disciplines. It is critical to understand these

varying perspectives and beliefs regarding the cultur-

ally different because the racial makeup of the United

States is continually changing.

Samuel Y. Song and Shirley Mary Pyon
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CULTURAL DIVERSITY

Cultural diversity is the modern term giving recogni-

tion and value to the multiplicity of peoples, customs,

languages, heritages, and cognitive orientations woven

in the rich fabric of American society. Once thought to

be a melting pot, the character of the United States

is now recognized as reflecting a cultural plurality,

wherein particular groups maintain their distinctive

character and identity with respect and pride. Cultural

diversity is celebrated as a strength, because these

groups contribute their knowledge perspectives,

experiences, and practices toward the advancement of

the nation and humankind. The value of cultural diver-

sity is reflected in the founding of the nation as a refuge

from persecution, the recognition that all are created

equal, and the prohibition against discrimination

reflected in the Constitution. Cultural diversity is

relevant, then, to every aspect of daily life, including

education and human service. A monocultural

approach to professional service is not only discrimi-

natory but can be detrimental to the client and often

a waste of the resources of the professional. This entry

explores the origin of cultural diversity, as well as the

essential concepts that contribute to its appropriate

application to the practice of educational psychology.

Origin of Diversity

The rich cultural diversity of the United States is derived

from its earliest settlement in 1607, when European emi-

grants from England, Spain, Sweden, Holland, and

France settled with the indigenous American Indians

along the Atlantic coast. Africans arrived shortly there-

after in 1619 during the slave trade. Although the settlers

lived as separate colonies for 177 years, until the end of

the Revolutionary War, it was not always a peaceful

existence. American Indians were displaced, and wars

and rebellions raged among the settlers until the British

and French prevailed. Although the nation today is often

associated with equality, democracy, religious tolerance,

and human rights for all, history documents a sinuous

journey toward these ideals.

In the next century, as the nation began to attract more

settlers to its expanding territories, immigrants further

increased the diversity. However, the immigration laws

did not always honor the democratic ideals of the found-

ing fathers. The Naturalization Act of 1790 restricted

immigration to ‘‘free White persons.’’ Similar exclusion-

ary laws, such as the Chinese Exclusion Act of 1882; the

Immigration Act of 1907, which stemmed the flow of

Mexicans; and several other laws enacted between 1917

and 1952 excluded, set quotas, or gave preference to

immigrants of specific nations until the Immigration

Acts of 1968 and 1976 eliminated such discrimination.

Even today, the Patriot Act of 2001 permits exclusionary

practices aimed at obstructing terrorism. Thus, either by

default or design, the nation is today a patchwork of cul-

tural diversity. There is no doubt that since its founding,

the United States has remained culturally pluralistic.

This concept acknowledges that American society com-

prises diverse and distinct ethnic subsocieties that main-

tain their group identity.

Terminology

At this juncture, it is necessary to distinguish ethnicity

from culture. The anthropological notion of culture is
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an abstract concept that refers to learned rules of

behavior and interaction, plus the values and beliefs

that underlie the overt actions of an individual or

a group of similar individuals that distinguish and

identify members as a part of the group. Ethnicity

refers to the more concrete, unchangeable outward

characteristics of culture such as race, national origin,

or ancestry, which are the conscious focus, not so

much by members of the group, but by others. Thus,

culture is an internal abstraction and ethnicity is an

other-directed categorization.

Although the term ethnicity is popularly associated

with minority groups, and sometimes religious or lan-

guage groups, the further distinction of these terms is

necessary. A minority group is typically defined in rela-

tion to its numerical proportion in the general population

together with subtle implications related to its history,

power, and dominance. However, although a numerical

majority, women are sometimes categorized as a minor-

ity group particularly with regard to labor, political influ-

ence, and economic power. Specific religious groups are

perceived as ethnic groups, such as Jews and the Amish

people popularly known as Pennsylvania Dutch. Similar

to Jews, the Amish are not ‘‘ethnically’’ distinct. How-

ever, their religious and cultural practices distinguish

them from mainstream society. These cases exemplify

the complexity of conceptually separating religion and

ethnicity for some groups.

In some cases, nationality corresponds broadly to

ethnicity, as in the example of Americans of recent

German, Swedish, or Dutch descent. Such distinctions

are readily observable, especially when national origin

and language group are the same. However, a major

exception is observed in the case of Spanish speakers,

also known as Hispanic or Latino/a. Within this lan-

guage group are subsocieties that can be linguistically,

ethnically, nationally, or culturally distinct. It is

important to note that not all Spanish speakers are

immigrants to the United States. Historically, Spanish

speakers inhabited the territories that today include

Florida, Texas, California, Arizona, and New Mexico,

as well as parts of Louisiana, and the midwestern and

northwestern states.

Even the terms Hispanic and Latino/a reflect the

diversity of cultures. Hispanic, often used inter-

changeably with Latino/a, is a designation adopted by

the U.S. Census Bureau to classify any individual of

Spanish ancestry. Contrastively, Latino/a is a term

adopted recently by younger non-European individ-

uals to express their cultural distinction and pride.

Inextricably associated with cultural diversity is lin-

guistic diversity. Currently, two main languages, English

and Spanish, predominate in the United States, although

there are more than 100 languages represented among its

bilingual citizenry. During the European wave of immi-

gration, assimilation was favored over preservation of

the original culture and language. English was valued as

the lingua franca and unofficial national tongue. High

importance was attributed to learning English, especially

Standard English, as the required medium for identifica-

tion and socioeconomic advancement. However, for par-

ticular groups, such as African Americans, Hispanics,

and American Indians, language preservation is a source

of cultural identity, pride, and solidarity. Currently,

Spanish has gained recognition in government, social,

and business interactions, and bilingualism has gained

a measure of acceptance with the latest wave of immi-

grants since the 1990s.

The language of African Americans, known as

African American English (AAE) and colloquially

known as Ebonics, has been the subject of social and

political concern, as well as educational research. A

dialect historically thought to be the faulty learning

of, or misuse of, Standard English, linguistic scholars

presently acknowledge the origin of AAE as a fully

developed linguistic system derived from a Creole of

Western African languages together with English,

Dutch, Portuguese, and other European languages

spoken by the colonizers of the African continent.

Contrary to popular thought, AAE was transported to

the United States and the Caribbean during the Mid-

dle Passage, survived among the African slaves, and

has undergone a process of decreolization, or merging

with Standard English, since the abolition of slavery.

Similar influences of this linguistic merging are

observed in Haitian Kreyol, Afro-Brazilian Portu-

guese, and Afro-Cuban Spanish. Although it has been

erroneously asserted that AAE affects intelligence,

academic performance, and literacy acquisition, direct

evidence for this claim is generally lacking, as the

seeming effects are more likely due to racism; de

facto segregation; and other, more complex factors.

Another prominent component of cultural diversity

is cognitive orientation, most specifically sexual pref-

erence. Research has shed light on the possibility of

a biological genesis for homosexuality. Certainly,

most practicing homosexuals will reveal that their

sexual proclivity is no more subject to their own

selection than for heterosexuals. There is no argument

that open homosexuals identify as a cultural group.
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A final cultural group for consideration has ties

across all others previously discussed. This group is

known as Deaf Culture. Congenitally deaf individuals

qualify as a cultural group in every sense of the word.

Historically classified as disabled, congenitally deaf

individuals have recently asserted their right to be rec-

ognized as fully functional members of society. A full

understanding of deaf culture requires examination of

the dimensions of deafness.

Deafness can be congenital or acquired. Generally,

individuals with acquired deafness are classified as

members of the hearing community, and they accept

their acquired condition as a disability. The rights of

these individuals are protected under the Americans

with Disabilities Act. Much like individuals with

a partial hearing loss, they usually do not identify

with Deaf Culture. Unlike their congenitally deaf

counterparts, they prefer oral communication for full

interaction with the hearing community.

Contrastively, members of Deaf Culture prefer

American Sign Language (ASL) as their medium of

communication. Thus, Deaf Culture can also be clas-

sified as a linguistic group. Historically, teaching oral

communication and efforts considered as attempts to

correct a disability, including speech therapy and

cochlear implants, have been rejected.

A major characteristic of Deaf Culture is self-

determination. Much like the Amish, assimilation into

general society, especially in education, is not the

preference as deaf individuals prefer separate educa-

tion in deaf schools wherein the culture is practiced

and preserved. Cultural conflict can arise when a deaf

child is born to hearing parents who promote

assimilation.

Having discussed the major cultural groups and the

salient issues within the context of society, this entry

now examines the application of this information to

professional practice using three case examples. The

reader should bear in mind that the rules of intercul-

tural interaction are dynamic, and extremely few uni-

versals apply.

Professional Issues

Case Example 1

An Islamic female student in counseling psychology

is assigned to practicum with an adult male client.

Privacy rights of the client require that the session

be held in a closed environment. The student insists

that this would violate her religion. The instructor

advises the student to transfer to another field.

Cultural conflict arises when the rights guaranteed

to one individual impinge upon the perceived rights

of another. Certainly, the client is guaranteed privacy,

yet the requirement goes against the religious prac-

tices of the student who has the similar right to

receive her education. Often, these cases find their

way to the judicial system with much toil and chagrin.

However, in the professional setting, a sense of

mutual compromise should prevail. Two scenarios

represent a possible compromise.

1. The client’s right to privacy would not be violated by

the presence of the instructor. The instructor could

be present in the room during the counseling session.

2. With the door ajar, the counseling area could be

sectioned off, and access to the entire area

restricted during the time of the session.

Note that in each scenario, protection of the client’s

rights is the priority because these rights are mandated

by law.

Case Example 2

A deaf student with a cochlear implant (the reader

may substitute an individual who stutters, or

a speaker with a foreign accent) is accepted in the

speech-language pathology program. The student is

not permitted to conduct clinical practicum and is

granted a ‘‘nonclinical degree.’’ This degree will

not enable the student to practice in the field.

Has the university violated the student’s rights?

This question is complex and remains controversial.

The university will grant the student a degree, but the

student will not be qualified to practice in the profes-

sion. Whether the university’s action is unethical

depends upon a strict or loose interpretation of the

purpose of the degree. With a strict interpretation, one

may argue that the degree is but one criterion for pro-

fessional practice. And because there are other certifi-

cation requirements, even the regular clinical degree

does not guarantee entry into the profession. With

a loose interpretation, one would argue that without

the required practicum and the regular clinical degree

at a minimum, the university itself has restricted the

student from professional practice.
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Generally, in cases such as this wherein discrimi-

nation in admission policies is prohibited, the burden

rests with the university to provide the necessary

accommodations to afford the student equal access to

the degree and the profession.

Case Example 3

In compliance with a mandate to achieve diversity

in the workforce, an elementary school hires Afri-

can American, Hispanic, Asian, and Middle Eastern

teachers. Several parents state to the principal that

they desire for their children to be taught only by

White teachers.

Should the principal comply with this request? Per-

haps there is a temptation to comply with the parents’

request because the action would not be openly

observable and no one would be hurt. Moreover, par-

ents often select their child’s teacher based on other,

different characteristics.

It can be argued that such subtle forms of discrimi-

nation are the most pernicious. White privilege is the

term used to depict the covert advantage afforded to

Whites that is characteristically unknown to those

against whom it discriminates. An additional subtle

form of discrimination relates to the perceived value

of an individual to the society; for example, the death

of, or an atrocity involving, a White person arouses

a greater public reaction than the same for a non-

White person. For example, a missing African Ameri-

can teenager may barely receive mention in the

media, whereas a missing White teenager may be

cause for an Amber Alert.

In the foregoing case example, personal and pro-

fessional ethics should dictate the principal’s decision

not to comply with the parent’s request. The ravages

of subtle discrimination are borne by the profession

and the society inasmuch as their cumulative effects

promote cultural divisiveness and ill will.

Political Incorrectness

Several noted professionals, celebrities, and public

figures have had their careers ruined by pejorative

slips of the tongue regarding cultural groups. Either

as an ethnic joke overheard, slang use of a name, or

stereotypic generalization, political incorrectness has

become intolerable. Political incorrectness is regarded

as a manifestation of covert prejudice. Revelation of

such prejudice renders anyone of professional posi-

tion, or social or political influence, untrustworthy in

their overt actions or decisions. As a case example, in

response to violence at a predominantly White subur-

ban elite high school, a White principal reassured the

parents that the incident was ‘‘Black on Black’’ crime.

Only the overwhelming support of African American

parents citing previous instances of cultural fairness

saved the principal’s career from destruction.

Political incorrectness is dictated by the principle

of ‘‘Once spoken, there can be no retraction.’’ Con-

sider the recent example of the political candidate

who gained notoriety by referring to his mother

endearingly with a pejorative slang term. Similarly,

a different candidate alluded to his African American

opponent as ‘‘articulate.’’ Although covert prejudice

in these two examples may not have necessarily been

intended, it was the irresponsibility of the speaker that

was not tolerated.

Intercultural interaction requires knowledge of

insider versus outsider rules of communication and

conduct. For example, it may not be taboo for the

slang pejorative term for African Americans to be

used by African Americans in casual communication.

However, any use of the same term by a non–African

American can evoke immense pain, and often a severe

negative reaction. Suffice that African Americans

only can sense the deep historical assault associated

with the term, and ironically, insider use may some-

how reduce the impact of the assault. However, this

emotion is not transferable, so any use of the term by

an outsider is considered intolerable.

Test Bias

A major professional issue with regard to cultural

diversity is test bias. Most professions rely on stan-

dardized tests for decisions ranging from determining

who requires services to measuring the competency

of professionals. A standardized test is one that is

scored on the basis of the performance of a norming

population. Rarely is this population reflective of the

numerical proportion of every cultural group. Hence,

standardized tests present a bias if they unfairly over-

generalize or do not reflect appropriate sensitivity in

regard to a specific cultural group. This is not to

imply that a standardized test is never accurate for

individuals from cultural groups. But wherever sys-

tematic results are reflected for a large number of

individuals from a cultural group, a bias should be
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suspected. Such biases lead to misdiagnosis and inap-

propriate services.

There are several possible sources of cultural bias.

A major source is value bias. Value bias is reflected in

test items that represent a mismatch in the cognitive

assumptions of the test maker and the examinee. An

example of value bias is demonstrated in the case when

the examiner expects the examinee to state answers

using full sentences or narrative scenarios, and the

examinee provides a one-word response and presumes

that the examiner can fill in the remainder. This phe-

nomenon of ‘‘shared knowledge’’ is often observed in

high-context/low-verbal cultural groups such as African

Americans, Hispanics, and American Indians. A high-

context/low-verbal culture relies on the context, envi-

ronment, and nonverbal responses. Thus, fewer words

are necessary to effect communication.

Situational bias is often overlooked when examin-

ing children and adults with standardized tests. Situa-

tional bias refers to the social context, format,

assumptions, and implicit rules of the testing moment.

Many students report that they do not perform well

on multiple-choice examinations because they are not

accustomed to making one correct choice from a mul-

titude of possibilities. Also, when the test environment

assumes a time-restricted or competitive nature, cul-

tural groups such as American Indians and some His-

panics may subconsciously reject the testing exercise

in its entirety. In other cases of situational bias, there

may be a fallacy that the examinee will approach the

test as her or his ‘‘ideal self,’’ as characterized by the

popular adage ‘‘Putting the best foot forward.’’ A ten-

dency of several cultural groups is to take the test at

face value and respond from a deeply personal van-

tage. The wrong answer is incurred, not because the

examinee did not possess the answer, but because the

perception of the right answer reflected a cultural mis-

match of expectations.

Another type of bias is known as linguistic bias.

Linguistic bias may involve the grammatical construc-

tions within the test items, wording of the instructions,

or even scoring of the responses. The results of lin-

guistic bias reflect the interference of the examinee’s

native language or dialect.

The use of culturally and linguistically discrimina-

tory instruments is prohibited by law. However, com-

pliance may be impossible wherever truly culturally

fair and culturally sensitive instruments do not exist.

The solution is that professionals should recognize

possible biases, apply appropriate accommodations,

refrain from total reliance on standardized test scores,

and demonstrate the validity of test results with addi-

tional nontest evidence.

Intelligence and Cognitive Style

The debate on culture and intelligence has existed for

more than a millennium. At one time, Europeans were

thought to be less intelligent than Africans. In the United

States, the debate emerged in the 1960s, and again in the

1980s, as Whites were observed to score higher on

traditional intelligence tests than African Americans.

Toward the resolution of the debate, Howard Garner first

advanced the psychological theory of multiple intelli-

gences in 1983. Gardner posited that the typical con-

structs used to define and measure intelligence were

too narrow. To date, he has identified eight separate

intelligences—linguistic, logical-mathematical, spatial,

bodily-kinesthetic, musical, naturalistic, intrapersonal,

and interpersonal—for which individuals variously dem-

onstrate proclivities. Few intelligence types listed by

Gardner lend themselves to academic performance.

Modern theories of the relationship of intelligence

and culture espouse either the nature or nurture posi-

tion. Nature theorists follow the assumption that intelli-

gence is congenital, biological, and genetic. Certainly,

congenital abnormalities such as mental retardation

support their position. Nurture theorists consider the

interplay of environmental factors such as nutrition,

parental education, home environment, socioeconomic

level, cultural beliefs, motivation, language barriers,

quality of education, health, racism, and lack of posi-

tive role models as determinants of intellectual ability.

Cognitive style, also known as learning style or

conceptual style, supports the notion of multiple intel-

ligences by recognition that individuals encode and

decode input information and solve problems accord-

ing to their predominant tendency of thinking and rea-

soning. Cognitive styles have been broadly associated

with various cultures, albeit without absolute refer-

ence. Rosalie Cohen is one proponent who proposes

a dichotomous model of cognitive style. In this model,

the Analytic learning style, which favors White, mid-

dle-class individuals, is identified by the tendency

toward stimulus sensitivity, focus on detail, objectivity,

and lengthened attention span. Contrastively, the Rela-

tional learning style, which characterizes low-income

minority groups, features the tendency toward subjec-

tive learning, learning in a cooperative social context,

personalized content, and shortened attention span.
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Cohen describes how the classroom favors the Analytic

style, leaving Relational students at great disadvan-

tage. For example, teaching models used in traditional

American classrooms require the use of linguistic,

logical-mathematical, and interpersonal intelligences,

which are associated with the Analytic cognitive style.

Achievement Gap

The achievement gap refers to the performance dif-

ferential in academic performance wherein racial,

linguistic, and cultural minorities lag behind their

mainstream counterparts on such indicators as reading

achievement, grade point average, and dropout rate.

It is observed that by the time they reach twelfth

grade, provided they do, minority students are 4 years

behind in their achievement, with African American

and Latino students demonstrating skills in English,

math, and science similar to those of eighth-grade

White students. Similarly, deaf students typically fail

to achieve grade-appropriate reading levels.

It is evident from national measurements collected

over the past three decades by the National Assess-

ment of Educational Progress that there has been little

change, even when the socioeconomic level is con-

trolled. Schools have witnessed an overrepresentation

of minorities in special education programs, and a sim-

ilar underrepresentation in programs for the gifted and

talented. It is not known how much the issue of test

bias, and the overrepresentation in special education,

contribute to this situation.

Although it is generally accepted that the achieve-

ment disparities for African Americans and Latinos

reflect the confluence of a multitude of variables,

including language, income, family structure, school-

ing, and cultural factors, these factors alone do not

adequately explain the genesis of the gap. Hence,

school reform has been a top priority since the mid-

1980s. This movement has enjoyed many successes,

but significant challenges remain.

Health Disparities

The inferior health status of minority populations in the

United States is well documented. Compared to Whites,

African Americans, Latinos, Asians, and American

Indians have a greater prevalence of diseases, higher

mortality, shorter life expectancy, and poorer treatment

outcomes. Diseases and chronic conditions, includ-

ing cancer, hypertension, asthma, diabetes, and lead

poisoning, occur with much greater frequency and are

more likely to result in hospitalization and death in

African Americans and Latinos. HIV/AIDS is a condi-

tion historically associated with the male homosexual

community, yet new cases are increasing fastest among

minorities, particularly African American women and

young adults of 18–25 years.

The causes of health disparities can be categorized

in four major areas: genetics; cultural, socioeconomic,

and environmental factors; access to health care ser-

vices; and quality of the care provided. With regard to

genetics, greater emphasis is now being placed on

familial predisposition to illness. Particular cancers,

hypertension, obesity, and diabetes have been observed

through successive generations. Cultural practices, such

as unhealthy dietary intake and a sedentary lifestyle,

together with genetics increase the probability of dis-

ease conditions. Particular conditions, such as fetal

alcoholism syndrome in American Indians, also reflect

the influence of cultural practices and genetics.

Cultural factors also include beliefs and attitudes

about the body and life, as well as preference for

home remedies, which are all characteristic of minor-

ity populations. For example, African Americans,

Latinos, Asians, and American Indians are more

likely to seek holistic or nontraditional remedies such

as herbalists, faith healers, and shamans.

Socioeconomic causes of health disparities include

lack of insurance coverage, inadequate insurance cov-

erage, lack of transportation, and lack of a consistent

source of health care. Minorities are more likely to

use emergency and acute care as a last-resort effort,

rather than pursue regular visits to a physician.

Linguistic barriers and lack of health information

also contribute to health disparities for minority popu-

lations. The linguistic barrier is particularly apparent

for Deaf Culture and bilingual immigrants. Immi-

grants also encounter legal barriers because federal

law prohibits Medicaid coverage until individuals

have resided in the country for 5 years. These barriers

restrict minority populations’ access to health care.

The burden of health disparities is not entirely the

responsibility of minority care receivers. Scarcity of

health workers, especially in rural areas, as well as

lack of diversity in the health care workforce and lack

of cultural competence among workers are also bar-

riers related to quality of health care. The issues asso-

ciated with health disparities are currently being

addressed assiduously, with their complete elimina-

tion as a national goal.
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Professional Service Delivery

Every culture displays its own unique qualities. But no

culture is superior to another because each culture func-

tions to preserve the well-being and highest quality of

life for its members within the context of its unique

worldview. Culture competency requires a knowledge

of the ideas discussed in this entry, plus the acknowledg-

ment that every individual deserves the highest level of

professional service. An appreciation of cultural differ-

ences is an opportunity for self-enlightenment, and

the use of culturally relative and culturally competent

methods of service delivery is the key to a stronger and

more effective profession.

Kay T. Payne

See also Bilingualism; Cognitive and Cultural Styles;

Culture
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CULTURE

Although various attempts have been made to define

culture, traditional definitions of culture have been very

limited in scope. Historically, culture has been defined

as a series of traits shared by a group of individuals.

That is, the concept of culture has been understood as

shared norms that shape individual behavior. These

behaviors have been interpreted as being standardized

rules for a group of individuals. Despite the unifying

traits that organize and, at times, define cultural groups,

culture has been traditionally construed as a monolithic

variable that is stagnant or fixed both in time and

space. Defining culture in such a way fuels a discourse

that essentializes individuals of particular cultural

groups by universalizing the existence of a uniform set

of traits that is shared by each group. What is problem-

atic is how this definition reinforces a perspective that

universalizes and/or standardizes group norms, behav-

iors, and ideologies. Doing so perpetuates a discourse

that reinforces these behaviors and ideologies as being

static and neither fluid nor dynamic.

Emerging, however, are attempts to understand

culture as the everyday practices and beliefs that indi-

viduals embody and display through behaviors and

practices. This perspective reinforces discourses sug-

gesting that individuals communicate their culture

through language, rituals, religious beliefs, value sys-

tems, traditions, and other beliefs. In other words, cul-

ture has been constructed as a way of ‘‘doing life’’ or

engaging in life-centered activities. Given this orienta-

tion, culture is a socially constructed concept that is

dynamic, emergent, interactional, and multidimensional;

it is not constant, fixed, or compartmentalized within

a particular category or definition.

Rather than focus on what culture is and is not, the

aim of this entry is to reflect on the practices in which

individuals engage within a particular context and

within a particular moment in time. Embedded within

this perspective is an affirmation of how individuals

engage in life and how individuals discuss their

engagement. This entry examines the construct cul-

ture by moving beyond uniform categorizations of

shared group cultures that tend to essentialize groups

and their respective practices. The entry’s purpose is

threefold. First, it provides a general understanding of

culture within the field of educational psychology.

The complexities of culture are then illustrated by

examining how research reports learning styles and

the variation in learning outcomes. Second, a critical

discussion is presented on the complexity that arises

when using broad definitions of culture and ethnicity,

especially when analyzing and discussing specific cul-

tural groups. A discussion highlighting the strengths

and weaknesses of using broad-based terms to define

specific cultural groups when designing, conducting,

and interpreting empirical research follows. Finally,

there is a discussion on how constructs such as ethnic-

ity and race are often used interchangeably with con-

structs such as culture.

Culture and Educational Psychology

Culture is a complex process that, in the broadest

sense, can be defined as the means by which a group

of individuals engages in daily activities over the life

course. It is the commonalities such as norms, beliefs,

language, and values that are shared by a group of indi-

viduals that shape culture. Moreover, culture is consid-

ered to be a dynamic and multidimensional source of

influence on the developmental processes within a

community. Understanding culture as a sociocultural
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construct within a particular context reinforces the

importance of examining both macro and micro dimen-

sions that affect how culture is operationalized. Of sig-

nificance to the field of educational psychology is how

learning variations among school-age students and cul-

ture get operationalized and are understood.

Given this, recent research has advocated that indi-

vidual development is not affected by culture. Rather,

individuals develop as they participate in activities

and/or daily practices that they construct, yet practices

also include an inheritance of ideas from previous

generations. This perspective centers on an ideology

that positions individuals as having an impact on cul-

ture rather than culture changing the individuals. Such

an approach also debunks the ideology that culture is

a category into which individuals fit. It reinforces the

notion that culture encompasses the cultural practices

lived by individuals.

Historically, the discrepancy in academic achieve-

ment among students in the United States has been

attributed to the students’ culture. Research reports

that the majority of students who have low academic

achievement outcomes are from poor and working-

class backgrounds and tend to be students of color.

Suggesting culture as the cause for academic achieve-

ment differences reinforces a paradigm that places the

individual’s culture at the center of the problem. That

is, a deficit model paradigm is used to understand the

learning variabilities and outcomes evidenced among

students. Of serious concern is how such a discourse

frames the problem as being culturally based (i.e., an

individual’s culture). Such reasoning suggests that the

individual’s culture must change because it is the

‘‘problem,’’ and thus educational institutions and U.S.

society are absolved of any responsibility. Such a dis-

course also reinforces an assimilationist approach,

suggesting that individuals who are not from the dom-

inant culture must assimilate and reflect practices that

are in alignment with the dominant culture. For exam-

ple, it is common to hear how ineffective parenting or

lack of parental interest in the child’s schooling is

the main cause for low-performing students. The re-

sponsibility of improving the student’s learning out-

comes is placed on the individual and responsibility is

removed from the educational system (i.e., schools)

and U.S. society. Although strides have been made

to eliminate deficit models that frame academic

achievement disparities, they are still salient within

the U.S. educational system and evident in some

policy reports.

A recent example of an approach used to overcome

culturally deficit theoretical frameworks to understand

learning variabilities among children and youth in

U.S. schools is the cultural historical approach.

Gutierrez and Rogoff argue that a

cultural historical approach offers a way to get

beyond a widespread assumption that characteris-

tics of cultural groups are located within individ-

uals as ‘‘carriers’’ of culture—an assumption that

creates problems, especially as research on cultural

styles of ethnic (or racial) groups is applied in

schools. (p. 19)

For example, cultural styles are no longer viewed

as deficits because they are examined from the com-

munity’s participant’s perspective. Alternative models

suggest omitting the culture embodied by participants

from the analysis. Such models favor paradigms that

deny cultural variations, implicitly suggesting that the

cultural practices of the dominant group were the

norm and the developmental trajectories and learning

outcomes for the dominant group (i.e., White middle

class) were normalized.

The movement of educators to gain awareness and

understand the culture of their students was also

a promising attempt to discredit the cultural deficit

approach. Of concern was how school, home, and/or

community cultures juxtapose each other. Knowing

this, solutions were crafted that focused on training

teachers to engage in cultural patterns that were in sync

with the students’ cultural worlds. Implicit within this

view is how cultural groups are understood as being

confined by normative practices that are clustered

together to form a unifying culture. Such definitions

affect how educational institutions operationalize their

curricula. For example, pre-service teacher education

programs may train teachers to be culturally sensitive.

Culture, Race, and Ethnicity

Historical definitions of culture, suggesting that indi-

viduals from similar cultural groups display similar

behaviors based on traits, perpetuate and reinforce ste-

reotypical cultural behaviors. When defined by traits,

culture suggests that the traits occur independently of

people. Defining culture as a series of traits fuels

a framework that embraces a deficit approach when

examining learning variations among students of color.

Serious implications arise when one defines culture as
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a series of traits and variations are attributed to distinction

in cultural traits among cultural groups. For example, this

approach reinforces cultural traits as fixed—static con-

structs that remain constant across time and space. Recent

work such as that by Banks and Gay examine cultures

within a particular context and at a particular point in

time, emphasizing the dynamic and more situational

view of cultural practices.

Given this, individuals live culture. Thus, culture is

a process that is dynamic, interactional, and contex-

tual, one that is constantly changing over time. When

culture is examined at the macro societal level, the

intersection of race, class, and gender becomes note-

worthy. Furthermore, historical and political issues

become part of the analysis in understanding how

culture (trans)forms over time. Recent legislation,

such as No Child Left Behind, has affected the experi-

ence of children and youth in U.S. schools. That is,

the high-stakes testing assessment implemented in

schools has changed the learning culture for school-

age children.

Similar to culture, race is also a socially con-

structed variable whereby the stratification of groups,

community, and individuals becomes especially note-

worthy. Although some researchers have argued that

group labels reflect transformations in awareness in

the sociopolitical milieu, these group labels are also

used by the privileged in our society to impose nega-

tive attitudes and oppression onto the various ethnic

working-class populations. It is through the social

construction of group labels that racial formations are

created and understood. These racial formations have

become what we understand as ethnicity.

Ethnicity has been defined as a collective identity

and is often explained in terms of national group

membership and/or religious affiliations. Hence, a dis-

tinction can be made when defining and interpreting

racial categories given the unique cultural affiliations

that mark ethnicity within racial subgroups. More spe-

cifically, ethnicity is a critical element of race in that

it is the foundation of diversity within and between

racial categories. For instance, although ‘‘Hispanic

American’’ constitutes a ‘‘racial category’’ in the

United States, there is great ethnic diversity among

Hispanic Americans that is often overlooked. For

example, those of Cuban, Puerto Rican, Mexican, and

Central American descent have cultural distinctions

that mark how life is lived.

Given the complexity that underlies definitions of

culture and race, it is critical that scholars begin to

‘‘unpackage’’ definitions of ethnicity as they attempt

to study cultural contexts. Individuals must take

notice of their position in society and articulate their

marginalization, which is rooted in ethnicity, social

class, migration, and citizenship. The complexity of

ethnicity is revealed as individual lives are contextual-

ized within the sociopolitical and historical experi-

ences these individuals and their communities have

endured. Acknowledging intragroup differences con-

sequently reveals the multiplicity of experiences sub-

sumed under the broad-based term Latina/o.

Complexity of Broad Definitions

Of particular importance is how researchers study cul-

tural context. Given how culture is defined, it would be

important for researchers to study cultural context in

the making or as it is being lived, rather than as a cul-

tural object or a stagnant, idealized concept. There are

several strengths in using a broad definition of culture

and ethnicity when studying ethnic group populations.

For example, researchers can obtain a sample of parti-

cipants who affiliate with the group label of Native

American more readily than with specific tribal affilia-

tions like Navajo Indians. Such general sample popula-

tions are more easily accessible when geographical

location is not considered. For example, Latinas/os

in California might include a higher concentration of

Chicanos or recent emigrants from Mexico than, say,

a population of Latinas/os in Massachusetts, where

there might be a higher concentration of Cubans and

Puerto Ricans. Hence, researchers who use a broad def-

inition of culture and ethnicity and conduct research in

either location would still be able to make claims about

the Latina/o population despite the different subgroup

affiliations. The major strengths of such studies can be

generally described as follows:

1. Increased availability and accessibility of sample

populations to be studied

2. More resources and information pertaining to the

population being studied, because information is

not always aggregated by ethnicity, social class,

geographic location, immigration, and so on, but is

subsumed under general racial categories such as

‘‘Latina/o’’ or ‘‘Native American’’ (i.e., census

data, school and educational testing statistics,

health and social service statistics)

3. Facilitation of discussion of individuals from multi-

ethnic or mixed-race backgrounds because they are
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included as members of specific racial groups (e.g.,

Latina/o, Native American).

Intragroup heterogeneity exists along varying posi-

tions such as ethnicity, social class, and regional iden-

tification. Such distinct and complex affiliations

prevent ethnic or racial group membership from being

equated into one common cultural experience. When

one uses broad-based terms to characterize an individ-

ual and culture, one discounts the cultural diversity

embedded within a particular ethnic group. The terms

Native American or Latina/o will be used to illustrate

this point.

The terms Native American and Latina/o have

been socially constructed to include individuals from

either Native ancestry and/or Latina/o ancestry.

Despite the many core traditional values that Native

Americans share across tribal groups, it should be rec-

ognized that Native Americans are a heterogeneous

group. Native Americans differ vastly in their level of

acceptance of and commitment to specific tribal

values, beliefs, and practices through a variance of

customs, language, and type of family structure.

The cultural differences that exist among the

Native American populations are extensive, yet in

some cases extremely subtle. However, it is not suffi-

cient enough to distinguish these cultural differences

by solely recognizing and acknowledging the socio-

cultural behaviors of individual Native American

tribes. Rather, one must also understand Native Amer-

ican families through a lens that is sensitive to and

understanding of the specific demographic variables.

For example, the primary locale of residence, whether

it is in an urban or reservation area, plays a critical

role in Native American ethnic identification and

instillation of cultural values. The families’ socioeco-

nomic status and family structure are also important

variables to better understand contemporary Native

American families.

The Native American term, albeit an umbrella

term, does not capture the distinct cultural and spiri-

tual traditions that make up each tribe of the more

than 500 federally and state-recognized Indian nations

and slightly more than 200 unrecognized Indian

nations. For example, the Hopi Indians have substan-

tially distinct traditions that differ from the Oneida

Nation. Unfortunately, the cultural distinctions that

exist between various tribes are often ignored and not

accounted for when using broad terms such as Native

American.

The term Latina/o is a broad ethnic label encom-

passing Puerto Ricans, Mexican Americans or Chi-

cana/os, Cuban Americans, and any other individuals

whose ancestry may be from Latin America. As in

the case of Native Americans, the broad-based term

Latina/o ignores historical, social, political, and

cultural histories and traditions of the specific popula-

tions. More specifically, the term Latina/o camou-

flages the intragroup differences that exist (e.g.,

country of origin, generational history, familial immi-

gration patterns and history, language preference,

etc.). Usage of a broad-based term also ignores politi-

cal struggles and historical experiences that each

group has endured. Some groups of Latinas/os resid-

ing in the United States do not have the same histori-

cal and sociopolitical relationship to the United States

as other Latina/o groups. For example, Chicanas/os

and Puerto Ricans are two groups of U.S. citizens

whose historical relationship to the United States were

not originally shaped by immigration or forced exile,

but rather by conquest and colonization. Unfortunately,

broad-based terms such as Hispanic and Latina/o do

not acknowledge these historical experiences, nor do

such terms accurately characterize the individual lives

and experiences of Chicanas/os and Puerto Ricans as

legal citizens in the United States. Such examples

illustrate the importance of acknowledging racial, eth-

nic, and geographical locations and family structure

coupled with individual cultural factors, including

migration, in an effort to better understand how such

conditions influence one’s development.

Another illustration of how broad-based ethnic

terms may not accurately characterize ethnic groups

is exemplified when researchers refer to a population

as being of Mexican origin. This term refers to individ-

uals who have recently immigrated to the United

States, and it also includes individuals who have

resided in the United States for generations coupled

with individuals who resided in the United States

when it was part of Mexico. Collapsing the experi-

ences of individuals from various generations fails to

acknowledge the distinct cultural experiences attrib-

uted by generational status in the United States.

Viewed in this way, the Latina/o population is too

often solely characterized by its cultural relationship

to its home or mother country. For example, it is

assumed that Latinas/os migrating to the United States

bring specific cultural traditions and familial practices

as recognized in their home country. However, over-

looked when making this distinction is how narratives
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of migration are distinct and carry unique understand-

ings that are dependent on the population, the popula-

tion’s proximity to its home country, and the regional

differences that exist in the population’s country of

origin. Underlying each of the narratives will be the

political climate that frames the discourse toward

immigration and immigrants.

These generational, linguistic, regional, and eco-

nomic differences are significant and should be

accounted for when conducting research on develop-

mental processes as they will account for multiple

influences of our own cultural and sociohistorical

locations. For example, Jeffrey Lewis points out how

indigenous populations like the Mixtec, who live in

Mexico and who migrate to the United States, form

a different relationship with the United States than

other recent emigrants from Mexico. The Mixtec are

noted for their transnational migratory practices,

spending equal amounts of time in both the United

States and in Oaxaca, Mexico. This continual inter-

action with their home country creates a unique rela-

tionship with the United States such that they

maintain their indigenous beliefs, language, and cul-

tural practices because of the continual interaction

with their native communities. It is such networks of

cultural flow that maintain a specific ethnic relation-

ship for the Mixtec, who are indigenous to their

region of Mexico and not to Mexico as a whole.

Unfortunately, the specificity of this cultural relation-

ship is not acknowledged when subsumed under the

term Latina/o or by the term Mexican immigrant.

Research Issues

Some scholars have begun to argue that socialization

patterns differ for ethnic minority populations, rein-

forcing the importance of ethnic-specific research

studies. Research studies that use broad-based terms

are subject to misleading interpretations when the cul-

turally specific constructs of one’s ethnic background

are omitted. In many cases, such studies view Euro-

American middle-class families as the norm and

frame developmental paradigms to fit this particular

group. Conducting research in this manner distorts

research findings by failing to acknowledge that Euro-

pean Americans are also part of our racialized society

and hence part of a racialized group with a particular

social position that grants privileges not accessible by

other racialized groups. Thereby, broad-based terms

also discount the heterogeneity within European

Americans. These examples illustrate the importance

of not dismissing the fact that memberships to social,

ethnic, and religious groups are complex and multidi-

mensional, given that groups can be defined by race,

gender, age, religion, social class, language, immi-

grant status, minority status, sexual orientation, and

ethnic identification.

Scholars have pointed out that if comparative

research studies are planned, it is important to assess

them for cultural validity. Cultural validity focuses on

the identification of rules that regulate individual and

group conduct and the rules that define practices

and institutions. Obtaining knowledge of individual

and group rules and practices is critical to under-

standing a particular culture and cultural differences.

Through this knowledge, researchers are able to deter-

mine the degree to which certain ideas differ in mean-

ing across and within cultures. Incorporating a variety

of research methodologies, ranging from focus groups

to participant observations in community neighbor-

hoods, family functions, and school settings, will

ensure culturally valid assessments.

The interplay between culture and developmental

processes is very complex and best captured using

a combination of methodologies. Multiple methods

of inquiry, assessments, analysis, and interpretation

must be employed in order to comprehend the impact

of cultural processes on adolescent development.

Albeit common, the usage of a certain assessment

tool or method of inquiry constructed for one popula-

tion, yet employed in another population, suggests

that one standard is the norm. As discussed, this

assessment becomes problematic. Embedded within

these methodological issues is the manner in which

categories are constructed to define the population or

the context being researched. For example, if a con-

cept or object has diverse meanings among individ-

uals of different cultures, then it is challenging to

compare data on the concept or object across cultures

or assume that the research collected based on these

discrepancies is valid and hence advancing our cur-

rent knowledge. Furthermore, scholars caution

researchers to be critical of using the same measure

or instrument to assess individuals within a single

ethnic or racial group because of the intragroup

diversity. It is important to acknowledge that these

measures were designed for a particular group and

may not have measurement equivalence across or

within ethnic groups. Researchers who conduct com-

parative research studies with culturally different
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groups are encouraged to evaluate the degree of inter-

pretive validity.

Patricia D. Quijada

See also Cultural Diversity; Diversity; Ethnicity and Race;

Multicultural Classrooms; Multicultural Education
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CURRICULUM DEVELOPMENT

Curriculum development refers to the planning and

documenting of a teaching/learning episode, whether

it is a short course undertaken at one particular time

or a long course of several years, such as a school

curriculum. A school syllabus is an obvious example

of a curriculum, but a 2-hour presentation or 1-hour

dance class also involves consideration of what the

learners should learn, what subject matter is suitable,

and how that content should be communicated. Cur-

riculum may also refer to all of the learning experi-

ences planned by an institution or system, provided

they are formally planned. The planning process is

informed by educational psychology by the estab-

lished information it provides developers about the

nature of the learner, the nature of learning, and the

nature of teaching. It also offers a challenge for edu-

cational psychology to extend existing frontiers in

these areas.

This entry traces the technical process of curricu-

lum development from a consideration of the contrib-

uting disciplines; the situational analysis or appraisal

of the context; the development of the four substan-

tive elements of objectives, content, methods, and

evaluation; and the sequence followed among those

elements in the process of development. It also con-

siders the naturalistic process, or the complex interac-

tions and negotiations between participants or

developers as they search for consensus about a suit-

able teaching/learning episode.

The Meaning of Curriculum

One beguiling interpretation of the curriculum is to

regard it as a personal transaction between a teacher/

trainer and learner. Although that is true in one sense,

there is also a broader context in which these transac-

tions occur, a context that is part of the economic,

political, and social nature of society. So, to under-

stand the curriculum and its development, there is

a need to understand the complex nature of society.

The curriculum is not separate from society, but

embedded in it.

Some definitions of curriculum often implicitly

acknowledge this relationship. School curriculum, for

instance, is sometimes portrayed as the context in

which generations seek to establish self-identity. It is

also represented as a reflection of what people in a soci-

ety think, feel, and do. Other definitions that focus on

a system or institution, typically the school, may equate

curriculum with a syllabus prescription: an organized

set of formal educational experiences, often specified

by outcomes to be achieved. Others adopt a broader
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interpretation, defining it as all of the learning experi-

ences planned and guided by the school. The definition

of curriculum adopted in this article is applicable to

both the narrow and broad conceptions.

Decisions informing the process of curriculum

design include the contributing disciplines of psychol-

ogy, philosophy, and sociology; the external and inter-

nal factors comprising the situation or context; and the

substantive subject matter of the curriculum itself.

The Contributing Disciplines

Knowledge of the contributing or foundation disci-

plines of psychology, philosophy, and sociology are

essential for curriculum development. Of course, the

effective developer also needs a strong understanding

of people (how they grow, learn, and cope); and soci-

ety (how learners are influenced by the various groups

and cultures that comprise it).

Psychology contributes through its investigation of

the thoughts and actions involved in teaching and

learning. It not only provides information that assists

curriculum development, but also contributes its own

methods of investigation. The list of areas in which

psychology informs curriculum planning is virtually

limitless, and includes the following:

• The nature of learners—how learners react in learn-

ing situations.
• The process of thought—how learners select and

process information.
• The theories of learning—how learners learn.
• The selection of learning experiences—why particu-

lar strategies are suitable for learning. Such deci-

sions necessitate prior consideration of theories of

learning, theories of cognitive and affective devel-

opment, individual differences, motivation, person-

ality, group dynamics, and teaching style.
• The conditions for learning—what constitutes opti-

mal learning conditions (including physical require-

ments, grouping, and the degree of responsibility

given to learners).
• The individual differences among learners—how

the differences in learner ability and aptitude affect

learning.
• Teacher effectiveness—how the teacher or trainer’s

teaching style, leadership, interaction with learners,

and general behavior influence learning.
• Personality—how different learner ‘‘personalities’’

respond to different learning experiences.

Several psychological theorists have had an

enduring impact on curriculum design. Arguably the

most influential is Jean Piaget and his four-stage

theory (sensori-motor, pre-operational, concrete

operations, and formal operations) accounting for

intellectual development from birth to adolescence.

Other major contributions include the work of

David Ausubel, with his general view of learning

and classroom practice, and his specific notion of

‘‘advanced organizers,’’ or strategies of organization

to enhance learning; Benjamin Bloom, with his tax-

onomy of educational objectives in the cognitive

domain; Jerome Bruner, with his models of learn-

ing; Robert Gagne, with his hierarchies of capabil-

ities; and Abraham Maslow, with his pyramid of

needs fulfillment.

The influence of Burrhus Skinner, with his theory

of reinforcement and the resultant shift in emphasis to

behaviorism, has been replaced more recently by

a critical perspective. The current focus is on the

development of critical thinking skills in learners, and

the practice of thinking about thinking, and about

one’s own learning (metacognition). Constructivism is

the new learning dynamic. Virtually at the far end of

the spectrum from behaviorism, it is predicated on the

basis that individual learners construct their own

knowledge, rather than having it transmitted by

a teacher or trainer.

The constructivist view of educational psychology

is producing a revolution in the discipline, resulting in

classroom and context-based research, and the devel-

opment of innovative learning environments.

Sociology has had a strong functionalist influence

on the development of curriculum, that is, a view of

learners as the products of society, as creations of the

process of socialization. This notion, sometimes

viewed as an equivalent of the behavioral trend in

psychology, prompted investigations of how class,

gender, and ethnicity have an impact on curriculum.

More recent approaches to sociology are enabling cur-

riculum developers to detect economic, political, and

social factors that create preferences for different cur-

riculum practices. Sociology also sheds further light

on future trends in society.

Philosophy contributes through the data it provides

on epistemology (the nature of knowledge); ethics

(the value of knowledge); and the provision of clarity

(definitions, priorities, relationships between entities).

It underlines the importance of developers and teach-

ers in reflecting upon their own implicit philosophies

of education to consider the consequences of this for

the practice of curriculum design.
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Situational Analysis

Although curriculum development is informed by the

contributing disciplines, it does not take place in a vac-

uum. It is context bound. As curriculum is designed

to ‘‘fit’’ the needs of particular systems or institutions,

the necessary first step in the process is a situational

analysis, sometimes referred to as an ‘‘environmental

scam,’’ audit, or needs assessment. This examination

of the context in which the curriculum is to operate is

a systematic process that continues throughout devel-

opment and implementation to shape the nature of the

learning experiences.

The context factors to be considered may be exter-

nal to the institution or internal. These factors may

include the following:

• The people for whom the curriculum is being

designed, for example, the experience, cultural

background, social skills, and needs of the learners,

or in the case of schools, the abilities and the intel-

lectual, emotional, social, and physical development

of the learners.
• The people who are implementing the curriculum,

for example the interests, expertise, strengths and

weaknesses of trainers and/or the teaching style of

teachers.
• The resources available to support the curriculum,

for example, the equipment, facilities, space, tech-

nology, and personnel both within and external to

the system or institution.
• The system or institutional requirements, for exam-

ple, the mandates, system and institutional policies,

and existing curricula.
• The nature of professional curricular support, for

example, the availability of professional networks,

consultant support, and on-the-job professional

development.
• The climate, ethos, or atmosphere of the system or

institution, for example, the palpable warmth, open-

ness, and harmony, or their opposites.
• The broader societal changes and expectations, for

example, the nature of technological, economic, or

demographic change, or in the case of schools, the

impact of multiculturalism, parent involvement, and

changes in family structures.

Curriculum Elements

Whether a curriculum is developed for a day, a short

course, or several years, its development requires

information regarding four questions that were first

posited by Ralph Tyler: What am I trying to achieve?

What content will I use to achieve it? How will I

organize the content to achieve it? How will I know if

I’ve been effective?

Each of these questions involves a curriculum ele-

ment or substantive element, or what have been

dubbed collectively as the curriculum commonplaces.

They are objectives/outcomes, content, methods and

assessment/evaluation, and when designing curricula,

developers are necessarily involved in making deci-

sions about each of them. Following is a brief descrip-

tion of the four curriculum elements.

Objectives/Outcomes

There is a plethora of terms used to describe different

degrees of precision in statements of curriculum intent,

and the precision denoted is variable across country

and context: goal, aim, general aim, specific aim, objec-

tive, behavioral objective, expressive objective, process

objective, terminal objective, outcome, indicator, and

pointer. The question of how precise a statement of

intent should be has been a contentious issue from the

1960s, and received impetus with the advent of out-

comes-based education in the 1980s and 1990s.

The proponents of using precise outcomes (and out-

comes-based education) as a curriculum focus argue

that it provides a more explicit indication of what stu-

dents have to achieve; it diminishes the emphasis on

content to be covered and accentuates the skills to be

achieved; it enables the assessment of higher-order and

more varied outcomes; it eliminates permanent failure

(as those who don’t initially achieve an outcome may

do so in time); and it increases system, institution, and

teacher accountability. Conversely, the detractors argue

that outcomes-based education is narrow, mechanistic,

and behaviorist; it constrains inquiry and creativity; it

devalues the affective dimension; and it trivializes

knowledge with the assumption that all learning can be

broken down into outcomes.

The time-honored framework still used in schools

as a guide for curriculum planning was created by

Benjamin Bloom, who developed taxonomies of edu-

cational objectives in the cognitive and affective

domains, respectively.

Content

The detailing of curriculum content may simply

involve the identification of relevant topics, although
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a curriculum of significant duration may involve the

initial development of a conceptual framework, that is,

a ‘‘cognitive map’’ displaying the relationships among

the content parts (facts, ideas, skills). Frameworks may

comprise subtyping, aggregation, and the relationship

between entities, and are a first step in the full detailing

of content. In curricula involving the development

of skills, an equivalent first step is a task analysis

(a breaking down of skills into more finite parts).

Methods

The methods or teaching/learning strategies are the

means of acting upon the content and might include

explanation, narration, demonstration, questioning,

brainstorming, problem solving, role-plays, moral

dilemmas, graphic organizers, values clarification, and

simulations. They might also involve the structures for

organizing students (working independently or using

snowball or jigsaw groups). Appropriate methods are

generally selected according to learning theory and

other established educational principles, for example,

the need for learning to be active; enable reinforcement

and transfer; consider the culture and values of the

learner; involve real-world tasks, informal choices, and

even risk-taking; and promote the refinement of initial

attempts. Benjamin Bloom’s taxonomy is also used as

a strategy to impart content in schools.

Assessment/Evaluation

Assessment answers Tyler’s fourth question: How

will I know if I’ve been effective? In outcomes-based

education regimes, planning for assessment involves

determining the extent to which outcomes have been

achieved. Once regarded as occurring at the end of

a course, assessment is increasingly viewed as a con-

tinuous and integral part of teaching and learning. It

is also used to provide regular feedback to learners

and to indicate their progress toward outcomes. The

information obtained is used to inform the nature of

teaching.

The debate on assessment strategies in schools

remains contentious and involves the relative merits

of testing (multiple-choice, true-false, short answer,

matching, cloze, interpretive tests, and essays) and

performance assessment (checklists, rating scales,

anecdotal records, and portfolios). Some commonly

accepted principles include the need for assessment to

identify strengths and weaknesses, use a range of

strategies, refer to explicit criteria, and provide more

than one opportunity for learners to meet require-

ments. Arguably more contentious principles include

opportunities for learner self-assessment, negotiation

of required tasks, and collaboration among learners.

The mere identification of the four substantive ele-

ments does not provide information on the process of

curriculum development. There are two broad types

of models for developing curricula: the technical or

systematic models based on a sequence (fixed or flexi-

ble) of the substantive elements of objectives, content,

methods, and evaluation; and the naturalistic models

based on the interactions and negotiations surrounding

questions of who makes curriculum decisions and

how.

Technical Models

The most common model in the field of curriculum

development is Tyler’s objectives model, sometimes

also called the means-end model. The four questions

previously posed by Tyler, from which the substantive

elements are derived, are seen to provide a logical

sequence of development, viz objectives, content,

method, and evaluation. The first step in the model is

the stating of objectives. The source of these objec-

tives includes what students need to know and what

society believes should be taught. No single source is

adequate, although Ralph Tyler refers to psychologi-

cal and philosophical principles as ‘‘screens’’ to deter-

mine the more important objectives.

The second and third steps involve the selection

and organization of learning experiences. These are

the means of achieving the ends or objectives. The

final step of evaluation involves determining to what

extent the objectives are achieved through the selected

content and method.

The model has its supporters and detractors. The

supporters argue three generic benefits:

1. By providing objectives as the essential first step,

the model provides a clear direction for the remain-

der of the process. Advocates have often presented

the metaphor of a journey: How often do you get

into your car without knowing where you are

going? An objective is equivalent to a destination.

2. The model provides a blueprint to simplify the pro-

cess. The fixed sequence is regarded as a helpful

structure, particularly for those who are new to the

task of curriculum design.
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3. The model does possess at least a prima facie logic,

that is, the specification of the ends to be achieved

(the objectives), followed by the means of achiev-

ing those ends (content and method).

Common criticisms of the model include the

following:

• Curriculum development in practice is rarely a fixed

or linear sequence. It is more typically a chaotic and

idiosyncratic process with movement to and fro

among the elements. Such a criticism may well be

countered by the claim that typical practice is not

necessarily ideal practice.
• The model does not adequately explain from where

the objectives come.
• The structure of knowledge is such that it cannot be

expressed in terms of prespecified performance. The-

orists including Lawrence Stenhouse claim that it is

possible to select content irrespective of its instrumen-

tal value in achieving ends or objectives. He argues

that each form of knowledge possesses its own struc-

ture and therefore requires a distinctive methodologi-

cal approach to acquiring it. This process approach

acknowledges the inherent worth of certain content

and accents those procedures that are appropriate for

discerning the knowledge implicit in that content.
• The model risks an overemphasis on measurable

objectives. Many objectives, particularly those in

the affective domain, are less amenable to quantita-

tive assessment and therefore could be ignored.

Although the objectives model is the traditional

model, it is not merely a relic. The relatively recent

push for outcomes-based education may well have

rejuvenated an objectives model in which outcomes

are substituted for objectives.

The interaction or dynamic model indicates a differ-

ent relationship among the curriculum elements. Cur-

riculum development is regarded as a dynamic process

that can begin with any curriculum element and follow

any sequence among them. Instead of the elements fol-

lowing a fixed sequence, they are regarded as interac-

tive and progressively modifiable (a change to one

element will necessitate changes to the other elements).

For example, the addition of content may involve

changes to objectives, methods, and evaluation.

The claimed strengths and weaknesses are not as

well documented as those of the objectives model, but

supporters cite the strengths in terms of the character-

istics—the model is psychologically efficient and flex-

ible in enabling the developer to begin with any one

of the elements, follow any sequence, and move to

and fro among them. The lack of being constrained

by a fixed process is regarded as a truer reflection of

the reality of curriculum development.

Proponents of the objectives model believe that not

specifying objectives as the starting point may result in

their being accommodated to the content specification

and thereby be contrived and decorative. They also argue

that if the model is not systematic, that is, has no fixed

sequence, the constant changes of direction might be

reflected in a piecemeal finished product or curriculum.

Naturalistic Models

Only relatively recently has the curriculum develop-

ment literature moved beyond a consideration of the

substantive elements to an examination of the com-

plex interactions, negotiations, and compromises sur-

rounding questions of who makes curriculum

decisions and how. One such early model is that of

Decker Walker, who coined the term naturalistic to

portray how curriculum planning actually occurs. His

three-step sequence of platform, deliberation, and

design is a reflection of observed practice.

The term platform refers to the shared principles

that evolve from the discussion of participants about

their various values, beliefs, perceptions, and commit-

ments. For Walker, this suggests both a political plat-

form and something to stand on, and includes an idea

of what is and a vision of what ought to be. A plat-

form might comprise conceptions (beliefs about what

exists), theories (beliefs about relations between exist-

ing entities), aims (beliefs about what is desirable),

images (less well-formulated notions that a change is

desirable yet with no clear indication of what), and

procedures (vague indications of proposed action with

no clear specification of why they are desirable).

Deliberation involves the ways in which beliefs

may be used to identify problems with the existing

curriculum, and how new curricula may eliminate

these problems. So, deliberation comprises interaction

and argument in debating alternative perceptions and

solutions. It may involve the expression of feeling

and frustration as developers express their different

ideas of what should be done. Walker describes the

process as chaotic and confused.

Design begins once deliberation has made explicit

what has to be done, that is, when the participants

have achieved consensus about beliefs and viable

solutions.
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The model accents the need for meaningful debate

and the sharing of beliefs, feelings, and perceptions. It

also allows for the confrontation of conflicts (the stim-

ulus for change). One prima facie criticism is that the

model may be more applicable to large-scale curricu-

lum design involving many participants, and for

which deliberation is a prerequisite, as opposed to

curriculum change for which consensus is assumed

and that involves routine tasks.

There is possibly also a danger in viewing curricu-

lum development as the reconciling of conflicting and

competing interests, rather than promoting the percep-

tion of a core of common interests. Such a view does

not diminish the importance of difference or conflict.

The latter is regarded as a prime factor in promoting

quality curriculum development as it causes decisions

to be determined more thoughtfully; stimulates crea-

tivity by exposing different views or solutions;

increases psychological intensity, physical energy,

and curiosity; produces awareness of problem areas in

relationships; and enhances self-knowledge. Demo-

cratic societies celebrate difference and productive

conflict, but a key to understanding the curriculum is

to discern common interests that unite people.

Stakeholders

Achieving consensus may be more difficult if the stake-

holders, or those who have an interest in the likely

impact of the curriculum, come from a broad spec-

trum of society. Arguably, the values and views of

participants may be more homogeneous in a single,

small institution in which the services are directed

toward a well-defined goal. Conversely, there are

individual and group interests in school curricula that

are both internal and external:

• Parents have personal, social, and often vocational

aspirations for their children, and they invest their

faith in the school and its curriculum to ensure that

this happens.
• Teachers are disposed toward the academic rather

than the vocational, and possibly the theoretical

rather than the practical. Their task is to interpret

system guidelines and to add a pedagogical dimen-

sion that creates ongoing curriculum experiences for

students.
• Community groups, notably social services agencies

dealing with social, medical, and welfare issues

related to young people and their families, have

a stake in school curriculum. As students have lives

outside classrooms, their external environment is

a powerful influence on attitudes and behavior, and

the school curriculum is a potentially powerful force

in developing appropriate behaviors. In most coun-

tries, groups of individuals have special interests

that school curricula must also address. Such inter-

ests may include indigenous groups, people with

disabilities, people from a non-English-speaking

background, people who live in poverty, and the

geographically isolated.
• Governments have interests that are largely,

although not exclusively, economic. The nature of

the school curriculum will determine the knowledge

and skills that future citizens will possess and hence

their capacity to contribute to the nation’s economy.

Of course, democratic governments also desire

a community that is socially cohesive, politically lit-

erate, culturally sophisticated, and just.
• Businesses share the government’s economic inter-

est. They need workers who are both skilled in par-

ticular areas and also literate and numerate.
• Universities and agencies of further education have

a strong interest in the nature of the school curricu-

lum, and often play a watchdog role to ensure that

potential students are well equipped to undertake

further study.

If the school curriculum is perceived as a means

by which students become responsible and productive

citizens, then virtually everyone has a stake in the

nature and development of the curriculum.

Laurie Brady

See also Bloom’s Taxonomy of Educational Objectives;

Instructional Objectives; Learning Objectives; Teaching

Strategies
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D
The price of the democratic way of life is a growing appreciation of people’s differences, not merely as

tolerable, but as the essence of a rich and rewarding human experience.

—Jerome Nathanson

DEDUCTIVE REASONING

Psychological investigations of deductive reasoning

focus on inferences drawn from premises conveying

operators such as if, and, or, and not, and quantifier

terms such as all and some. Formal logic typically is

used to determine which deductive inferences are

valid. People routinely draw many valid inferences,

but often accept others that are fallacious, and psy-

chological research needs to account for both. Some

researchers, such as Jonathan Evans, have focused

on task features that influence fallacious inferences,

proposing biases and heuristics in reasoning. This

approach, however, does not explain the valid infer-

ences that people make, nor the intuitions about the

validity of such inferences.

Researchers such as Patricia Cheng, Keith Holyoak,

and Leda Cosmides have focused on the role of content

in making inferences, and certain types of content can

both discourage some common fallacies and encourage

some valid inferences. This approach, however, does

not explain a wide set of valid inferences made with

content outside of those described in these theories.

Other researchers, such as David Over, Mike Oaksford,

and Nick Chater, have proposed Bayesian inferential

processes, in which knowledge about problem content

guides computations about probabilities. These theories

do not explain inferences that are made from premises

with abstract content.

Two research paradigms address deductive infer-
ences across all sorts of content: mental-logic theories
and mental-models theories. Two mental-logic theo-
ries have been proposed, one by Lance Rips and
another by Martin Braine and David O’Brien. These
theories propose sets of inference schemas and proce-
dures for implementing the schemas. Many reasoning
errors are explained by limitations in the reasoning
procedures. Braine and O’Brien proposed a universally
available direct-reasoning routine that applies the
inference schemas whenever the requisite propositions
are considered simultaneously. For example, when
premises of the form p or q and not p are in working
memory conjointly, a schema infers q, and when
premises of the form if p then q and p are considered
conjointly, another schema infers q: Considerable
evidence shows that people apply such schemas auto-
matically and effortlessly whenever the premise infor-
mation is available both in laboratory problems and
in stories. Reasoning strategies that go beyond the
basic program are not universal and require effort, and
problems that require such strategies are solved far
less and often lead to fallacious inferences. Another
source of reasoning error addressed by the mental-
logic approach is found in pragmatic inferences. For
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example, if p then q can invite one to infer if not p then

not q, which is not deductively valid.

Philip Johnson-Laird and Ruth Byrne have proposed

a mental-models theory in which people construct ana-

logical representations of premise information. Because

working memory has limited capacity, people tend to

construct only minimal representations, although a com-

pletely logical representation usually would require

more complete models. For example, given the pre-

mises if p then q and p, one can construct the following

incomplete models:

p q; p; p q

where the models for the two premises and then for

their combination are separated by semicolons. A

conclusion will be based on the final model, which

would support a conclusion of p and q, although no

one states this conclusion, saying instead only q:
Models theorists explain this by arguing that because

p is a categorical premise, its inclusion in a conclusion

would violate pragmatic constraints.

Models theory explains reasoning errors principally

in terms of the number of models required to support

a conclusion. For example, given if p then q and q as

premises, one is likely to form these models:

p q; q; p q

which support the fallacious inference of p that people

often endorse. The inference could be withheld, how-

ever, if people ‘‘fleshed out’’ the models to include all

possibilities, but this would tax working memory, so

people tend to endorse the fallacious inference based

on the incomplete models.

Mental-models theory has an advantage in that it

promises to provide a general theory of reasoning,

that is, being applicable not only to deductive reason-

ing, but also to all areas of reasoning. The mental-

logic approach makes no such sweeping claim and is

limited to providing an account of how logical infer-

ences are made for propositional operators such as

conjunctions, alternatives, negations, and supposi-

tions, and for various quantifiers. Mental-logic theory,

however, has the advantage of making specific predic-

tions that are supported by the data, whereas mental-

models theory leads to some problematic predictions.

For example, consider the premises mentioned above,

if p then q and p, which in models theory would lead

to the conclusion p and q except that p is not included

in the stated conclusion because of pragmatics. It

follows that a similar problem with the same premises

but with not both p and q as a conclusion should lead

to a straightforward evaluation of ‘‘false’’ because p

and q are in the final model. People, however, make

an intermediate inference of p before saying ‘‘false,’’

which models theory cannot explain. (The intermedi-

ate inference is explained by mental-logic theory.) Of

course, the two theories are not exclusive, and one

need not choose one over the other. A skilled thinker

would benefit from using both sorts of procedures.

David P. O’Brien

See also Inductive Reasoning; Intelligence and Intellectual

Development; Learning; Learning Style
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DESCRIPTIVE STATISTICS

Descriptive statistics constitute a branch of statistics

that provides a variety of techniques used to present

a quantitative summary of a given set of data. In con-

trast to descriptive statistics are inferential statistics,

which provide ways to make inferences about the

population from which the data were sampled.

When summarizing data on a single variable is of

interest, there are at least two major characteristics to

be considered: central tendency and dispersion. These

236 Descriptive Statistics



characteristics represent some aspects of the distribu-

tion of the data. The central tendency denotes where

the center of the data distribution is located. The mean,

the median, and the mode are commonly used to

describe the central tendency. The mean is the average

of all data values, that is, the sum of data values

divided by the number of observations. The median is

the midpoint in a set of sorted data values; half of the

data values fall above the median and half of the data

values fall below it. The mode is the data value that

appears most frequently in the given set of data.

The dispersion refers to the degree to which the

data vary around the center of the distribution, or to

what extent the data are spread out. One of the mea-

sures of dispersion is the standard deviation, which

indicates the extent to which individual data points

depart from the mean on average. Technically, it is

defined by the following formula:

s=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PN

i= 1 (Xi − �X)2

N

s

,

where Xi is the ith observation, �X is the mean, and N

is the total number of observations.

Another term for dispersion is variation. A mea-

sure for data variation is variance, which is defined as

the square of the standard deviation. To illustrate how

these indices are used, a set of data will be analyzed.

Example 1

Suppose that 20 children took a math test and we

observed the following scores:

6, 12, 11, 14, 11, 13, 14, 11, 11, 7, 8, 10,

12, 15, 7, 8, 12, 16, 5, 11

The mean for the above data is 10.70. If the above

data are sorted, scores for the 10th and 11th observa-

tions are both 11. The median is their average

(because the total number of observations is an even

number), and thus calculated as 11. The mode for the

above data is 11, because the score 11 is observed

most frequently (five times). When the data distribu-

tion has a single mode and is almost symmetric about

its center, as in this example, these three measures

give almost the same values. When the distribution is

skewed or when there are a few extreme values (out-

liers) in the data, the three measures of central ten-

dency can disagree.

Although the mean is most commonly used

because of its computational and interpretational con-

venience, the median or the mode is preferred for

skewed data or when outliers are present, because the

mean is sensitive to these factors and could be mis-

leading as a representative value of the distribution.

The standard deviation is calculated as 3.05 for the

above data and the variance is thus 9.30. It should be

noted that the standard deviation, like the mean, may

not be representative of data if the distribution is

highly skewed (i.e., lacks symmetry), because the

average dispersion can differ for the data points above

the mean and for those below the mean (and the mean

itself is also affected by the skewness).

Quantiles such as percentiles and quartiles are also

useful in describing a data distribution. Let the data be

sorted in an ascending order. Divide the sorted data into

100 subsets of equal size. The kth percentile is defined

as the boundary value between the kth subset and

(k + 1)th subset. The interpretation of the kth percentile

is that k% of the observations in the data fall below

the kth percentile. The zero percentile corresponds to

the smallest value in the data, and the 100th percentile

to the largest value. Quartiles are defined in the same

manner, but the data are divided into four subsets. Thus,

the first, second, and third quartiles correspond to

the 25th, 50th, and 75th percentiles, respectively. The

median is equivalent to the 50th percentile or the

second quartile.

For the data in Example 1, the first, second, and

third quartiles are 8, 11, and 12.25, respectively, indi-

cating that half of the scores are between 8 and 12.25

and that the data distribution is somewhat skewed to

the left, because the distance between the first and

second quartiles is longer than the distance between

the second and the third. The interquartile range is

defined as the difference between the third and the

first quartiles, and it is used as a measure of disper-

sion. In the above case, the interquartile range is 4.25.

When two or more variables are summarized at the

same time, one may be interested in describing relation-

ships between those variables as well as univariate sum-

maries of individual variables. The correlation is one of

the most commonly used measures of a relationship

between two variables. The correlation between two

variables X and Y is defined by the following formula:

r =
PN

i= 1 (Xi − �X)(Yi − �Y)=N
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i= 1 (Xi − �X)2
�

N

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i= 1 (Yi − �Y)2
�

N

q :
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The numerator in the above formula is called the

covariance, and the denominator is the product of

standard deviations. The correlation measures the

strength of a linear relationship between two vari-

ables. A correlation of 1.0 (or –1.0) indicates the per-

fect positive (or negative) linear relationship (i.e., all

data points lie on a single line in a two-dimensional

plot). A zero correlation implies that there is no linear

relationship between two variables.

Example 2

Suppose that you have scores of a reading test

from the same 20 children as in Example 1:

6, 14, 14, 9, 7, 18, 10, 9, 10, 9, 10, 9, 15, 15,

10, 9, 13, 12, 11, 12

The standard deviation of these scores is 2.99. The

covariance between math and reading test scores is

4.40, resulting in the correlation .48. Thus, reading

and math test scores are positively correlated.

Graphical and tabular representations are other

ways to present summaries of data. For example,

a data distribution of a single variable can be visual-

ized by a histogram. A frequency table may be often

used to summarize categorical data. A relationship

between two variables is made visible by drawing

a scatterplot. These representational tools comple-

ment the various descriptive statistics that may serve

as aides to understand data in more detail.

Kentaro Kato and William M. Bart

See also Inferential Statistics; Normal Curve; Standard

Scores
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DIAGNOSTIC AND STATISTICAL

MANUAL OF MENTAL DISORDERS

The Diagnostic and Statistical Manual of Mental Dis-

orders (DSM) is a comprehensive summary of all

known forms of psychopathology. It is published by

the American Psychiatric Association and is currently

in its fourth edition (DSM–IV). The DSM is used by

both researchers and clinicians to identify psychologi-

cal disorders.

History

The need for statistical information was the initial

impetus in the United States to develop a classification

system of mental disorders. The first official attempt

was the recording of the frequency of one category

labeled ‘‘idiocy/insanity’’ in the 1840 census. By

the 1880 census, seven categories of mental illness

were distinguished—dementia, dipsomania, epilepsy,

mania, melancholia, monomania, and paresis. In

1952, the American Psychiatric Association Commit-

tee on Nomenclature and Statistics published the first

edition of the DSM. This edition and the one that

followed were based on a psychodynamic interpreta-

tion of each diagnosis. Beginning with the third edi-

tion, the DSM has used an atheoretical approach to

diagnosis, which has increased the reliability between

raters for establishing diagnoses.

Use of the DSM

The DSM consists of a multiaxial classification sys-

tem used by clinicians to diagnose individuals, plan

treatment interventions, and predict probable out-

comes. Diagnoses are established along the following

five axes:

Axis I: Clinical Disorders and Other Conditions That

May Be a Focus of Clinical Attention

Axis II: Personality Disorders and Mental Retardation

Axis III: General Medical Conditions

Axis IV: Psychosocial and Environmental Problems

(rated with descriptive categories)

Axis V: Global Assessment of Functioning (rated from

1 [persistent danger to self or others] to 100 [superior

functioning to a wide range of activities])

All mental disorders/conditions listed in the DSM

fall under Axis I with the exception of Personality Dis-

orders and Mental Retardation (listed under Axis II).

Mental disorders or conditions that are the main focus

of clinical attention are usually listed on Axis I. This

axis is composed of the following categories: schizo-

phrenia and other psychotic disorders, mood disorders,
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anxiety disorders, somatoform disorders, disorders usu-

ally first diagnosed in childhood (e.g., autistic disorder),

eating disorders, delirium, dementia, amnestic and

other cognitive disorders, sleep disorders, impulse con-

trol disorders, and adjustment disorders.

Axis II is used for reporting personality disorders

as well as mental retardation. Listing these conditions

on a separate axis emphasizes the chronic and inflexi-

ble nature of this class of disorders. The personality

disorders are classified into three broad clusters, as

follows: cluster A, odd and eccentric (paranoid, schiz-

oid, and schizotypal); cluster B, expressive/labile

(antisocial, borderline, histrionic, and narcissistic);

and cluster C, anxious (avoidant, dependent, and

obsessive-compulsive).

General medical conditions that may be pertinent to

the understanding and/or treatment of an individual’s

mental condition are reported on Axis III. For example,

persons with severe forms of arthritis are more likely

to be depressed due to the pain and physical limitations

associated with their medical condition.

Axis IV accounts for environmental or psychoso-

cial factors that may potentially limit the effective-

ness of the treatment for disorders on the first three

axes. For example, the loss of job and the financial

issues associated with that loss would complicate

treatment of depression. There is a broad range of

possibilities that could be listed under this category.

The clinician should list the category as well as

specifics about the problem. The main categories

with some examples are as follows: problems with

primary support group (e.g., divorce, neglect of

child, health problems among family members);

problems related to the social environment (e.g.,

death of a friend, discrimination, adjustment to

retirement); educational problems (illiteracy, aca-

demic problems); occupational problems (unem-

ployment, stressful work environment, discord with

a co-worker or boss); housing problems (homelessness,

unsafe neighborhood); economic problems (poverty,

inadequate finances); problems with access to health

care (lack of transportation to health care services,

inadequate or lack of health insurance); problems

related to interaction with the legal system/crime

(incarceration, litigation, victim of crime); other psy-

chosocial and environmental problems (exposure to

disaster, discord with nonfamily caregivers such as

counselor, social worker, or physician).

Axis V is used by the clinician to give an overall

picture of the client or patient’s level of functioning

in recent and current everyday living. Thus, this axis

is rated for the highest level estimated for the year

prior to the assessment as well as the functioning

level at the time of the diagnosis. The rating for the

highest level of functioning in the previous year often

helps the clinician provide a prognosis. The scale to

make the ratings is the Global Assessment of Func-

tioning Scale (GAF), which is divided into 10 ranges

of functioning from 0–100 (0–10; 11–20; 21–30;

31–40; 41–50; etc.). The clinician considers psycho-

logical, occupational, and social functioning to assign

the patient a particular number within the 0–100 range

that coincides with a description with that particular

number range. For example, a patient’s GAF score of

70 would represent ‘‘mild symptoms (e.g., depressed

mood or mild insomnia) or some difficulty in social,

occupational, or school functioning (e.g., occasional

truancy, or theft within the household) but generally

functioning pretty well, has some meaningful interper-

sonal relationships’’ (American Psychiatric Associa-

tion, p. 34).

Importance

The overall purpose of the multiaxial format of the

DSM is to provide a comprehensive and organized

system for categorizing various types of psychopa-

thology. This system allows different professionals

(e.g., psychologists, physicians, social workers) to

communicate effectively regarding a patient’s mental

disorder and associated conditions. It also provides

information to third-party payers.

Karen D. Multon and Daniel Suitor
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DIRECT INSTRUCTION

Direct instruction has at least two meanings. The first

meaning refers to the generic behavioral features of

explicit teaching in which teachers demonstrate a per-

formance, guide students as they attempt to perform,

and continue student/teacher exchanges until students

can perform without further guidance. Barak Rosen-

shine and others have described these features in

detail. Thomas Gilbert developed a classic direct

instruction model, which he called Mathetics, a Greek

word meaning ‘‘to learn.’’ Teachers who implement

direct instruction methods are usually teaching well-

defined learning objectives; for example, simple asso-

ciations such as the table of elements in chemistry;

sequences such as the long division algorithm; con-

cepts such as kinds of trees or modern art styles; and

applications of principles such as supply and demand

in economics, rules of punctuation, detecting an

author’s purpose, or inferring more information about

characters and settings in literature. Direct Instruction

teachers are usually aiming for student mastery of

objectives. This entry refers to these generic features

of instructional delivery as direct instruction, with

lower-case letters to begin each word.

A second meaning of Direct Instruction refers to

a theory of instruction developed by Siegfried Engel-

mann, specific programs designed from his theory,

and specific direct instruction delivery techniques

espoused by his theory and programs. The first letter

in each word, Direct Instruction, is capitalized when

referring to Engelmann’s theory, programs, and meth-

ods. Direct Instruction is often abbreviated as DI, with

the two letter-names pronounced when referring to it.

First, this entry describes features of generic direct

instruction presentation methods, and then describes

Engelmann’s Direct Instruction.

Presentation Methods

A direct instruction lesson is an exchange between

a teacher and either a single learner, a small group of

learners, or an entire class. Students engage with

a teacher in highly interactive lessons that introduce

one performance or skill at a time and cumulatively

combine them as accuracy emerges. Establishing new

performances with direct instruction is equivalent to

generalized imitation training. Teachers demonstrate

and model expected performance, lead and prompt

students through the performance, and then release or

test the students’ performance. These steps in the pro-

cess are easily identified during instruction when tea-

chers preface by saying ‘‘My turn’’ when they

demonstrate and model, ‘‘Our turn’’ when they help

the learners to perform accurately, and ‘‘Now your

turn’’ when they check to see whether students can

perform without assistance.

Many learners need a very explicit and structured

version of direct instruction to make rapid progress.

They also need a curriculum that has been more care-

fully designed than the average textbook presents or

the average teacher outlines in a lesson plan. These

include (a) young learners, (b) older learners with

deficient learning skills, (c) learners with learning and

developmental disabilities, (d) learners at a cultural

disadvantage in academic learning, and (e) learners

who encounter brand-new content that allows for little

transfer of training. For these learners, Engelmann’s

Direct Instruction (DI) curriculum, as well as his

direct instruction procedures for delivering instruc-

tion, are very effective. His direct instruction proce-

dures are examined first, and then his Direct

Instruction (DI) program design.

Teachers present to learners DI lessons that

designers have scripted, word for word, in advance.

The scripts take the utmost care to present a hierarchy

of component and cumulative compound skills. The

best DI scripts have been ‘‘learner verified’’; that is,

tested with hundreds of learners in many settings and

revised until they work. During a DI lesson, learners

answer teacher-initiated questions and tasks in unison.

Teachers move through a series of questions and tasks

in a predictable manner, provide attending cues to

ensure that all learners are focused on the task, and

signal learners to ensure that they respond together.

Teachers may use a variety of signals—for example,

tapping a pen on an overhead transparency or snap-

ping their fingers—until they find one that works, is

comfortable to use, and doesn’t distract students.

Teachers systematically vary the latency between the

question and the response signal to ensure that the sig-

nal tightly controls responding.

Teacher and students volley many times a minute

with their questions and answers. Teachers praise and

correct student responses, providing parallel tasks until

all students are accurate. The explicitness and careful

progression of Direct Instruction lessons ensures that

at-risk students develop flawless skills very quickly.
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With DI lessons, not only do low-skilled learners

master the skills and concepts, but also inexperienced

teachers learn to establish new performances. In the

process of using DI scripts—which tell the teacher

exactly what to say, how the learner should respond,

how to predict errors, and how to provide error cor-

rection procedures—teachers are explicitly shaped to

establish skills.

The challenge for the inexperienced Direct Instruc-

tion teacher is to faithfully present the lesson as

designed. This requires achieving choral responding

among learners, listening carefully to the quality of

their responses, providing encouraging feedback fol-

lowing correct responses, and applying specific error

correction procedures that effectively reduce errors.

They must proceed at a pace that provides optimal

thinking time before students respond. The pace must

be gradually increased to squeeze out most thinking

time as skills reach mastery. Teachers must keep track

of the three delivery phases (demonstrate, prompt,

and test) and engage in them recursively. For exam-

ple, teachers may demonstrate a skill a few times,

then try an ‘‘our turn’’ exchange. If it flops, then the

teacher must return to the demonstration phase. Like-

wise, ‘‘your turn’’ attempts may fail, at which point

the teacher must return to ‘‘our turns.’’ Teachers must

also provide individual turns to students, to make sure

that they did not miss errors during choral responding.

Even though teachers may consult the script during

the lesson, they must be conversant enough with its

pattern to maintain eye and ear contact with learners.

The best results occur when teachers are able to

implement programs with a great deal of procedural

reliability, although the lessons are generally forgiv-

ing about small lapses in procedure.

Direct Instruction Program Design

Engelmann describes seven criteria for Direct Instruc-

tion program design. First, average to below-average

teachers should be able to teach a program success-

fully after receiving a week or less of training with

some follow-up, in-classroom coaching. Second, tea-

chers, principals, and other instructional leaders

should be able to reliably predict the amount of stu-

dent progress a program will produce in a given time

period. At least three features of Direct Instruction

programs allow for such reliable predictions. Because

students are homogeneously grouped for instruction,

the teacher can focus on teaching the same content to

all students. Homogeneous grouping makes the

instructional agenda very clear and has remarkable

data supporting it independent of DI. Given a clear

agenda, the lessons in a program should be scripted to

give teachers the clearest and most consistent lan-

guage for teaching the material, as determined in

empirical tryout and revision of the scripted lessons,

and to keep teaching focused on the content to be

mastered and not extraneous but related matter.

Scripts include many examples of a learning objec-

tive, as well as close-in nonexamples (‘‘almost like

but not quite’’) to teach the general case of a concept,

skill, or principle. The lessons in a Direct Instruction

program also have a specified time during which

students are expected to master the content, typically

30 to 40 minutes in length. Research indicates that

high performers typically master about 1.3 lessons per

day, middle groups about 1 lesson a day, and lower

groups about .7 lessons per day.

The third criterion for Direct Instruction program

design is that the sum of the skills and concepts to be

taught is substantially greater than the sum of the

skills the students currently master. Inspection of DI

programs may indicate less variety of activities or

topics when compared to traditional materials, but

there is usually no evidence that the traditional mate-

rials actually teach the content they purport to teach.

The empirical nature of the design, tryout, and revi-

sion process of Direct Instruction programs promotes

mastery.

Fourth, Engelmann’s Direct Instruction programs

are based on a theory of instruction, which is beyond

the scope of this entry. Suffice it to say, his logical

analysis of knowledge, analysis of teacher–student

communication, and functional analysis of student

behavior has produced many effective programs.

Empirical evidence shows that the lesson presentations

are consistent with one, and only one, interpretation.

The fifth criterion for Direct Instruction program

design is that interactivity must be built into the lessons

to guide the teacher in adjusting the rate and type of

presentation students need at each moment. Because of

the high frequency of teacher–student exchanges, tea-

chers know when to engage in each of the three direct

instruction delivery phases (i.e., provide more demon-

stration, provide prompts to guide the students, and

provide student tests). A DI program should also

include periodic cumulative, curriculum-based tests.

The sixth criterion is the long view that a curricu-

lum sequence takes, anticipating the prerequisites for
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later, more complex learning. A program must fully

prepare the student early and systematically with

skills and concepts that will guarantee the student

learns later, more complex content. This focus on pre-

requisite skills promotes teaching priority skills over

trivial skills. The seventh criterion states that a Direct

Instruction program should provide consumer protec-

tion information to suggest that successful outcomes

are possible. The thorough field testing that each

Direct Instruction program receives virtually guaran-

tees that teachers will teach successfully and students

will learn to mastery.

Engelmann and his colleagues have published more

than 50 Direct Instruction programs, all classroom-

tested and revised with thousands of students until they

work. Examples include Reading Mastery, Corrective

Reading, Language for Learning, Language for Think-

ing, Expressive Writing, Spelling Mastery, and Con-

necting Math Concepts. These programs are available

through SRA/McGraw-Hill.

Direct Instruction Evaluation

The U.S. Department of Education first documented

the effectiveness of Direct Instruction in the 1960s.

They sponsored Project Follow Through (‘‘following

through’’ on the preschool Head Start programs).

Anyone with an educational model for teaching disad-

vantaged students in grades K–3 was invited to enter

a comparative evaluation; 13 different educational

models participated. Twenty-one community sites

selected the Direct Instruction model. The Direct

Instruction students outperformed students in all other

Follow Through models including Open Education,

Behavior Analysis, Bank Street, Cognitive Curricu-

lum, and Parent Education. The DI students showed

superior progress in reading, arithmetic, spelling, and

language. Direct Instruction students also had the

most positive self-image of any students.

Since Project Follow Through, 151 studies have

compared Direct Instruction to another teaching

method, the largest number of studies done on any

method of teaching in the history of educational

research. One hundred and nine, or 64% of the stud-

ies, statistically favored Direct Instruction. Fifty-nine,

or 35% of the studies, showed no difference, and only

two, or 1%, favored a non–Direct Instruction method.

A meta-analysis of Direct Instruction studies revealed

an effect size of .97, rare in educational research. It is

also remarkable that these studies involved a full range

of student populations—preschoolers; elementary and

secondary students; regular and special education stu-

dents; adults; and various minority populations, includ-

ing non-English speakers. No other instructional

method that we know has produced more favorable

results than Direct Instruction.

Direct Instruction Revisited

The importance of tighter, DI-scripted lessons for at-

risk learners of all kinds, as well as for inexperienced

teachers, has been discussed. When students are aver-

age to above-average learners, and teachers have direct

instruction experiences, generic direct instruction les-

sons to establish performances may be successful. At

least half or more learners have more advanced

learning-to-learn skills than their at-risk peers. Most

courses of study are not brand-new experiences for

a learner, although some foreign language and science

courses are examples of exceptions. Teachers often

reach the point in training and practice where they

have fluent generalized repertoires of effective instruc-

tional approaches. Instructional lessons for these stu-

dents and with these teachers allow a shift to more

generic direct instruction approaches as described by

Gilbert, Rosenshine, and others.

Generic direct instruction lessons still involve fre-

quent exchanges between teacher and students, with

praise and error corrections. They also contain model,

prompt, and test modulations until all students can

perform successfully without assistance. However,

students may encounter more teacher talk before

responding, with the teacher thinking aloud to show

how he or she formulates a successful answer to

a task. For example, to teach a reading comprehension

skill ‘‘making an inference,’’ the teacher may define

inference, read a short passage, and ‘‘think aloud’’

one or more inferences that can be drawn from the

passage. Learner responses to tasks may also require

lengthier answers. The teacher may read another short

passage and ask students to make inferences and jus-

tify their answers. Unison responding may not be cho-

ral; teachers may give ‘‘think time’’ to students to

write answers to such tasks, and then call on a student

or two to read their answers, while others check their

answers against the feedback the teacher provides.

Students may also compare their written answers in

peer pairs. The teacher may back up and provide

more think-aloud models if the students are off-base.

The teacher may provide hints and otherwise lead
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students to make more plausible inferences, and then

read a new short passage and test the student’s skill at

making inferences. Many variations are possible.

Mastery is still the learner’s goal, and learner perfor-

mance still drives the teaching, but the learner is

expected to reach mastery with less explicit teacher

shaping.

Kent Johnson and Elizabeth M. Street
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DISABILITIES

In the 2003–2004 school year, the federal government

reported that more than 6.6 million youth with disabil-

ities were served by federally funded programs in

public schools. These youth include individuals with

learning disabilities, speech/language impairments,

developmental and intellectual disabilities, emotional

disturbance, hearing impairments, orthopedic impair-

ments, other health impairments, visual impairments,

deafness, blindness, autism, traumatic brain injury,

developmental delay, and multiple disabilities. This

entry discusses perspectives on disability and the

intersection of disability and educational contexts,

including pertinent legislation and issues related to

the diagnosis and education of youth with disabilities.

Perspectives on Disability

Disability has been conceptualized in terms of type,

function, and social construction. Most commonly, per-

haps, disability has been construed as a type of limita-

tion with particular characteristics. The four major

types are: (1) physical (e.g., spinal cord injury, polio);

(2) sensory (e.g., deafness, blindness); (3) cognitive

(e.g., learning disability, intellectual disability); and

(4) emotional (e.g., schizophrenia, bipolar disorder). A

full typology would indicate causes, characteristics,

courses, and outcomes for each type of disability and

would help to identify the kind of disability one has.

Although the medical profession and others have found

this approach a useful way to organize knowledge

about disability, typologies have not always been able

to live up to their promise of providing such informa-

tion, nor have they always been able to capture

the range and kind of disabilities human beings

experience.

A second approach is functional. Here the goal is

to specify the actual impairments the disabling condi-

tion imposes. For example, the Americans with Dis-

abilities Act includes a definition of disability as

a condition that results in an individual being unable

to perform basic life functions independently, such as

walking and bathing. This approach is valuable for

specifying the nature and threshold level of impair-

ment involved with the disability. The U.S. legal sys-

tem sometimes uses a functional approach to identify

individuals with disabilities who qualify for protection

and benefits under a particular law or policy without

regard to whether the exact type of disability they

may have is well defined or understood.

The socially constructed approach recognizes the

role of society in defining disability. A basic principle

is that a disability is defined as an individual’s inabil-

ity to perform in some socially valued way. Thus, if

a society values intellectual work, then an individual

who cannot learn to read may be considered to have

some kind of a cognitive disability. However, in an

agrarian society, if most of the population is not able

to read, then cognitive disabilities may not be consid-

ered important. In fact, many less severe disabilities

considered high incidence today, such as learning dis-

abilities, were not recognized as disabilities prior to

the Industrial Revolution and its attendant urbaniza-

tion. A second basic principle of the socially con-

structed approach addresses the important role of

societal attitudes in shaping the nature of the
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disability experience. In different societies, attitudes

toward disabilities and the persons who have them

may be negative, neutral, and/or positive. For exam-

ple, in some African cultures, an individual who is

hallucinating may be considered to be divinely

inspired and capable of special healing. In contrast, in

mainstream U.S. culture, such a person may be con-

sidered to be in need of medication and perhaps hos-

pitalization to treat serious mental illness. More

generally, people with disabilities may report that in

the eyes of others, their disability overshadows their

abilities. Consequently, the attitudes of others toward

people with disabilities may constitute a greater diffi-

culty than any impairments resulting from their dis-

ability per se.

In schools and other educational contexts, all three

of these approaches to defining disability are salient.

The attitudes of society, as represented by the per-

spectives of principals, teachers, and student peers,

shape the education of students with disabilities.

Where these attitudes are positive, students with dis-

abilities may be more welcomed and fully included in

the academic, extracurricular, and social life of the

school. In these schools, research suggests that stu-

dents with disabilities are often more likely to develop

positively and perform well socially, psychologically,

and academically. Because of the information age in

which we live, education is considered an essential

opportunity in U.S. society. Therefore, disabilities that

affect one’s education are socially constructed to be

of great importance. Consequently, there are laws pro-

tecting the educational opportunity of students with

disabilities and professionals to diagnose these dis-

abilities and support affected students and their fami-

lies. School psychologists and other professionals

emphasize both the type of disability and function

when they diagnose students to ascertain their eligibil-

ity for special education services and determine the

intervention and support likely to be most helpful for

students with disabilities and their family members.

History of Educational
Practices and Legislation

The educational rights of and opportunities for youth

with disabilities have changed substantially over time.

Early practices advocated for the removal of children

with visible types of disabilities from their communi-

ties to institutions, thereby reducing the need for gen-

eral educational systems to concern themselves with

their education. Before educational systems began to

seriously consider the intersection of disability and

education, a few individuals became interested in the

topic (e.g., Itard in France and Montessori in Italy).

As early as the 1800s, schools for children with sen-

sory disabilities emerged with the intent of providing

a context of support and expertise.

By the early 1900s, compulsory education for stu-

dents with disabilities was well under way in the

United States. At this time, there was a strong belief

that it was best to segregate so-called backward and

feeble-minded children. One significant challenge

concerning function that educational systems faced

was identifying children in the upper echelon of those

with disabilities who might benefit from academic

instruction. Intelligence testing quickly took root as

an instrumental resource to assess students’ function-

ing. At that time, the majority of special education

services were centered on students with types of

severe physical, visible disabilities, and physicians led

these services.

In the late 1800s and early 1900s, the negative atti-

tudes toward people with disabilities held by those in

the growing eugenics movement, especially attitudes

toward those who are limited cognitively, competed

with early advances in educating children with dis-

abilities. Although in the 1930s, the eugenics move-

ment did interrupt these advances, new social

attitudes toward children with disabilities soon began

to take root. These attitudes posited that every citizen

had a right to instruction to help him or her develop

into an asset to society. In addition, parents began to

organize and insist that government and schools

acknowledge and address the needs of children with

disabilities. In general, services were aimed at over-

coming children’s impairments and involved segre-

gated schools or classrooms.

In the mid-20th century, a philosophical shift

sparked social changes that improved educational

opportunities for youth with disabilities. By the

1950s, in response to dissatisfaction with the isola-

tion of children with disabilities, the National Asso-

ciation for Retarded Children, a powerful parent

advocacy organization headquartered in Minneapo-

lis, began to work toward policy changes. During

this time, individuals with emotional disabilities—

and later, in the 1960s, people with intellectual

disabilities—began to move out of institutions and

into the community, thereby increasing demand for

community-based supports and opportunities.
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Not only were parent advocate groups and organiza-

tions central to the struggle for equal educational

opportunities for children with disabilities, but federal

legislation has also served a critical role in securing the

civil right of children with disabilities to a free and

appropriate education. In large part, these acts have

focused on understanding the types and functions of

disability. More recently, an emerging understanding

of the social construction of disability has moved

forward positive practices and greater appreciation

concerning the way social structures can promote well-

being and success among youth with disabilities. Pro-

viding free and appropriate education continues to be

a challenge, but substantial progress has been made

since federal legislation provided a public policy foun-

dation for special education in the 1960s.

Although the rights of children with disabilities

were attracting greater attention by the mid-20th cen-

tury, many children with disabilities continued to be

excluded from the public school system. Parents and

guardians pursued litigation to secure the educational

rights of children with disabilities. These lawsuits

established the importance of better identification of

children with disabilities and offering children with dis-

abilities a state-supported education. Soon after these

lawsuits, the Education Amendments of 1974 (Public

Law [P.L.] 93–380) were passed, which included an

amendment renamed the Education of the Handicapped

Act (EHA) Amendments of 1975 (P.L. 94–142). These

amendments guaranteed that a ‘‘free appropriate educa-

tion,’’ inclusive of special education and related ser-

vices, be available to children with disabilities in ‘‘the

least restrictive environment’’ (LRE; also known as the

least restrictive placement). It created a time line for

ensuring full educational opportunity for all children

with disabilities and procedural safeguards for their

identification, evaluation, and placement. It mandated

that, when possible, educators place children with dis-

abilities in regular classrooms and that testing and eval-

uation materials not be discriminatory. The act denied

schools the ability to exclude children with disabilities.

The EHA was later amended to include incentives for

early intervention, special education programs in pre-

schools, and transition services.

In 1990, amendments to the EHA were renamed

and led to the creation of the Individuals with Disabil-

ities Education Act (IDEA) (P.L. 101–476). These

amendments mandated transition programs that had to

be considered in a student’s Individualized Education

Program (IEP), which is a yearly plan of a child’s

educational goals and supports necessary to achieve

those goals. IDEA also expanded many discretionary

programs including services and research/dissemination

centers for children with specific forms of disability.

Under the amendments of 1997, IDEA emphasized not

only physical access to education but also, to a greater

degree, involvement in the general curriculum involve-

ment and outcomes for children with disabilities.

IDEA was most recently reauthorized in 2004

(P.L. 108–446). The new regulations align IDEA with

the No Child Left Behind Act of 2002 (P.L. 107–110)

and include an increased focus on accountability to

ensure that children with disabilities are held to high

standards. These amendments also require policies

and procedures intended to prevent inappropriate

overidentification or misdiagnosis of minorities as dis-

abled, identify children with disabilities in foster care,

and involve parents in decision making.

Disability Prevention and Diagnosis

In order to provide and evaluate appropriate educa-

tional opportunities for youth with disabilities, this

entry examines both how disability is prevented and

how youth with disabilities are identified in education

settings. In educational contexts, prevention of the

development of a disability involves the identification

of and treatment of students who do not have disabil-

ity but display risk factors (e.g., limited oral language

ability, difficulty counting) that increase the likelihood

of a disability later in life. For example, children with

developmental speech/language impairments are at

higher risk for reading disability than peers with no

history of speech/language impairment. Therefore, the

early identification and treatment of reading deficits

may aid in preventing the development of a disability

among such students.

The diagnosis of a disability remains rooted in

a medical model emphasizing type and, to a lesser

extent, functioning. The identification of impairment

in an individual is often coded using either the Inter-

national Classification of Diseases (Ninth Revision,

Clinical Modification) (ICD-9-CM) or the Diagnostic

and Statistical Manual of Mental Disorders (Fourth

Edition, Text Revision) (DSM-IV-TR). Individuals

may be identified as having more than one impair-

ment, including the primary diagnosis and any sec-

ondary conditions present. There are at least four

important issues to consider in the diagnostic process:

diagnostic methods, early identification, and two
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diagnostic dilemmas—misdiagnosis and communicat-

ing effectively with parents.

Many disabilities are identified early in an infant’s

life, whereas others become evident when the child

enters educational settings. Disabilities that may be

diagnosed once the child is in educational settings

include learning disabilities (LDs). Learning disability

is a general term that describes a variety of specific

kinds of learning problems. A learning disability may

cause children to have trouble learning and using cer-

tain skills, including reading, writing, listening, speak-

ing, reasoning, and mathematics. Learning disabilities

are the most common disability found in children and

adults: Almost 3 million school-aged children have

some form of a learning disability and receive related

special education services in school. More than half

of all children who receive special education services

have a learning disability. Approaches to the diagno-

sis of a disability vary depending on the nature of the

disability; given the prevalence of learning disabilities

among school-aged children, this entry describes the

diagnostic process as an exemplar.

The most common approach to diagnosing an LD is

a thorough, systematic evaluation of a child’s strengths

and weaknesses as a learner. These evaluative assess-

ments may be written or oral, include an interview

about the history and details of problems experienced,

and are designed to identify IQ achievement discrepan-

cies of students. However, the use of IQ achievement

discrepancy procedures for the identification of chil-

dren with learning disabilities has been persistently

criticized because the diagnosis is based solely on the

child’s performance on IQ-related tasks and does not

sufficiently consider other relevant factors. For exam-

ple, such procedures do not take into account that envi-

ronmental deficits, such as poor nutrition, may produce

effects in a child’s performance that mimic, rather than

identify, a disability in a child.

Given the potential inaccuracies in identifying stu-

dents with learning disabilities under this IQ-related

method, alternative methods for identification and

diagnosis have been offered, including response-to-

instruction (RTI) models. RTI models are based on

the premise that a student is identified as learning dis-

abled when his or her response to an effective educa-

tional intervention is dramatically inferior to that of

peers. Such models recognize that learning difficulty

may lie within the child, within the instruction, or

both. The models promote an earlier identification of

LD, rather than waiting for students to show signs

of failure, because the primary focus is on providing

effective instruction and improving student outcomes.

Diagnostic models that incorporate RTI characterize

a shift in special education toward the goals of better

achievement and behavioral outcomes for students

identified with LDs, as well as those students at risk

for LDs by heavily emphasizing both prevention and

intervention.

During these diagnostic steps, early identification

of students with disabilities to help them better under-

stand and cope with their existing disability diagnosis

is critical. Early detection is possible, and intervening

earlier rather than later is most therapeutic and cost

effective when addressing the needs and concerns of

people with disabilities. Although there is a range of

early intervention services that may be provided, they

often involve physical, occupational, and/or speech

therapy. Early intervention among those with LDs is

important because the effects of learning disabilities

tend to accumulate over time, and early detection can

dramatically improve a child’s life course and out-

comes. As children fall behind in school, they may

become more frustrated and increasingly feel like fail-

ures. Early detection is possible, and intervening ear-

lier rather than later is most likely to be beneficial and

cost effective when addressing the needs and concerns

of people with disabilities.

Diagnostic Dilemmas

Currently, teachers in the United States determine

whether a discrepancy exists between their expecta-

tions for a given student and the student’s academic or

social behavior in order to refer students to school psy-

chologists for assessment of a disability. However, edu-

cators have been criticized for strategies that identify

students of color, particularly those from low-income

families, as disabled and place them in special educa-

tion in the public school system. Nationwide, students

of color are overrepresented in special education pro-

grams, indicating widespread misdiagnosis. Research

suggests that some students of color are misdiagnosed

with learning disabilities on the basis of biased assess-

ments and assigned to remedial education programs

that do not accurately address their learning needs.

Overrepresentation in special education is most pro-

nounced for Black children, who are nearly three times

more likely to be labeled mentally retarded and nearly

twice as likely to be labeled emotionally disturbed as

White students in the United States.
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There have also been criticisms regarding the iden-

tification and treatment of disabilities among students

who are English-language learners. Students desig-

nated as limited in English proficiency are those who

have received classroom instruction in English for

less than 3 years and whom school personnel deem

incapable of participating in statewide assessments in

English. However, students born outside of the United

States who have limited English proficiency are often

inappropriately placed in special education programs

based on tests given in English while in the United

States. As a result, students with limited English profi-

ciency are also disproportionately represented among

students with disabilities.

Given the propensity of misdiagnoses, some

experts believe identifying and diagnosing students

with learning disabilities should be more holistic.

Conscientious diagnostic personnel need to have an

in-depth understanding of each learner and an aware-

ness of the multiple competing factors in addition to

a disability-related impairment that may give rise to

lower test performance. They understand the right of

every child to have an appropriate education in the

least restrictive environment. The absence of these

critical elements may jeopardize the effectiveness of

both the prevention and identification of disabilities

and of interventions for students with disabilities and

their families.

Communicating a diagnosis of disability to parents

can be challenging not only because of possible mis-

diagnosis, but also because of the process of accepting

and understanding the disability and the ensuing need

for modifications in rearing, educating, and advocat-

ing for a child that may be necessary. Parents’

responses to having a child diagnosed with a disability

may be diverse, both positive and negative. Timing;

privacy in communicating; obtaining clear informa-

tion about disability type, function, and social con-

struction; continued and consistent contact with

disability professionals; supportive counseling, and

the understanding and support of family, friends, and

school staff are important to help parents cope with

the discovery of their child’s disability. Once a disabil-

ity has been identified, it is important to involve par-

ents in managing the disability with their children.

They are usually able to provide more ongoing sup-

port than others, and they often appreciate learning

practical skills to help their children. Many parents

report that, despite the considerable and sustained

stress involved in parenting a child with a disability,

their experiences have been personally and positively

transformative.

Educating Youth With Disabilities

Upon a student’s diagnosis with a disability, the

school system needs to provide an appropriate educa-

tion given the specific type of disability and learning

needs of the student. Early intervention typically

serves children from birth to 3 years old who have

been identified as having a disability. Often, parents

work closely with schools or other agencies to form

an Individualized Family Service Plan (IFSP). From

age 3 up until ages 18 to 21, the school system and/or

other agencies provide educational and related support

services as specified in the IEP. Given the diversity

across disabilities, the ways in which youth with dis-

abilities are educated and supported must vary accord-

ingly. Interventions are generally specific to the

disability and abilities of the student, such as exten-

sive training for students who have limited reading

skills. Intervention for a disability may be provided in

a number of ways by teachers, peers, and/or parents.

Federal IDEA legislation requires that students

with disabilities be placed in the least restrictive envi-

ronment (LRE); that is, to the extent possible, stu-

dents with disabilities are educated with students

without disabilities. As such, many youth with disabil-

ities are educated primarily by general education tea-

chers. In general, teachers are expected to identify

effective ways to meet the needs of a diverse group of

students and ensure their success in the classroom.

Regular education teachers often vary in their willing-

ness, resources, leadership support, and preparation to

make adaptations to their curriculum or teaching tech-

niques to accommodate students with disabilities.

As educators place youth with disabilities in LREs,

attention to both their physical and social integration

is critical. Physical integration is the placement of

students with disabilities in traditional learning

classrooms. Social integration relates to facilitating

opportunities for students with disabilities to build

relationships with nondisabled peers and general edu-

cation teachers. Physical integration into traditional

classrooms is a precursor to social integration. Stu-

dents with disabilities need to be learning in tradi-

tional classrooms where social interactions with

nondisabled students and general education teachers

can occur routinely before they can have the social

opportunity to build connections with these peers and
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teachers. Cooperative learning interactions between

students with and without disabilities may promote an

increase in supportive behaviors in students without

disabilities to their disabled peers as well as greater

frequencies of friendship and social activities outside

of the classroom.

Determining appropriate classroom accommoda-

tions that a student may need given a specific disability

is also a critical aspect to educating youth with disabil-

ities. Outside of necessary accommodations to the

physical environment, such as space for a wheelchair

and room to maneuver it so that a student can partici-

pate fully in class activities, school and educational

psychologists often direct their attention to the area of

classroom instruction and testing accommodations.

The recognition that students with disabilities may

need individualized instruction has also been applied to

assessment, leading to individualized types of assess-

ment and analysis of underlying processes thought to

relate to the specific disability. Typically, learning

assessment refers to state-mandated testing to deter-

mine student performance. Uniform performance eva-

luations present challenges to students with disabilities.

Recently, constructive trends in assessment have

shifted toward a greater use of assessments that are

specific to a given subject matter, have curricular valid-

ity, account for contextual influences, and are devel-

oped from models of cognition. However, because

school systems are often outcome based, minimum

competency requirements apply to students with dis-

abilities. Often, a marked discrepancy may exist

between the curriculum taught and the content of stan-

dardized tests. Consequently, learning assessment and

education of students with disabilities have many chal-

lenging issues that remain unresolved. Schools seek to

understand and educate individuals with disabilities

effectively and often distinctively in a context of lim-

ited resources, systemwide norms, and legal mandates.

School systems are also focusing on how to best

prepare youth with disabilities for successful adult

lives, including higher education, independent living,

and competitive employment. This increased focus on

transition has included attention to how to best involve

parents in the transition process. Although IDEA has

mandated since 1997 that transition planning begin at

age 14, implementation has not been complete. Transi-

tions plans, included in students’ IEPs, usually focus

on function and address the students’ long-term goals,

including employment preparation, technical training,

or educational course plan. As such, educators need to

be knowledgeable about each individual student’s abili-

ties and identify appropriate opportunities to best facili-

tate the goals outlined in the transition plan.

Educational Psychology
and Students With Disabilities

Educational psychologists may determine how to

administer assessments of students with disabilities

and evaluate their results. They are able to educate

teachers about appropriate types of instructional tech-

niques and curricula for students with differing

disabilities and abilities. Furthermore, drawing on

existing studies and conducting research, they can

adapt information and techniques used by special

education teachers to be increasingly practical for

a diverse classroom of learners. Educational psy-

chologists are also often involved in evaluating the

effectiveness of a specific intervention to determine

whether the outcomes are appropriate and beneficial.

Educational psychologists can also facilitate suc-

cessful transitions for students with disabilities by

addressing their needs through increasing access, skill

building and enhancement, and preparation for the

transition ahead prior to their graduation from high

school. They have been instrumental in developing

transition programs that are effective and efficient for

students with disabilities after high school, such as

competence enhancement, job training, school-to-

work programs, or college-preparatory programs.

In conclusion, the education of students with dis-

abilities is one of the major challenges facing contem-

porary society. The historical record is marked by

positive initiatives, good intentions gone awry, and

malicious actions and policies. Over the past genera-

tion, society has come to recognize the potential of

people with disabilities and has safeguarded these indi-

viduals to a much more significant degree than previ-

ously in law, policy, and practice. Schools are making

a stronger effort than ever before—albeit partial, con-

flicted, and imperfect—to assess, educate, and transi-

tion children and youth with disabilities to positive

futures. Using type, function, and social construction

perspectives of disability, educational psychologists

can enable schools to meet this challenge and enable

students with disabilities to realize their full range of

abilities and make valuable contributions to society.

Christopher B. Keys, Katherine E. McDonald,

Shannon Myrick, and Terrinieka T. Williams
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See also Early Intervention Programs; Inclusion; Individuals

with Disabilities Education Act; Learning Disabilities;

Least Restrictive Placement; Mainstreaming; Special

Education
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DISCIPLINE

One of the results of the heightened concern about

school safety is increased attention to school disci-

pline as a factor in ensuring safe and orderly schools.

Disruptive behavior in schools not only poses safety

problems when incidents involve weapon possession,

violence, or substance use, but also interferes with

instructional efforts by teachers and with learning

conditions for students. The most common under-

standing of the term school discipline involves pun-

ishment of student misbehavior by removal from the

classroom or the school (i.e., office referrals, suspen-

sions, and expulsions). School removal rates have

been used as an indicator of safe and orderly school

campuses. In the 1999 National Center for Educa-

tion Statistics report, a high association was found

between principal perceptions of discipline problems

and school crime statistics. Within and between dis-

tricts, higher numbers of disciplinary incidents are

associated with higher rates of misbehavior. As well,

there is an assumption that fighting and aggressive

behavior can escalate into more violent events, and

even nonviolent forms of student misbehavior can

lead to unsafe school environments. High numbers of

suspensions also have been associated with negative

academic indicators such as grade retention, dropping

out of school, alienation from school, juvenile delin-

quency, and drug use.

More recently, attention has been drawn to so-

called low-level violence, or incidents of behavior,

such as bullying, peer sexual harassment, and victimi-

zation. Chronic bullying has been characterized as

a contributor to disturbed mental status and to the

potential for retaliatory, aggressive, and perhaps vio-

lent behavior. As a result of greater awareness of the

negative impact of incidents of low-level violence,

such behaviors have been added to lists of suspend-

able offenses, along with more physical forms of

threat and aggression. Zero-tolerance policies have

taken disciplinary policies to an extreme, broadening

the scope of exclusion to behavior that, although

related, may not be associated with greater likelihood

of violence and disorder (e.g., plastic knifes, ibupro-

fen tablets—interpreted as a ‘‘substance’’ being

abused). These changes in school discipline policy are

indicative of concern about behaviors that threaten

psychological and developmental safety as well as

physical safety.

Despite the recent association of school discipline

with safe and orderly schools, historically, school dis-

cipline has included a broader range of practices that

includes prevention of misbehavior, remediation of

behavioral problems, and exclusion as a punishment

for severe forms of misbehavior. The Latin root of the

word discipline is actually from the verb ‘‘to learn.’’

Thus, the broader conception of school discipline as

an opportunity to teach positive behavior is in keep-

ing with the roots of the terminology. This entry

reviews the most recent trends in school discipline: It

describes the process of zero tolerance as reflected in

the indices of office referrals, suspensions, and expul-

sions; describes which students are being disciplined;

and reviews best practices for implementation of
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discipline practices that focus on the broader concep-

tion of discipline as an opportunity to learn.

School Removal: Rates and Groups

The Gun Free Schools Act of 1994 required states to

have legislation to mandate the expulsion of youths

who bring guns to school. As safe and orderly schools

became of interest to this nation’s educators, attention

turned to gathering information about the rates of uti-

lization of disciplinary measures. Research noted

a dramatic increase in the use of exclusions in early

and late 1990s. Nationally, whereas less than 4% of

students across the nation were suspended or expelled

in the 1970s, the 1990s saw those rates increase to

8% to 10%.

As these rates climbed, interest turned to the char-

acteristics of this increasing population of excluded

students. Students who find themselves involved in

disciplinary incidents at school come to that place

from a variety of circumstances. Students who are

unlikely to pose a serious threat of danger to the

school environment commit the majority of the

offenses. They include a diverse group of students

who take different pathways to the expulsion event

and have strikingly different etiologies for their

behavior. Not all students have a chronic history of

discipline problems. Some come to the expulsion

event through attendance problems, school disconnec-

tion, involvement in drugs, or a chronic history of

emotional difficulties. Notably, however, students

recommended for expulsion generally perform well

below average in terms of grades and achievement

scores. Thus, the one common red flag is poor school

performance.

Two groups of students are particularly vulnerable

to discipline under zero-tolerance policies: underrep-

resented minorities and students with disabilities. Data

about suspensions and expulsions are consistent in the

characterization of the overrepresentation of minority

students. In particular, rates for African American stu-

dents have been commonly reported as triple their

representation in the student population.

Investigations reveal that African American and

Latino students were more likely to be referred for dis-

cipline and more likely to be disciplined. Disciplinary

actions were taken for these groups for minor miscon-

duct, with the punishments seemingly out of proportion

to the offenses. For example, discretionary offenses

such as ‘‘defiance of authority’’ and ‘‘disrespect of

authority’’ are more likely to be treated as exclusionary

offenses with these populations.

Rates for students with disabilities have indicated

double and sometimes triple their expected represen-

tation in the groups of students involved in disciplin-

ary incidents. Special education students who find

themselves in trouble at school are likely to have

documented emotional, familial, or behavioral risk

indicators that parallel their special education histo-

ries. Particularly salient risks for students include

a history of attention deficit hyperactivity disorder

(ADHD) or conduct problems, chronic or crisis-

related family problems, and a history of inconsistent

special education placements and interventions.

School Discipline as
an Interaction Between

Student and School Characteristics

Although general trends in the incidence and use of

school disciplinary processes and general characteris-

tics of students who are involved with these processes

can be identified, there is great variation between

schools in terms of how many students are disciplined

and who gets disciplined for what behaviors. Student

developmental and behavioral trajectories are inextri-

cably tied to schooling practices. Appropriate prac-

tices may serve to reduce behavioral problems on

a school campus, whereas lack of consistent and

appropriate programming, education, and treatment

may exacerbate developmental problems experienced

by a student.

In addition to student and school environment

interactions, student involvement in disciplinary

events is not simply a one-time event; often, the inter-

actions described above occur over time. There are

risks and resilience (protective) factors within students

and within their school environments that precede

problem behavior leading to disciplinary actions. In

the context of (during) delivering the consequences

(office referral, suspension, expulsion), there are prac-

tices that improve or exacerbate the situation. Finally,

intervention after the incident may cause additional

risk or afford protection and positive development.

Using the characterization of school discipline as

a process (before, during, after) rather than an event

and the framework of risk and resilience at the differ-

ent stages of the process, school discipline and school

removal will be described further in the following
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stages: prevention, application of the consequence,

and intervention.

Prevention:
Before an Incident Occurs

In recognition that student involvement in school dis-

cipline is affected by the context and environment of

the schooling experience, an exploration of the philo-

sophical orientation toward student discipline and stu-

dent behavior is instructive. Despite the origins of the

term discipline in a learning framework, student mis-

behavior has been viewed as a reason for excluding

a student from school.

There is debate about whether or not schools are

obligated to educate students who egregiously and

continually violate school rules. For example, social

maladjustment does not qualify for the protections

and guarantees of free and appropriate education

under special education law, despite the fact that these

youths may present the greatest long-term social and

economic costs to society. The assumption remains

that somehow these students should lose their right to

a public education if they cannot abide by the behav-

ioral parameters set by schools. This social policy

conflict may be result of the competing worldviews

representing a ‘‘constrained’’ view (humans are

imperfect; they misbehave, are responsible for that

misbehavior, and should pay the consequences) and

an ‘‘unconstrained’’ view (humans are perfectible;

they misbehave due to special causes, ignorance, or

social inequities; special circumstances require indi-

vidualized application of consequences). In the con-

strained view, the obligation to educate a student ends

after the behavioral transgression; in the uncon-

strained view, it does not. In the constrained view,

expulsion is an event that ends the educational right;

in the unconstrained view, the educational process

continues, albeit with changes to accommodate the

needs and behaviors of the student. The constrained

worldview aligns with zero-tolerance policies, where

little flexibility exists in applying the consequence or

in considering the history and characteristics of the

student who commits the offense. The unconstrained

worldview involves a broader view of the influences

on child behavior. This worldview supports the crea-

tion of educational and personal-social interventions

to develop positive behavior rather than depend on

punitive interventions. Students in schools where

discipline practices are guided exclusively by the

constrained worldview are at greater risk of being

excluded from school, whereas the unconstrained

worldview is more likely to lead to ‘‘protective’’

discipline practices.

Preventing Misbehavior
at the School Level

The presence or absence of effective prevention

programs that serve students with a range of risks and

abilities is likely to affect the rates of school disciplin-

ary events. Proactive school discipline programs have

demonstrated effectiveness in reducing student behav-

ior problems. The existence of a schoolwide discipline

plan is a key strategy used in schools for preventing

behavior problems that lead to student exclusion from

school. Such a plan includes a clear statement of rules

and expectations, consistently communicated and

applied consequences for rule-breaking behavior, con-

crete efforts to teach students appropriate behavior,

and positive consequences available for positive

behavior. With this system in place and consistent

implementation by all staff, students have a better

chance of behaving in ways that will maximize their

inclusion into the activities of the school.

The following essential characteristics of schools

with low school disciplinary referrals have been iden-

tified: (a) Administrators and teachers demonstrate

ownership of discipline-related problems that students

present; (b) opportunities exist to develop strong

bonds between teachers and students; (c) ongoing

staff development is conducted about best practices in

handling student misconduct; (d) a schoolwide code

of conduct and expectations is promoted; (e) a process,

location, and plan for students who need to ‘‘cool

off’’ is available so that more severe outbursts can be

prevented; (f) student sanctions are considered on

a case-by-case basis with input from students and par-

ents; (g) community participants are welcomed into

the school, including parents, mental health and juve-

nile justice professionals, business leaders, and so on;

(h) explicit efforts are made to show students that

they are valued and respected members of the school

community and that they are expected to uphold high

behavioral and academic standards; (i) a wide variety

of prevention and intervention support programs are

available for students; and (j) the school physical

environment is a friendly and welcoming space.

These school characteristics add to the likelihood that

students will stay within the behavioral standards of
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the school and not be exposed to school removal

actions.

Preventing Misbehavior
at the Classroom Level

The classroom is one of the main contexts where

a student’s behavior comes into conflict with the rules

and norms of the school. The teacher’s ability to han-

dle misbehavior and encourage positive behavior

affects student behavior. A student who struggles with

behavior issues in the classroom is at greater risk if

a teacher has few strategies for addressing develop-

mental lags and uses increased negative attention in

an effort to control behavior. Teachers vary in their

tolerance of and their ability to handle student misbe-

havior in their classroom. It is not uncommon to have

a high number of referrals coming from a small pro-

portion of teachers on a school campus. Classrooms

that are characterized by low rates of academic

engagement, praise, and reinforcement and that have

high rates of reprimand are associated with high rates

of misbehavior and show a cycle of negative student-

teacher interactions.

In contrast, teacher management strategies, effec-

tive instructional techniques (e.g., class-wide peer

tutoring), early intervention for students with learning

problems, and positive teacher–student relationships

are critical components for keeping students in the

classroom or avoiding the necessity of excluding them

for disciplinary reasons. Effective instruction and pos-

itive student–teacher relationships should be accom-

panied by opportunities for students to be involved in

activities to promote the development of desired

social and emotional skills.

The protective or preventive actions that are avail-

able to educators to help reduce misbehavior at school

require strategies that are specifically aimed at teaching

social skills and implementing behavioral strategies.

Attention to building social skills and positive behavior

may seem at odds with the current climate of academic

accountability that is evident in this nation’s schools.

Time spent on direct student interventions or staff

training on social and behavioral intervention may not

get as much support or attention as similar program-

ming for academics. Furthermore, some reports indi-

cate that academic sanctions have made their way into

school disciplinary logs (e.g., student detention for not

finishing schoolwork or coming prepared to class).

This situation reiterates the importance of considering

schooling policies and trends as contributors to levels

of school discipline utilization.

Protective Factors
in the Discipline Process

Office Referrals

If a school has a graduated discipline process in

place, the student trajectory through this process

might look something like this. The student experi-

ences several attempts by the teacher to keep him or

her in the classroom. If these attempts do not work,

an office referral may result. Risks to students at the

office referral stage exist when there is no systematic

agreement about behavioral expectations within

classrooms and throughout the school. There may be

wide variations from teacher to teacher about what

constitutes behavioral transgressions. Whereas some

teachers may refer many students for small transgres-

sions, some may refer few and use the referral for sig-

nificant rule-breaking behavior. One often-ignored

risk occurs when any one student is referred many

times and spends a significant amount of time away

from the classroom, thereby missing important aca-

demic engagement time. Another risk is when the

intervention at the office or principal level is ineffec-

tive. The student thus not only misses academic time,

but also learns nothing from the experience.

Protective factors may be built into the office refer-

ral system. Schoolwide agreement on what constitutes

an office referral, systematic collection of data to deter-

mine the incidence of student behaviors, and examina-

tion of teacher referral patterns are practices that allow

for periodic examination of the effectiveness of exist-

ing behavioral interventions. Examination of who gets

referred for what is likely to reveal that a small group

of students is involved in the majority of referrals. The

intervention for these students should then be intensi-

fied. Early, effective intervention for misbehavior

serves as a preventive mechanism for continued trajec-

tories toward serious behavioral problems.

Suspension

Suspension from school is a more serious conse-

quence that is regulated by state and local statute. Most

states, as guided by the Gun Free Schools Act, man-

date suspension and expulsion for possession of

a weapon (firearms or bombs) at school. States recently
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have added offenses to this list that include threats,

sexual harassment, and bullying. Although suspension

is required for the most serious offenses, discretion of

the school administrator is available for lesser offenses

such as school disruption, defiance of authority, atten-

dance problems, tardiness, inappropriate dress, and so

on. It is in the areas of discretion where possibilities

for risk and protection exist. Zero-tolerance approaches

to suspension, even for minor offenses, lead to higher

levels of suspension, which are associated with lowered

school effectiveness. One reason for this association is

that suspension as an educational strategy has not been

proven effective. Whereas school exclusion of students

who pose a danger to the school makes sense for

achievement of safe and orderly schools, suspension

for lower-level offenses, as with office referrals, leads

to reduced academic engagement time and may not

lead to the desired change in future behavior. Auto-

matic exclusions, in the absence of exploration of the

root causes of misbehavior or without intervention

designed to specifically address the problem behavior,

contribute to limited effectiveness of the suspension.

In order to avoid overuse of suspension as an inef-

fective consequence for misbehavior, it should be

used thoughtfully and judiciously. Data on who gets

suspended for what offenses should be carefully mon-

itored. As with office referrals, repeat offenders

account for a good proportion of the suspensions, and

appropriate interventions can be targeted to this

group. Schools now use in-school suspension in order

to monitor out-of-class time and lessen the impact of

loss of academic engagement time.

Expulsion

Suspension is the first step toward expulsion.

School administrators must recommend expulsion for

some offenses. The balance that school administrators

must face in final expulsion from school is maintain-

ing the safety of their school campus and denying the

educational opportunity of the student being excluded.

The risks for the student are those associated with vio-

lations of due process and bias that may enter the pro-

cess, resulting in an unfair exclusion from school. The

factors associated with how students arrive at the

expulsion event may be framed as risk factors; that is,

students who get expelled demonstrate risk in areas of

ethnicity, disability, school maladjustment, lack of

parent advocacy, and alienation from activities and

people at school.

However, there are protections embedded within the

school expulsion process. The final decision about

school exclusion is a school board decision. The board

may have the discretion to suspend the expulsion order

and return the student to the district, perhaps to another

school within the district. Furthermore, many states

now require that alternative education be provided to

students upon expulsion. Another positive influence on

a district action to stop short of expulsion is the pres-

ence of an advocate in the student’s school, commu-

nity, or family. These individuals might vouch for the

overall character of the student, ensure that due process

is being followed, or advocate for the continuity in cur-

rent educational and therapeutic interventions. A stu-

dent who has multiple positive factors in his or her

school record (e.g., extramural activities, leadership

roles, good grades) is less likely to receive the full

expulsion consequence. Finally, special education

services and support serve as a deterrent to school

expulsion (i.e., beyond the initial recommendation),

especially given the protections provided to special

education students under federal law.

Continued examination of school expulsion data,

as with office referral and suspension indices, is

recommended in order to provide a check on who is

being expelled and what outcomes befall students

who are expelled. There is a dearth of information

about outcomes for expelled students in the research

literature to date.

Use of School Discipline Indices

A cautionary note about disciplinary indices is

offered here. Despite attempts to associate group- and

individual-level statistics with negative, risky out-

comes, these indices are not necessarily intended to

serve as reliable and valid measures of misbehavior.

Rather, they have been developed as legal and record-

keeping measures. Office referrals help communicate

between teacher and principal about student misbe-

havior. Suspension and expulsion data result from

legal due process procedures for excluding students

from school. Because these indices were not necessar-

ily intended to be used for group and individual

description and prediction, these systems are fraught

with error in design and implementation. This lack of

reliability of office referral, suspension, and expulsion

counts compounds the basic challenge of finding

evidence that these processes are effective. The

increased use of suspension/expulsion is especially
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contradictory within an educational/political climate

that demands utilization of evidence-based practice.

Intervention After Disciplinary Actions

A student may receive suspension from school and

never get in trouble at school again. However, stu-

dents often continue to reoffend and need more inten-

sive intervention for their behavior and its underlying

roots. As an alternative to school removal for recur-

ring misbehavior, the most common interventions

include targeted interventions for misbehavior and

aggression and placement in alternative settings.

Targeted Interventions

Targeted interventions may include intervention

for the student’s problem behavior (anger manage-

ment, conflict resolution, social skill instruction) as

well as intervention in the nonschool settings in the

student’s life (home, community). FAST Track is an

example of a comprehensive program that includes

intervention in the student’s home (parent training) as

well as in school (academic tutoring). The Multisyste-

mic Therapy (MST) program is an evidence-based

program that includes intensive, therapeutic interven-

tion within the student’s home environment. Another

targeted intervention receiving attention is restorative

justice. A restorative justice program involves the

offender and victim in a process of identification of

the offense and attempting to repair the damage. This

type of program facilitates the building of relationships

and sense of community as opposed to punishment-

based exclusion.

Alternative Settings

Alternative education programs may provide ser-

vices to students who have been expelled, but not all

students who are expelled are afforded the right to

attend an alternative education program. There are no

federal laws mandating that all states provide alterna-

tive education placement for students who are expelled.

Currently, the decision as to whether these alternative

programs are discretionary or mandatory in nature var-

ies state by state.

Perhaps because of the wide variety of students

served, as well as the differing legislation across

states regarding implementation of programs, very lit-

tle is known about how well alternative education

placements serve students, particularly those who have

been expelled. Some programs have made claims that

their alternative education programs have had some

success in (a) providing GED completion, remedial

assistance, and vocational training; (b) developing

communication, coping, and self-control skills; and

(c) keeping students in school. Strategies that are likely

to lead to successful alternative education programs

include the following: (a) low student–teacher ratio,

(b) highly structured classrooms with behavioral class-

room management, (c) positive rather than punitive

emphasis in behavior management, (d) availability of

adult mentors, (e) individualized behavioral inter-

ventions based on functional behavioral assessment,

(f) social skill instruction, (g) high-quality academic

instruction, and (h) parent involvement.

Involvement in either targeted interventions or in

alternative education provides students who have been

excluded from school the protective opportunity to

gain skills that will be necessary to re-engage in the

school environment in a productive way. Students

who do not receive programming to build skills and

change behavior are at high risk for failing again upon

their return to the school environment.

Best Practices

To summarize the basic principles of best practices in

school discipline, the American Bar Association passed

a resolution in which it outlined three principles that

apply to the protective processes described in this

entry. The Association opposed schools’ zero-tolerance

disciplinary policies that fail to take into account the

circumstances or nature of an offense or an accused

student’s history. It supported three principles concern-

ing schools discipline: (1) Schools should have strong

policies against gun possession and be safe places for

students to learn and develop; (2) in cases involving

alleged student misbehavior, school officials should

exercise sound discretion that is consistent with princi-

ples of due process and consider the individual student

and the particular circumstances of misconduct; and

(3) alternatives to expulsion or referral for prosecution

should be developed that will improve student behavior

and school climate without making schools dangerous.

Effective practices associated with these principles will

keep students in schools; ineffective practices will cre-

ate a great risk for student removal from school.

Gale M. Morrison
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DISCOVERY LEARNING

Issues concerning human learning are among the criti-

cal topics in educational psychology, child develop-

ment, and cognitive science. One central focus has

been on the issue of how students learn and teachers

teach best, and discovery learning versus direct

instruction has been a contentious debate in modern

educational theory and practice. Stemming from the

theoretical perspective of constructivism, discovery

learning is believed to be a tool for facilitating the

creation and organization of knowledge, as well as

the transfer of that knowledge across different con-

texts. This approach contrasts with views that empha-

size direct instruction from teacher to student. This

entry addresses the following central issues: how

discovery learning is defined, the empirical evidence

in favor of discovery learning or direct instruction,

and the facilitation of discovery and transfer.

Definition

Discovery learning is a general approach that involves

mindful participation and active inquiry in the acqui-

sition of concepts and strategies. In classroom con-

texts, it refers to a form of curriculum in which

students are encouraged to actively explore and figure

out the concepts, solutions, or strategies at hand. A

widely accepted idea is that discovery learning is the

most appropriate and effective approach to facilitating

deep and lasting understanding. This approach is often

contrasted with direct instruction or expository learn-

ing, which typically refers to traditional, content-

oriented methods whereby the instructor lectures to

students. Learning associated with direct instruction is

often believed to be less engaged and less active, and

thus less effective.

The spirit of discovery learning can be traced back

to philosophical traditions. The French philosopher

Jean-Jacques Rousseau believed that children do not

learn well via instruction and therefore should be given

maximum freedom to explore their surroundings. He

claimed that children learn primarily from spontaneous

exploration of the environment and from interactions

with people and objects. John Dewey posited that the

essence of education is learning by doing and explor-

ing. According to Dewey, discovery learning provides

the ‘‘intimate and necessary relation between the pro-

cesses of actual experience and education.’’

Discovery learning is at the core of the construc-

tionist view of education. According to Jean Piaget,

children learn by interacting with the environment,

both physically and mentally. He emphasized the

importance of ‘‘cultivating the experimental mind.’’

Educators must teach children how to use discovery

as a tool for constructing and acting on their worlds.

Another constructionist, Jerome Bruner, was an early

advocator of discovery learning environments. He

believed that allowing students to learn by construct-

ing knowledge structures would lead to improved

intellectual ingenuity and persistence, as well as

increased motivation to learn. He claimed that

emphasis on discovery in learning has precisely the

effect on the learner of leading him to be a construc-

tionist, to organize what he is encountering in a manner
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not only designed to discover regularity and related-

ness, but also to avoid the kind of information drift

that fails to keep account of the uses to which informa-

tion might have to be put (Bruner, 1962, p. 87).

Thus, discovery learning is effective at helping the stu-

dent uncover the underlying principles of a domain and

in generalizing that knowledge to other tasks and con-

texts. Despite the widespread appeal of discovery

learning and strong endorsements by a wide range of

theorists and educational researchers, major issues and

controversies remain regarding the role of discovery in

learning and the evidence supporting this approach.

Empirical Evidence

Over the past half century, psychological researchers

and educators have engaged in substantial debate

about which approach, discovery versus expository

learning, is more appropriate and effective. Although

many have favored discovery learning over expository

learning, others argued against discovery learning.

More recent empirical research has generated mixed

findings supporting each view. In particular, there are

two related issues concerning the role of discovery or

direct instruction in learning outcomes: (1) Can stu-

dents discover strategies or rules? If so, (2) can they

transfer what has been discovered to other contexts

and situations?

The first issue is whether students are capable of

making discoveries on their own, rather than being

taught. There are ample examples of students’ discov-

ery of problem-solving rules or strategies. For exam-

ple, even 5- and 6-year-old children are capable of

discovering new rules for solving problems on the

balance scale task. This task involves making predic-

tions about whether the scale will go down on one

side or stay level when a set of weights is placed on

each side of the scale. How the scale moves depends

on two factors: the number of weights placed on each

side and the distance of the weights from the fulcrum

of the scale. Children at this age typically make pre-

dictions based on the amount of weight on each side,

but not distance. However, after having an opportu-

nity to make predictions and then observe how the

scale moves, children discovered the relevance of

distance to the task. Therefore, children discovered

a more advanced problem-solving rule in the sense

that the experimenter never explicitly told children to

pay attention to the dimension of distance.

Still, the effectiveness with which students dis-

cover rules or strategies depends on the mental activi-

ties in which the students engage and the guidance

that teachers provide during the learning process. Dis-

covery learning ranges from pure discovery to guided

discovery. For the former type of learning, the learner

explores the problem area in an unconstrained envi-

ronment without direction or feedback from the

teacher. In contrast, the latter type of learning

involves supervision and guidance during the discov-

ery process. In a 2004 article in American Psycholo-

gist, Richard Mayer reviewed studies of discovery

learning between the 1960s and 1980s and argued that

evidence in support of guided discovery was more

prominent than for pure discovery. The findings of

discovery learning of problem-solving rules, conser-

vation strategies, and computer programming con-

cepts all indicated that pure discovery is much less

effective, as the learner often fails to recognize key

principles and strategies and thus is not able to assimi-

late new experiences with existing knowledge. In con-

trast, guided discovery has proven to be more

effective than pure discovery in promoting learning

and transfer. Learners benefit from scaffolded experi-

ence, whereby the instructor provides constrained

problem spaces to explore, encourages cognitive

activities, or redirects learners when they went astray.

Another related issue is whether learners transfer

more effectively when rules or strategies are discovered

or when they are taught directly. Several studies have

demonstrated that students who discover new concepts

or strategies are more likely to extend this knowledge

to new tasks than those students who learn from direct

instruction. For example, in a 1990 paper in Cognition

and Instruction, Mark McDaniel and Mark Schlager

explored college students’ strategy learning in solving

Luchin’s Water Jar problems. In this task, the solver

must use a given array of three jars (A, B, C) to mea-

sure out a particular amount of water into a larger jar.

Solution of the problem typically requires the use of an

equation based on a combination of the three jars (e.g.,

1A – 1C – 2B). It was found that requiring learners to

discover a solution strategy for this problem led to bet-

ter performance on a transfer problem, which required

the generation of a new solution equation. Thus, requir-

ing students to generate equations based on the given

tools proved to be most critical, and discovery con-

ferred benefits beyond instruction.

In contrast, other experimental research comparing

learning and transfer outcomes between instruction
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and discovery suggests otherwise. In a 2004 Psycho-

logical Science article, David Klahr and Milena

Nigam compared elementary school children’s learn-

ing and transfer of the Control of Variable strategy in

experimentation. They assessed children’s conceptual

understanding that only unconfounded experiments

generate clear experimental evidence. Specifically,

children were asked to design appropriate experiments

based on the manipulation of appropriate variables

and control of potentially confounding variables. In

this study, one group of children was taught the

strategy through direct instruction—an experimenter

explained the importance of controlling confounding

variables and manipulating variables of interest. A

second group of children was allowed to interact

freely with the problem materials. Therefore, if the

children learned the strategy, it was through a process

of discovery. The results showed that more children

in the instruction condition learned the strategy com-

pared to the children in the discovery group. Further-

more, many more children in the instruction condition

were able to transfer what they learned. Numerous

other lab experiments and classroom studies have also

demonstrated the importance of instructional support

and intervention during learning of mathematical and

scientific concepts.

These mixed results suggest that it might not be pro-

ductive to simply classify learning as discovery based

or instruction based. Whether children discover target

rules or strategies and how they transfer what they

learn to other tasks depend on children’s ages, their ini-

tial knowledge, the nature of the tasks, and the cogni-

tive activities engaged during the process of learning.

These seemingly contradictory findings, in fact, point

to the need to recognize various forms and types of dis-

covery learning between the two extremes of the spec-

trum: direct instruction and pure discovery. Perhaps the

key is how to provide guidance during discovery. Psy-

chological studies have pointed to several promising

approaches to promoting discovery and transfer.

Facilitating Discovery and Transfer

Task Selection

A teacher’s guidance can play a critical role in

supporting discovery when learning materials are care-

fully organized and presented so as to streamline the

discovery process. For example, in a 1976 study pub-

lished in Cognitive Psychology, Siegler provided some

5-year-old children with feedback from problems in

which the weights were the same on both sides but

were placed on different pegs from the fulcrum. Other

children received feedback from more complex pro-

blems in which one side had more weight, and

the other side had the weight farther from the fulcrum.

The first group learned more effectively and discovered

the role of distance, whereas the second group did not

learn to incorporate the distance dimension into their

predictions. This moderate-discrepancy hypothesis sug-

gests that the most effective experiences for promoting

discovery are those that are somewhat, but not greatly,

beyond children’s existing problem-solving abilities.

The role of guidance in organizing tasks for facilitating

discovery is also evident in a study with college stu-

dents by Zhe Chen and Mo Lei. Students who received

more diverse instances of Luchin’s Water Jar problems

(diverse equations such as 1A – 2B+ 1C and 1A – 2C

and different types of problems such as volume, length,

and area problems) were more likely to formulate

a general problem-solving principle and apply it to

novel tasks than these who received very similar tasks.

Guiding Questions and Self-Explanations

Another approach for effectively guiding discovery

is the use of probing questions to direct students’ atten-

tion to important features of the problem. In the case

of learning the Control of Variable strategy, Chen and

David Klahr conducted a study, published in 1999 in

Child Development, in which they compared and con-

trasted two learning conditions in which elementary

school children learned the Control of Variable strat-

egy. The children’s task was to design a series of valid

experiments. In each, a single contrast was made (e.g.,

setting up two ramps that differ only in steepness, but

not in other variables, in order to test the effects of

steepness on how far a ball would travel down on the

ramp). Although no explicit rationales were provided

in either condition, two learning conditions differed in

whether the experimenter asked children to explain

why they designed a particular test and how they

would interpret the experimental outcomes. Children in

the directed questioning, or probe, condition thus had

the opportunity to generate explanations of their rea-

soning behind their choice of objects for their experi-

ment and for the possible conclusions from their

design. The results indicate that elementary school chil-

dren benefit from the systematic questions designed to

promote deeper understanding. In contrast, allowing
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a child to interact freely with experimental materials/

devices without asking guiding questions is insufficient

for promoting discovery and transfer. Children’s supe-

rior performance in learning and transferring the Con-

trol of Variable strategy in the probe condition further

supports a growing body of studies demonstrating that

the opportunity to generate self-explanations enhances

children’s learning.

Self-Generations

A number of studies have demonstrated the effects

of mental activities during learning on discovery.

Requesting students to generate evidence for their

own opinions or to provide instances of principles has

proven effective for fostering deeper understanding.

Earlier research suggests that beginning lessons by

asking students to generate their own ideas about phe-

nomena, instead of directly telling students correct

answers, is effective in facilitating formula compre-

hension and solving transfer problems. Similarly,

encouraging students to generate concrete examples

of abstract principles has been found to enhance

understanding of the concepts and facilitate subse-

quent transfer. Other recent studies have shown that

when students are asked to recall similar information,

they tend to use superficial information in solving

problems. In contrast, when students are required to

process information by generating analogies, they

tend to use underlying structural information.

Future Research

Discovery learning has long been favored as an effec-

tive approach to acquiring concepts, rules, and strate-

gies. Despite the lasting and widespread appeal of

active, mindful, explorative, and inquiring-oriented

learning, the concept of discovery learning has been

more of a philosophical belief or educational ideology

than a pedagogical method that is grounded in and

guided by empirical findings. Empirical research has

suggested that guided discovery appears to be a better

approach to promoting learning than pure discovery,

and it has pointed to several approaches to promoting

discovery and transfer during learning. A fruitful ave-

nue for future research, according to Mayer, would be

to explore precise mechanisms involved in discovery

learning, in particular the quantity and quality of guid-

ance that results in optimal learning performance.

This type of empirical evidence generated from lab

and classroom experiments can then be extended to

and used to guide educational practice. Commonsense

beliefs about the importance of inquisitiveness can

then be separated from empirically driven educational

practices, and discovery learning would then be estab-

lished as a truly evidence-based educational method.

Zhe Chen and Ryan Honomichl
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DISCRIMINATION

In the social sciences, discrimination refers to the dif-

ferential treatment of people as a function of their

group membership. Because many people experience
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discrimination over the course of their lives, and

because people may discriminate without conscious

awareness, discrimination is an extremely relevant

topic within educational psychology. This entry defines

discrimination and then explains its causes and conse-

quences. Finally, several attempts to combat discrimi-

nation will be described.

Definition of Discrimination

Discrimination includes differences in verbal and non-

verbal behavior, such as when a White interviewer

makes speech errors or less eye contact when interact-

ing with an African American as opposed to a White

job applicant. Discrimination may also be blatant or

subtle in form, and it may be intentional or uninten-

tional. For instance, discrimination may include obvi-

ous acts of aggression, social exclusion, differences in

the allocation of valued resources (e.g., raises and

promotions), or subtle acts of condescension. Discrim-

ination may, at times, seem to be characterized by

seemingly kind acts, as well as negative acts. Tradi-

tional women and elderly people, for instance, may

be excessively praised for accomplishments because

such accomplishments are not expected of women

and elderly people. Importantly, however, such praise

tends to be condescending because it has an implicit

qualifier, such as ‘‘Wow, she’s great, for a woman!’’

Members of many different groups may be targets

of discrimination. These groups include, but are not

limited to, women, racial minorities, elderly people,

gay men, lesbian women, immigrants, people who

live in poverty, people with physical disabilities, and

overweight people.

Causes of Discrimination

Discrimination is thought to follow from prejudice

and stereotyping. Although this is often the case,

stereotyping, prejudice, and discrimination are distinct

constructs.

Stereotypes, prejudice, and discrimination are

typically conceptualized as the three components of

intergroup attitudes. Prejudice refers to the affective

component of an attitude. It describes the way a person

feels about a particular group, which can be negative

or positive. Stereotyping refers to the cognitive com-

ponent of an attitude. In other words, stereotypes

are beliefs about a particular group. Like prejudice,

stereotypes can have negative and/or positive content.

If someone thinks that women are warm and commu-

nal, but not influential and leader-like, then that per-

son holds a stereotype about women. Discrimination

refers to the behavioral component of an attitude.

Discrimination is a complex phenomenon that some-

times stems from prejudice. Some theorists, for exam-

ple, argue that prejudice often is expressed through

ingroup favoritism. People tend to value that which is

and those who are familiar, and people tend to protect

their values through ingroup favoritism. Others have

linked prejudice and discrimination to personality con-

structs, such as the authoritarian personality (character-

ized by preoccupation with power, authority, and

adherence to cultural ideals). Importantly, discrimina-

tion is related to the natural and adaptive mechanisms

humans use to negotiate and make sense of complex

social contexts. People view themselves as group mem-

bers to satisfy the need to belong and to achieve posi-

tive social identities. By associating with groups and

differentiating one’s own group from other groups, peo-

ple can belong to valued groups and achieve a positive

sense of self. Ironically, adaptive self processes are

often associated with discrimination, or favoring one’s

own group at the expense of the other groups.

There is also ample evidence that stereotypes and

discrimination are linked. For instance, educational

and social psychologists have conducted research on

self-fulfilling prophecies, particularly in educational

settings. The concept of self-fulfilling prophecy was

first put forth by sociologist Robert Merton, who sug-

gested that one person’s expectations about another

person could cause changes in that other person’s

behavior. Picking up on this idea, Robert Rosenthal

and Lenore Jacobson published their famous ‘‘Pygma-

lion in the classroom’’ study. These researchers led

teachers to believe that certain students in their class-

room were ‘‘late bloomers,’’ thus creating the expec-

tancy that these students had traits that would lead

them to be stars in the classroom. The so-called late

bloomers were, however, randomly selected. Never-

theless, compared to a control group of students, the

late bloomers showed more striking gains in IQ

over their elementary school years. Rosenthal and

Jacobson’s seminal research inspired much theory,

research, and debate. After nearly four decades of the-

ory and research on self-fulfilling prophecy effects, and

related outcomes, most acknowledge that stereotype-

based expectations influence behaviors in ways that

reinforce and maintain stereotypes, and the status quo

more generally.
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Although expectancies can be formed consciously,

the self-fulfilling prophecy effect can be considered

unconscious in that people don’t purposefully set out

to change the behavior of others through their expecta-

tions. However, stereotyping can also influence dis-

crimination at an unconscious level. For instance,

stereotypes can be automatic in that when a person sees

someone else, he or she automatically processes certain

key information about that person (the person’s age,

race, and gender) without conscious awareness. This

categorization activates stereotypes associated with

particular groups. For example, when someone cate-

gorizes another person as African American, stereo-

types about African Americans become activated. Thus,

the person who is doing the categorizing may behave in

discriminatory ways based on the group to which the

target was ascribed. For instance, the perceiver may

stand further away from the person being categorized

than if that person had been categorized as White.

Consequences of Discrimination

Discrimination often has damaging consequences. For

instance, many scholars have theorized that discrimi-

nation leads to decreased confidence and self-esteem.

Although this idea has been challenged, evidence

remains that discrimination leads to harmful emo-

tional effects. These include anxiety, self-doubt,

decreased confidence, increased anger, and fear of

confirming negative stereotypes.

In addition to psychological consequences, dis-

crimination may result in tangible, everyday harms.

One of the most frequently documented cases of dis-

crimination involves ‘‘equal pay for equal work.’’

Although women frequently do not realize that they

are the victims of discrimination because they do not

have access to the financial records of men in their

companies and therefore do not know that they are

earning comparatively less, they still earn an average

of only 76 cents for each dollar earned by men.

Discrimination can also adversely affect academic

performance. Members of stigmatized groups often

underachieve in academic settings. This could be due

to many factors, including the students’ fears of con-

firming stereotypes about their groups. This phenome-

non is known as stereotype threat. Thus, stereotyping

leads to decreased academic performance, which in

turn leads to discrimination, as grades and standard-

ized test scores influence hiring and admission deci-

sions. This results in a system whereby members of

stigmatized groups experience discrimination due to

their underperformance on academic tasks, which is

at least partially the result of stereotypes about their

group.

Combating Discrimination

To reduce discrimination, the U.S. government has

implemented several policies, including affirmative

action. Affirmative action began in 1965, when Presi-

dent Lyndon B. Johnson signed a mandate requiring

federal contractors to not ‘‘discriminate against any

employee or applicant for employment because of

race, color, religion, sex, or national origin’’ and to

‘‘take affirmative action to ensure that applicants are

employed, and that employees are treated during

employment, without regard to their race, color, reli-

gion, sex or national origin.’’

Affirmative action has created controversy with

regard to employment and admission to institutions of

higher education. In the 1978 Regents of the Univer-

sity of California v. Bakke case, the Supreme Court

ruled (five to four) that universities could consider

racial heritage when making admissions decisions. In

2003, the Court upheld this decision in cases involv-

ing the University of Michigan by ruling that race can

be one of many factors considered in admissions. The

Supreme Court further ruled, however, that point sys-

tems such as those used by the University of Michi-

gan’s undergraduate admissions program had to be

modified because they do not provide individualized

consideration of the applicants.

Nongovernmental intervention programs have also

been implemented across the United States. For

instance, one study found that African Americans per-

formed significantly better in school when asked to

write about values that were important to them as

a way to reaffirm their sense of personal adequacy.

Such intervention programs suggest that the harmful

effects of discrimination can be reduced through strat-

egies targeting stigmatized group members.

Larisa Heiphetz and Theresa K. Vescio
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DISTANCE LEARNING

Distance learning is a term in wide use today. Educa-

tors also refer to it as distance education and, in some

settings, distributed education. For the purposes of

this entry, distance learning is defined as the commu-

nication over distance between teacher and student

mediated by print or some form of technology

designed to bridge the separation between teacher and

student in space or time. Advances in information and

communication technology are changing the manner

in which instructors have traditionally conducted dis-

tance learning, and these changes are providing many

transformational possibilities for all levels of educa-

tion. With the development of many online tools and

the easing of prices for handheld computers and

audio/video players, students are increasingly able to

shift their distance learning experience not only

beyond temporal necessities, but also into new physi-

cal environments. Research libraries with access to

full-text documents are as available to students as are

lectures and symposia either streamed live or deliv-

ered asynchronously. Educators could argue the case

that advances in information and communication

technologies may make distance learning even more

interactive than face-to-face teaching and far less dis-

tant than once considered.

After an examination of the origins of distance

learning and a review of its basic features, this entry

examines some of the effects on pedagogy of course

management systems and other telecommunications

tools that are transforming the nature of schooling,

lifelong learning, and communities of learners.

Origins and Evolution
of Distance Learning

Distance learning has been available in one form or

another for hundreds of years. One of the earliest

examples of distance learning occurred in England in

the 1840s. The Pitman Company offered training in

shorthand through a series of lessons mailed to stu-

dents across the country. In hindsight, this was very

much a one-way, noninteractive approach to distance

learning.

Until recently, public interest in distance learning

was especially high only where there was a widely

distributed student population. One of the more

famous modern examples of distance learning took

place in Australia. Beginning in 1951, the School of

the Air officially opened to broadcast, by radio, les-

sons to the children of the Outback. Beginning with

one-way transmissions, coordinators soon added

a question period to follow the broadcasts. Interactiv-

ity, even in the beginning stages of technology-

enhanced distance learning, was highly valued.

Today, many institutions of higher education, both

public and private, are making use of distance learn-

ing to broaden the reach and scope of their particular

curricula. Of course, it is very important that students

who participate in distance learning are self-motivated

and able to work independently, but teachers also

have a particularly vital role to play in the process of

distance learning and its overall evolution.

Basic Features of Distance Learning

Distance learning and distance education programs

are experiencing a boom of sorts with the advent of

the Internet and the ability to transmit increasingly

large audio and video files over increasingly available

and accessible bandwidth. A proper examination of

distance learning must begin by determining how dis-

tance learning differs from face-to-face learning. In

fact, many research studies focusing on the efficacy

of distance learning compare it with face-to-face

learning. For that reason, researchers view many of

the tools and affordances of modern distance learning
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as supplements to or extensions of traditional or face-

to-face learning experiences.

One of the most basic features of traditional or

face-to-face learning for the student is the ability to

listen to and interact with the instructor. Distance

learning, using a variety of tools and technological

affordances, can replicate the primary experience of

listening to an instructor using audio files downloaded

and played on a computer or portable listening device.

Advances to this technology also enable students to

view the instructor and available visual aids on conve-

nient handheld devices. The availability of such files

leads to another feature of distance learning, the abil-

ity to shift the learning experience out of classroom

into a different time and place. This distribution of

the learning experience is known variously as ‘‘phase

shifted learning,’’ ‘‘asynchronous learning,’’ and ‘‘any

place any time learning.’’

Transactional Contact

Another important and essential element easily

accomplished in face-to-face instruction is transac-

tional contact, or the ability of the instructor to inter-

act with the student. With the advent of several

software tools, instructors can shift their transactional

contact with students beyond the classroom. Instruc-

tors accomplish this in two different ways.

In one way, the instructors retain the ability to

speak and even see the student over distance in real

time. Instructors accomplish this interactivity rela-

tively inexpensively with a simple web camera work-

ing in concert with instant messaging software. There

is available to instructors a range of sophisticated

video conference systems that transmit video and

audio over the Internet. These systems make use of an

Internet networking protocol widely referred to as

‘‘Video over IP.’’ An earlier version of this protocol,

which is still in use, makes use of ISDN or Internet

Subscriber Digital Networks to allow for two-way

video conferencing.

The other way of maintaining close transactional

contact between the instructor and the student is asyn-

chronously using software-driven quizzes and reviews

of instructional material that provide automated feed-

back to the student. Instructors can provide this feed-

back in varying intervals, for example, after the

submission of responses to a series of questions or

upon the submission of a response to a single ques-

tion. Variations of this technique are gaining greater

use within distance learning environments. One exam-

ple is to provide the conditional release of assign-

ments so that before students can progress to the next

stage or segmented element of learning, they must

demonstrate, in some manner, a degree of understand-

ing the material. The ability to automate this mastery

learning technique is a tool that is causing some

instructors to revamp the pedagogical structure of

their courses.

Distributed Learning Materials

One of the basic elements of distance learning that

technology has enhanced recently is the ability for

instructors to distribute reading materials for courses

quickly and efficiently as electronic documents acces-

sible across computing platforms. Many instructors

use the ubiquitous portable document format also

known as PDF, which requires a free software reader.

The instructor creates these documents, gathers them

from online sources, or scans them directly from a pri-

mary source.

It is not only documents that can be distributed in

this manner, but also spreadsheet files, still photo-

graphic images, software programs, and even movies.

Such a wealth of resources, commercially available

and user created, allows for the possibility of

increased opportunities for reinforcement or for the

reteaching of concepts. Resources such as these are

known as Learning Objects. Many distance learning

projects may store them in what is known as a Learn-

ing Object Repository (LOR) and make them avail-

able to other institutions and professors so they do not

need to reproduce work that another colleague has

already done.

Modification of Pedagogy

Such a wide availability of tools and resources also

allows the instructor to guide the student to the peda-

gogical experience and learning environment that is

most suited to the learning style of the student. Such

an explicit design of the learning experience, one that

the instructor can tailor directly to the learning style of

the student, is a great challenge to instructional design

experts and still the goal of many creative instructors.

In addition to modifying instruction to learning

styles, the latest technological affordances improve

instructors’ ability to present materials to accommodate

physical impairments or disabilities. For example,
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students may use text-reading software to read and

review class materials, and students with visual impair-

ments can use adaptive technologies to increase or

improve the visual presentation of materials using the

adaptive technologies of their choice.

Course Management Systems

With so many tools available to instructors, an

essential element of distance learning has become the

Course Management System, sometimes known as

CMS, or a Learning Management System, or LMS.

These management systems make available to instruc-

tors a variety of tools they may opt to use to make the

distance learning experience uniquely tailored to the

course content. The potential tools and affordances, of

course, can be broken down along various continua,

such as content rich versus content poor or synchro-

nous versus asynchronous.

Discussion Lists

Discussion lists are primarily asynchronous, text-

based opportunities for students to respond to ques-

tions and discussion topics and to interact with each

other in the familiar environment of their e-mail pro-

gram of choice. Innovations in this area are allowing

students to leave video or audio messages for each

other and their instructor.

Threaded Discussions

Commonly known as discussion boards, threaded

discussions are web based, and the instructor can set

the degree to which students may respond by limiting

length of response or the number of responses. One

benefit of the threaded discussion is that instructors

can populate the discussions with small groups of stu-

dents and change those groupings as needed.

Chat

Chat, sometimes known as the Internet Relay Chat

(IRC), allows multiple participants in the course to

enter a text-based environment to correspond with each

other and the instructor. An unfortunate drawback of

this tool is that students sometimes have difficulty

following multiple conversations simultaneously. For

this reason, many course management systems allow

students to color code their text to make it more easily

recognizable by others in the conversation. Some

course management systems allow the use of images

or avatars to represent the speaker in a conversation.

Internal Communication

Course Management Systems sometimes employ

their own e-mail services that are accessible only

when the students log on to the course. Also widely

available are tools for instant messaging or paging

another individual in the class when students log on

to the system. Recent iterations of this tool allow the

posting of video messages.

Presentation Tools

Instructors who employ visual slide presentations in

their face-to-face teaching can post the presentation in

its entirety to the online course. They can also use

many available tools to capture their speech and

include their narration with the presentation or post

their narration as an enhanced podcast that students

may review asynchronously. Using other widely avail-

able tools, instructors may also capture a sequence of

keystrokes to illustrate a technique or the steps neces-

sary to operate a software program. They may also use

an electronic white board enabling the instructor to

interact with graphical elements in the course using

a digital marker.

Digital Content

Distance learning also enables students to partici-

pate in the creation of learning objects that the

instructor can share with the class or other colleagues.

One of these techniques is to create a repository of

digital objects for analysis and critique by other stu-

dents in the course. Depending upon the nature of the

digital objects, such as images, movies, software, and

Web pages, there are several systems by which stu-

dents may access these objects. For example, students

may create a glossary for use by fellow students. Stu-

dents may also make use of a tool known as a wiki,

which will allow classmates the opportunity to edit

a living document as the knowledge base is refined,

improved upon, or corrected.

Instructors also may make use of the repository of

digital teaching tools created by their peers in the

field. Instructors add these digital tools to the digital

repository and tag them with key words, sometimes

known as metatags, which allow the repository to

store and retrieve the objects with ease. The rise of
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this method of exchanging digital teaching tools has

led to the development of standards for the industry.

The Sharable Content Object Reference Model

(SCORM) is the standard for tracking records in

learning management systems. The benefit of having

this sort of repository is that the users, both students

and instructors, can go to the database, or repository,

to view or download tools.

Issues Related to Distance Learning

In some institutes of higher education, much has been

made of the increasing absenteeism of students

because of professors and instructors being able to

distribute their lectures in digital format. Some

instructors see this loss of students in a physical build-

ing as anathema to their understanding and perception

of themselves as teachers. With so much of the face-

to-face classroom experience enhanced by myriad

ways of gaining feedback from the class, from laugh-

ter to subtle signs of discomfort, the instructor loses

the opportunity, in some respects, to modify the pre-

sentation of concepts to his or her students. For exam-

ple, an instructor who is speaking about a social

networking site on the Internet as a tool for research

may have his or her lecture interrupted by a comment

from a student who may be aware of a similar site

that the professor could then include in future lectures

or use to forward his or her own research agenda.

Assessment and Shifting Strategies

One of the most common features of any sort of

educational interaction is the ability of the instructor

to perform either summative or formative evaluation

to determine whether students have understood the

concepts of the course. In a face-to-face teaching

environment, instructors conduct performance evalua-

tions informally or through assigned projects, whereas

summative evaluations are usually the domain of the

pencil-and-paper test for examination.

In the online distance learning environment, one of

the earliest implementation issues to arise reflected

the difficulties of assessing work done by students

beyond the scrutiny and gaze of the instructor.

Responses to the difficulty of determining whether the

students’ work is their own have gone in two direc-

tions. One way of reducing the possibility that stu-

dents might share answers is for instructors to provide

limited timed testing situations whereby students have

only one opportunity to answer questions.

Such tools and techniques to restrict the possibility

that students will do summative evaluations in concert

with their classmates have their place. However, other

instructors have taken a different and potentially trans-

formative approach in response to this problem. That

approach has been to change the nature of the assign-

ments students are doing in class. The changes have

used many of the tools and affordances of the distance

learning environment and course management system

employed. Responses to the issues related to assessing

learning have led to a major shift in pedagogical

models.

Collaborative Teams

One of these transformational changes in pedagogy

has been the development of collaborative teams in

which students work on a project together online and

evaluate each other’s contributions to the sum total of

the project. The overarching concept behind this

approach is that in order to accomplish the project, as

a team, members needed a full conceptual grasp of

the core concepts. Students would then demonstrate

this understanding of the concepts through methods

incorporating higher-level thinking skills. Simple

restatement of basic facts, which may have been

a standard feature in a face-to-face classroom, is

a technique that instructors are replacing with project-

based activities involving synthesis of new material,

evaluation of the work of others, and activities typi-

cally associated with complicated thinking tasks.

The Role of Community
in Distance Learning

In distance learning, two opposing pedagogical per-

spectives have had an impact on instructional design:

symbol processing and situated cognition. With sym-

bol processing, the teacher transforms abstract ideas

into concrete images that he or she presents to the

learner via some sort of medium such as television,

radio, or the Internet. The job of the learner is to per-

ceive, decode, and store the information from the con-

crete images.

With situated cognition, the student interacts with

both the problem and the construction of a solution to

the problem. Students engage in a process of inquiry

and draw conclusions from that process. Instructional
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designers develop presentations that enable learners

to construct new knowledge by interacting with the

instruction.

In some respects, distance learning recreates the

teacher–student interaction of a face-to-face class-

room, but it does so through either synchronous or

asynchronous means. Although generally considered

primarily asynchronous with the occasional synchro-

nous interactions through a variety of technological

means, recent studies have suggested that one of the

better models for distance education includes some

face-to-face teaching and direct interaction with stu-

dents. Instructors can effectively place this face-to-

face interaction at the beginning of the course or spread

it throughout. The physical interaction with students

allows the online instructor an opportunity for rich

feedback and encourages a more robust learning

community.

Virtual learning communities, facilitated by the

instructor, increase interactivity between teacher and

student and encourage students to interact with each

other and with the course content in the online envi-

ronment. In the case where many thousands of miles

separate students, instructors can use inexpensive

technological tools to encourage the sense of a learn-

ing community.

Lifelong Learning and Distance Education

Although the traditional perception of distance lear-

ners is that of the university student or adults engaged

in lifelong learning, there are many interesting forms

of distance education occurring at the elementary and

middle school levels of education. Mostly these are in

the form of enrichment activities or telecommunication

projects involving the entire class. There are many

online sources for projects such as these if teachers

were to express an interest in participating. Some pro-

jects make use of televised instructional sources,

whereas others are entirely text based through elec-

tronic mail or through the Internet. Recently, students

at this stage in their education have participated as data

gatherers in a larger network of students, sometimes

global in nature, engaged in discovery projects.

At the secondary school level, rural classrooms

and small school districts are making use of distance

education courses to help students take advanced

placement courses that their school district is not able

to offer because of limited enrollment or funding.

Educators can also offer these opportunities for taking

courses outside the core curriculum in areas such as

vocational education or foreign language to students

who are not able to attend school because of a disabil-

ity or because they have chosen to be homeschooled.

One concern that some educators have recently

raised is that the boom in distance education may

disenfranchise students lacking the skills of self-

motivation and discipline. The availability of techno-

logical tools enabling the growth of distance learning

does not ensure that instructors are well trained either

in the development of online courses or in their

delivery. Although a high level of interactivity with

students can overcome deficiencies in some online

courses, some states have considered mandating that

at least one online course be required for graduation.

In this way, students will gain familiarity with dis-

tance education methods and delivery systems,

a method of teaching they will undoubtedly encounter

in their lives beyond high school.

Digital Literacy

Although television and the Internet can motivate

students and stimulate an interest in learning, exciting

visuals may serve to focus students’ attention more on

the form than on the message and underlying mean-

ing. This concern has led to much discussion about

the necessity of developing a new kind of literacy in

which students are able to distinguish between fact

and persuasion, between valid information and propa-

ganda, and between reliable sources and biased opin-

ion. Educators have begun calling this phenomenon

digital literacy or Internet literacy.

Advantages and Disadvantages

There appear to be as many advantages to distance

learning as there are disadvantages for each of the sta-

keholders involved. For students, distance learning ren-

ders distance from training centers less relevant.

Distance learning has flexibility, accessibility, the abil-

ity to create a self-paced learning environment, and less

wasted time. That said, there is a loss of direct interac-

tion with the instructor and classmates, a potential loss

of immediate feedback, the risk of a higher rate of fail-

ure, no access to a physical library, and the potential

limitations of the student’s own computer system.

For the instructors, there is the possibility of a larger

audience, less classroom repetition, more time avail-

able to upgrade the course, and the acquisition of

Distance Learning 265



a new teaching experience. However, distance learning

changes the dynamics of the classroom environment,

there is no visual contact with students, it is sometimes

difficult to evaluate students’ work, and there is a huge

workload at the beginning of the course.

For the institution, there is no need for a physical

building, there is potential for international clientele,

and the possibility of additional income streams.

However, the institution may be in a position to have

to reevaluate how it grants credits, it may have to

redefine the role of the professor’s duties, and it may

have to define the rules and procedures for online

courses. Additionally, the institution must police an

increasingly complex environment regarding copyright

and digital rights management.

Distance Learning 2.0

Distance learning is turning a huge corner as scholars

and nonscholars alike are using newly emerging social

networking tools. In the most recent versions of dis-

tance learning, instruction held within classrooms is

gradually shifting toward classes conducted virtually,

within a computer-mediated communication environ-

ment. What is happening now is a steady shift toward

learning beyond the classroom in ways that we

might excuse the most forward of thinkers for not

envisioning.

Sometimes referred to as e-Learning 2.0 or the

read/write web, with social networking tools requiring

almost no specialized software such as blogs, wikis,

and podcasting, the nature of distance learning is trans-

forming. It is moving from the formal model of the

instructor in charge of a curriculum to that of an infor-

mal gathering of like-minded researchers, both profes-

sional and amateur, communicating with each other

through direct dialogue or through a trail of references.

Using any of a large range of tools, students, classes,

or even whole departments can add tags to articles

found online and store these tags as links to the articles

in such a way that they can share their finds with their

larger community of scholars.

The use of interactive blogs creates a social net-

work that moves beyond the very concept of what

a course is and can move learning to a place beyond

the classroom and even beyond the structured curricu-

lum. Even within a structured curriculum, online

blogging tools, with their capability of allowing com-

ments, will enable outside experts to add comments

and insights to transform and increase the potential

for enrichment to the distance learning environment.

Such tools support increased feedback from instruc-

tors, but there is even greater potential for the devel-

opment of community-centered instruction. Such

tools move education from theoretical notions about

social cognition and the development of communities

of practice to concrete experiences for teachers to cre-

ate online learning communities.

Of course, the educational interactions do not sim-

ply occur without planning on the part of the instructor.

Despite the increased participation by all but the most

reluctant students to participate in class discussions in

an online setting, there is still a need to set guidelines

and provide educational leadership and facilitation.

The tool known as a wiki enables many users to

add to a base of knowledge drawn from their own

research and investigations into a topic. Instructors

can add a line or two of information with a link to an

outside reference source that students can then modify

and inform with many other additional sources. This

knowledge construction is more actively engaging

than other, more passive forms of pedagogy. With the

advent of new online tools, such wikis are becoming

commonplace classroom tools in the distance learning

environment.

Michael H. McVey
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DIVERGENT THINKING

Creative thinking is often dichotomized into thinking

that is convergent and thinking that is divergent. Of

the two, convergent thinking is much simpler to mea-

sure and operationalize, whereas the latter, a cognitive

process that engenders a variety of novel and uncon-

ventional products, has proven far more difficult to

model, measure, and predict. To address the complex-

ity of this difficulty, it may be helpful to clarify what

divergent thinking is not. By framing a discussion of

divergent thinking upon a theoretical delimitation of

convergent thinking, one may develop a firmer foun-

dation for a description of cognitive processes that

are, by negative comparison, divergent.

The objective of convergent thinking is to generate

a conventional, consensually agreed-upon solution to

a problem. The problem presents as an initial triggering

mechanism or process input—be it a test prompt, an

assignment question, or an event—that generates the

production of a correct or an incorrect problem solu-

tion. Convergent cognitions, therefore, are necessarily

goal-directed, and thinking tends toward a linear, serial-

ized sequence of subprocesses channeled via feedback

mechanisms such as task monitoring, evaluation, and

output verification. Traditional models of the creative

process, such as Graham Wallas’s Preparation→
Incubation→ Illumination→Verification and John

Dewey’s Difficulty Felt→Difficulty Defined→ Infor-

mation Surveyed→ Solutions Suggested→Outcome

Considered reflect a deep-structure supposition that crea-

tive thinking is a linear, goal-directed process of solving

a problem. In addition, to the extent that the goal of con-

vergent thinking is to achieve objectives external to the

thinker—that is, success and failure are not based on

internal, personal criteria, but rather success is based on

the opinions, judgments, and preexistent correct solu-

tions of external agencies—affective engagement with

the problem to be solved may, at least initially, tend

toward an extrinsic rather than an intrinsic basis for indi-

vidual motivation and problem relevance.

In contrast to convergent thinking, divergent think-

ing does not rely on a problem input to initiate cogni-

tive process. A sculptor may ‘‘seek’’ a form in the

grain of a block of marble or a poet may ‘‘chase’’ the

meaning of a memory triggered by a chance image

that then initiates clusters of associated images, mem-

ories, and word sounds. These associative clusters

(conscious and otherwise), domain-specific facts, pro-

cedures and concepts, chance discoveries, environ-

mental intrusions, and dynamical process changes

need not work in a serialized fashion, but rather, sub-

systems may parallel process in simultaneity. As

a result, in order to be successful, the divergent

thinker has to remain sensitive to competing, often

chaotic interactions while maintaining the cognitive

equilibrium necessary to generate a coherent artifact.

The above description suggests that divergent

thinking processes engender an artifact that is, in

a sense, an emergent by-product of thinking, not the

end product of problem solving. Indeed, this product

as by-product paradigm implies that divergent produc-

tion, unlike convergent production, renders impossible

the prediction of a final outcome or the prospect of

recreating cognitive and affective processes back to

an initial impulse. Another way to consider this phe-

nomenon is, as the divergent thinker creates, that

which she or he creates affects and changes the crea-

tor, which in turn affects and changes that which is

created. A definition of divergent thinking, therefore,

must take into consideration the following subcon-

struct: Divergent thinking is simultaneously and recip-

rocally a creating process and a learning process.

Finally, apropos to the affective domain, if divergent

thinking has the capacity to be internally triggered,

and ideas are accepted, rejected, and integrated as

guided by personal, internal, intuitive proclivities,

then process-associated intrinsic motivation may play

a greater role in divergent thinking than it could, com-

paratively, in convergent thinking.

To summarize, divergent thinking is a complex,

associative process of bringing alternative, novel, and

unconventional ideas to emergence through activating

and accessing both conscious and subconscious sub-

systems and processes. Herein, the production as by-

product construct is characterized by two attributes:

First, the act of creation imparts learning-induced change

upon the creator, and second, divergent thinkers use

an open-ended, often chaotic process of seeking and

discovery in contrast to a closed-ended, consciously

task-monitored, linear process of solving and answering.
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Putting aside recognized issues of discriminant valid-

ity, construct validity, and interjudge reliability (e.g.,

how precisely may one determine what is or is not con-

ventional?), that traditional psychometric tests artifi-

cially initiate the cognitive process to be measured via

problem prompts suggests one hypothesis as to the lim-

ited predictive ability of these tests: External prompts

may have the effect of negatively influencing the affec-

tive domain of creativity and directly inhibiting the very

divergent, non-goal-directed seeking processes that

many measures of creativity attempt to capture.

William T. Akers
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DIVERSITY

In the field of educational psychology, diversity pri-

marily refers to differences across individuals and

groups. In order to talk about differences, there is

often an assumption about what is normal, typical, or

mainstream. Educational psychologists have been

interested in understanding human life by identifying

universal tendencies. Diversity is important to this

task because it is the concept through which hypothe-

sized human universals might be better understood.

For example, an interest in diversity helps psycholo-

gists understand why there is patterned variance

across individuals and groups given particular

hypothesized explanations for cognitive development.

Steele’s important work on stereotype threat has

explored how performance (including cognitive tasks)

can be influenced by social stereotypes. Because

social stereotypes work off of, and reinforce, social

expectations for groups of people (by race and gender,

for example), diversity is an important theme.

In mainstream educational psychology, it is rare to

find the word diversity in the index or in a chapter

title. Its position in educational psychology is some-

what indicated by that fact. It is, nonetheless, not

a totally invisible concept. Diversity has found its

way into educational psychology because researchers

are interested in the ways in which society and social

forces influence the individual. As such, racial and

gender diversity as social forces, for example, have

gained the interest of educational psychologists.

Moreover, concern for social justice and attempts to

understand social phenomena such as violence and

prejudice have led educational psychologists to look

more closely at social diversity. There are four trajec-

tories in educational psychology in which concepts of

diversity have become of vital interest. Each of the

five trajectories, described below, implies slightly dif-

ferent emphases in the definition of diversity. They

are presented below following a rough historical chro-

nology, but the reader should realize that these con-

ceptions of diversity have influenced and affected

each other and can all be seen in contemporary educa-

tional psychology.

In the first place, psychologists are interested

in developing theories and research explaining and

describing human universals. Although educational

psychologists tend to be attentive to individual differ-

ences and deviations, the idea of ‘‘human’’ was not

socially complicated. There were many assumptions of

universality left unquestioned in the research designs

and theories. For example, Kohlberg initially studied

‘‘human’’ moral development by examining only men,

assuming that men and women were the same. Thus,

diversity enters the scene of educational psychology as

a way of identifying greater complexity in human phe-

nomena by questioning the assumptions of universality.

Researchers’ capacities to understand human universals

and make claims that best represent the population to

which they are generalizing are strengthened when

those researchers question the universal assumptions at

the outset so that those assumptions are not blindly

built into research designs and theories.

This change in the field led to including diversity as

a potential feature of the research design in educational

psychological studies. In this second trajectory, diver-

sity is a broad term covering a range of discrete vari-

ables. These variables generally reflect the attitude,
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scope, and place of diversity within the field of educa-

tional psychology. The variables in educational psy-

chology that are most often linked to the concept

‘‘diversity’’ include, for example, race, gender, culture,

and sexuality. Categories of diversity entered the

research of educational psychologists in this way. A

person’s social experiences of race, gender, culture,

and so on have been found to affect personal psycho-

logical phenomena. For example, Clark and Hatfield

have reported differences in receptivity to sexual offers

among college-age students based on gender. Studies

will now typically report the racial and gender charac-

teristics of their subjects even if their findings are

meant to generalize more broadly and even if these

social categories are not considered variables in the

study. This allows the readers of the research to con-

sider the role of diversity in the research design. The

term diversity, here, refers to a set of social categories

within which one can subdivide people into easily

identifiable groups. This has been a very important tra-

jectory in educational psychology because it allows us

to explain patterns of difference across humans in order

to better understand potential human universals and

their deviations as they are relevant for education. The

tendency in educational psychology is to explain devia-

tions from human universals as a function of individual

differences. As a result of this trajectory, educational

psychologists developed interests in topics such as gen-

der identity development, homosexual identity devel-

opment, and the effects of poverty on development.

Third, psychological concepts of the ‘‘individual’’

became more complicated in educational psychology

through the notion of group membership. Relevant

categories of diversity involved distinguishing groups

from one another. This became an important departure

in educational psychology, where developmental

models of human characteristics have had a broad

and enduring impact on psychologists’ conceptions of

humans. With developmental models, age and stage

constitute primary categories of internal difference, but

these are not conceptualized as characteristics of one’s

membership in a social group. Tajfel and Turner began

studying something they referred to as social identity.

Social identity is a composite of three aspects—social

group categorization (including self-categorization),

self-identification with a group, and social comparison

with other groups. Social identity theory and findings

suggest that groups are not just something externally

constructed around individuals, but instead reflect

something inherently constitutive of individuals’ claims

about themselves. In other words, Tajfel and Turner

piqued the interest of educational psychologists in

investigating the possibility that individual differences

did not necessarily precede group memberships and

affiliations. When seen as variables, the characteristics

of diversity are theorized as external to human univer-

sals and individual characteristics, but nonetheless

descriptive and interesting for understanding psycho-

logical phenomena, such as responses to attractiveness.

With this second trajectory, diversity across groups is

fundamental to both the sense of group identity and the

sense of uniqueness that individuals will claim about

themselves. The term diversity here contrasts with

sameness. This trajectory has led to a lot of research

on ethnic identity, ingroup/outgroup phenomena, and

psychology of gender, and it has likewise influenced

the ways educational psychologists include diversity in

their research and theorizing.

Fourth, the concepts of diversity are relevant to the

research on intergroup relations, including ingroup/

outgroup behavior, scapegoating, stereotype threat,

prejudice, and other theoretical/empirical phenomena.

In these cases, diversity reflects the notion of difference

between groups as well as attitudes and responses to

those differences, including attitudes and responses that

are influenced by majority/minority relations. Cate-

gories of diversity are not mere variables for this body

of work, but rather diversity itself is at the heart of the

social phenomena of interest. There is no way to

understand the basic concepts of intergroup relations,

including the above list of phenomena, without the

concept of diversity as indicative of group difference.

For this work, diversity is most often conceptualized as

interindividual differences.

Following World War II, during the rise of social

psychology in the United States, studies on conformity

and authority were complemented by studies on

ingroup/outgroup phenomena and scapegoating. These

latter interests sought explanations for the Holocaust

through ideas that depended on intergroup and interin-

dividual differences. Studies that indicated the force of

arbitrary group affiliation on ingroup/outgroup behav-

ior and preferences led researchers to investigate the

not-so-arbitrary group affiliations at work in people’s

everyday social lives. Much current research and

related theoretical ideas have emerged from this trajec-

tory. For example, Steele launched a very important set

of contested studies on stereotype threat. These studies

examine the extent to which a person will underper-

form when his or her social group is negatively
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stereotyped. The term diversity here refers to differ-

ences across groups and the social ramifications of

those differences when social power is also evidenced.

Aronson developed a popular educational tool for medi-

ating the negative consequences of group differences

and magnifying the social value of those differences—

he referred to this as the Jigsaw. With both Steele’s and

Aronson’s work, social psychology has become

engaged in the critical efforts to address the negative

social impacts that inequality across diverse social

groups has had on society as a whole and most particu-

larly on individual members of society.

Finally, in contrast to the move toward interindivid-

ual differences, there is a postmodern approach to edu-

cational psychology reflected in the work of Gergen.

This trajectory appropriates the ideas of diversity to

explain that intraindividual phenomena are influenced

by diverse social forces. Gergen takes social identity

theory in a different direction by arguing that any one

given individual identifying with any number of social

groups—with equally many stereotypes, perspectives on

truth and experience, and so on—becomes ‘‘saturated’’

with diversity from the inside and the outside. More-

over, Gergen specifically attributes the patterned

changes in intraindividual psychology to the increas-

ingly complex and diverse social world. Gergen’s

approach is differently empirical. Gergen acknowledges

forms of evidence not traditionally accepted within the

field of social psychology; these new forms of evidence

include such cultural products as films and artifacts.

Gergen argues against the idea that people’s minds rep-

resent or reflect the external world. The diversity of the

external world does not solely influence individuals nor

vice versa, but instead, the internal and external worlds

are integrated in complex and contested ways. The

image such ideas produce is more akin to a collage of

interindividual and intraindividual diversity rather than

a dichotomy. The emphasis on diversity as ‘‘perspec-

tives’’ is most relevant for postmodern and poststructur-

alist social psychological work. From this way of

thinking, the term diversity here refers to the multiplic-

ity of truth claims authentically and sincerely asserted

from across and within individuals as persons and as

members of complex social groupings.

These more recent trends in the way diversity is

conceptualized in educational psychology reflect

a more critical tendency in educational psychology

than was evidenced in its early days. Empirical find-

ings and theoretical developments are linked to efforts

to answer social problems so as to improve the

psychological life conditions. The five trajectories in

which diversity is found relevant to educational psy-

chology also then reflect a history of educational psy-

chology. Taken all together, we see diversity largely

referring to group-related differences that have both

inter- and intraindividual points of interest. Across the

trajectories, there is a broadening of how diversity is

conceptualized, moving from the idea that diversity

was the sum total of individual differences across

human universals toward the idea that it was a social

phenomenon that transcended individual difference

while also involving it.

Barbara Korth
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DIVORCE

Divorce is defined as the legal dissolution of a mar-

riage. As a legal action, divorce culminates in a final
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divorce decree, which outlines for each individual his

or her obligations for division of property and assets;

support, if indicated; and provisions for children. Sep-

arate from legal implications, divorce is a transition

that implies logistic and psychological challenges for

all involved. Common challenges for adults going

through the divorce process are processing grief,

restoring self-esteem, managing anger, and easing

emotional pain for their children. Common tasks for

parents going through the divorce process are devel-

oping an identity as a divorced parent, becoming an

effective single parent, dealing with their child(ren)’s

anger, and establishing a workable co-parenting rela-

tionship with their ex-spouse.

Divorce is important to educational psychology

because it is associated with family and child factors

that have an indirect effect on children’s educational

outcomes. Thus, this entry focuses on divorce within

the context of families with young children. This

review first provides a brief, recent historical over-

view of divorce in the United States. This is followed

by highlights of typical child divorce effects, as well

as developmentally specific child divorce effects.

Finally, the impact of divorce on the learning environ-

ment is presented, with a focus on school-based pro-

gramming to support children and families.

Historical Overview

The divorce rate rose from 0.3 per 1,000 population

in 1967 to its highest rate of 5.3 per 1,000 population

in 1979. The change in social attitudes related to

modern urbanization, including increased education

and employment for women combined with smaller

numbers of children per household, and the change in

legal guidelines that allowed for no-fault divorce pri-

marily account for this considerable change.

Currently, 51% of all U.S. marriages end in

divorce. Often, children are involved, and more and

more families with the youngest children are finding

themselves in the predicament of divorce. For chil-

dren who experience the divorce of their parents

before age 12, at least two thirds experience it by the

time they are 6 years old. Of all children who experi-

ence the divorce of their parents before the age of 6,

40% do so in the first year of life, 20% between 1 and

2 years, 15% between 2 and 3 years, 10% between 3

and 4 years, and 15% between 4 and 5 years. Thus,

divorce is a common occurrence in the lives of

infants, preschool, and early school-age children.

Specific to the context of divorcing families with

young children, the judicial system has had the task of

considering divorce in the context of children’s best

interests. This focus dates back to the 19th century,

when it was initially legally specified that children

have rights independent of their parents. This assump-

tion was the basis for the later ‘‘best interests of the

child’’ principle. The term was coined in the 1925 Fin-

lay v. Finlay case and places judicial officers in a paren-

tal role to the family, determining what scenario best

suits the needs of a given minor child. During the early

1900s, the realm of parenting responsibility was pre-

dominantly determined by gender, with mothers being

responsible for nurturance and fathers being responsi-

ble for discipline. The general consensus in a divorce

proceeding resided in a mother’s parenting role carry-

ing greater weight for children’s development than

the father’s. As a result, the majority of residence deci-

sions placed children with their mothers. This earlier

approach was mirrored in the 1970s with the Uniform

Marriage and Divorce Act, which emphasized the

emotional needs of children in the ‘‘tender years’’ as

being best served by residing with their mothers. This

presumption has been scrutinized for its unconstitution-

ality and has gradually been replaced by a case-by-case

review among judicial officers applying the best inter-

ests of the child principle.

Currently, the principle primarily pertains to deci-

sions about child residence and parental access. These

decisions are established in the form of parenting

plans with outlined parenting time responsibility.

What remains the same is the aim of the principle,

which is to reduce the concept of parental ownership

of children and minimize a competitive stance in liti-

gation, with resulting judicial decisions articulated

based on children’s needs rather than parents’ rights.

The basis for understanding what is in children’s best

interests has evolved out of collaboration between

the legal and mental health professions. Specifically,

between 1973 and 1986, and revised in 1996, the

principle encompassed the idea that custody decisions

should both safeguard the child’s need for continuity

of relationships while reflecting the child’s sense of

time. Some states used a criterion set forth in Michi-

gan as a check against this conceptual definition of

the best interests of the child principle. For the most

part, however, states have used case law to guide

decisions about child residence and access.

Regardless of the availability of identified criteria

or case law used to normalize the best interests of the
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child principle, the lack of empirical research has

limited its application. Namely, without empirical

research as a guide, the application of the best inter-

ests of the child principle has been fraught with diffi-

culty and fodder for individuals involved in residence

and access disputes, formerly known as custody

disputes, to manipulate its intent for their purposes.

In particular, individuals involved in high-conflict

divorces, often centered on children and assets,

express the needs of their children predominantly in

terms of their own needs.

High-Conflict Divorces

Although divorce presents challenges for all children,

particular family dynamics associated with high-

conflict divorces have been shown to influence child

outcomes. How and to what degree of success parents

negotiate their continued relationship has been found

to have a significant impact on young children’s post-

divorce adjustment that is quantitatively and qualita-

tively different from other divorce factors. Within this

renegotiation, the way parents communicate with each

other, especially the conflict resolution strategies they

use, is particularly important. Because of its recipro-

cal nature, these communication patterns include both

communication behavior and interpretation of verbal

and nonverbal cues by the other parent.

At the same time, divorce is often considered to be

contentious by nature. Although some divorces are

amicable, many are not. Thus, it is important to estab-

lish what constitutes a type of communication and

a level of conflict associated with negative postdi-

vorce child adjustment. Low levels of conflict and

high levels of communication optimally meet the best

interests of the child principle observed by the legal

community for child residence and parental access

decisions. The reverse has also been found to be true,

where high levels of conflict in families with shared

parenting responsibility result in poor adjustment out-

comes for children. In particular, children of high-

conflict divorce display behavioral, cognitive, emo-

tional, and social problems to a greater degree than do

other children from separated or divorced families.

Typical Child Effects

Typical child effects include feelings of sadness,

anger, and fear, which may manifest in behavior

changes and/or emotional and behavioral problems. It

is common for these problems to become evident in

the school setting. Typical in school-age and adoles-

cent children is the desire or fantasy for parents to

reunite, fear of abandonment by one or both parents,

and/or feelings of responsibility for the divorce.

Infant/Toddler Age

Children express their difficulties in the area where

they are currently developing. Several developmental

theories suggest that infant and toddler-age children

experience significant effects of divorce. Common

behavioral manifestations in infant/toddler-age groups

are increased crying; intensity of problems separating

from either or both parents; regression to an earlier

developmental stage, especially in toileting; and sleep

problems.

Attachment is considered the most significant socio-

emotional developmental milestone for the infant/

toddler-age group. According to attachment theory, it

is important to build an attachment to a primary care-

taker. Thus, the risks associated with divorce for this

age group are related to attachment formation. These

risks include feelings of loss of contact with the pri-

mary attachment figure, resulting in child depression

and regressive behavior, as well as separation and rela-

tionship difficulties in later development. The risks

inherent to separation from the primary caretaker for

extended periods may affect current development and

also threaten the foundational task of attachment for-

mation and subsequent developmental tasks. Attach-

ment theory assumes that the quality of attachment is

closely linked to caretaker sensitivity to the child’s

needs. One concept related to this assumption is the

notion of the effect of these interactions over time in

development of internal working models of attachment.

Essentially, relationships with caretakers greatly influ-

ence the child’s way of thinking about new people and

experiences. Thus, attachment quality is considered an

important link to later development.

School Age

The majority of research on divorce effects in chil-

dren has been aimed at child adjustment in school-age

children. These studies have commonly focused

on cognitive effects, such as school performance,

and psychological and social functioning, including

behavioral problems. At this age, cognitive ability

increases, including the ability to take another’s
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perspective. More specifically, the recognition of

other people’s feelings and goals, a more sophisti-

cated type of reciprocity, is closely intertwined with

cognitive ability in perspective taking. As a result,

a couple of common behavior manifestations present

themselves during this period for school-age children

of divorcing parents. School-age children often feel

anxious out of concern over loyalty to their divorcing

parents. Also common at this age are feelings of anger

that come with the lack of control they have over their

current situation. The initiation of school-home com-

munication and newly presented homework responsi-

bilities pose a unique and additional challenge for

these children as they frequently move between both

parents’ homes.

Adolescent Age

Adolescent children experience many of the same

emotions that younger age groups do, but manifest

them in different ways. One of the recognized adoles-

cent milestones is the expression of a need for inde-

pendence. Within the context of experiencing divorce

within their families, adolescents may exhibit an

effort to control their situation by demanding and then

changing living arrangements with each parent.

Because of the tendency toward risk-taking behavior

in this age group, this can present challenges in poten-

tial negative risk-taking behaviors.

School Supports

Families embroiled in high-conflict divorces as well

as typical divorcing families may be overwhelmed

with both logistic and psychological challenges asso-

ciated with divorce. In this way, school person-

nel educated about typical and age-specific divorce

effects can support the detection of divorce effects

and aid in intervention. Although all children experi-

ence divorce differently and in their own time frame,

as has been noted, there are typical divorce effects

found in children from divorcing families. These

effects include feelings of sadness, anger, and fear,

which may manifest in behavior changes and/or emo-

tional and behavioral problems, and it is common for

such behavior to become evident in the school setting.

School supports include adult and peer support and

support of home-school communication. Adult sup-

port can be provided in the form of school counselors

or other trained professionals. These individuals can

help children to understand the divorce process and

develop coping skills. As divorce becomes a typical

social stressor for school-age children, schools are

more frequently providing peer-based programs for

children from divorcing/divorced families. Facilitated

peer support groups have the effect of normalizing

the divorce process for children. This can help chil-

dren to reestablish a sense of personal control. Addi-

tionally, school personnel, including teachers, can

support children from divorcing/divorced families in

managing home-school communication. This type of

support can be provided by way of considering bi-

nuclear families’ special needs, such as when children

go between two homes, as they pertain to home-

school communication. This is a particularly impor-

tant support to the child in the early stages of divorce,

when levels of interparental conflict are typically

higher and levels of positive interparental communi-

cation are typically lower.

Shannon Altenhofen and Zeynep Biringen
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DOMESTIC VIOLENCE

The ways in which domestic violence is defined vary

as much as the people who are the perpetrators

and victims of domestic violence. Broadly speak-

ing, domestic violence can refer to any verbally or
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physically aggressive act committed within the con-

text of a close interpersonal or familial relationship.

This definition would include violence perpetrated

from a husband against a wife, an adult child toward

his or her mother, or even aggression between sib-

lings. However, domestic violence more commonly

refers to physical or psychological aggression com-

mitted by an intimate partner such as a husband, wife,

girlfriend, or boyfriend against another intimate part-

ner. Because of the prevalence of domestic violence

in society, professionals are increasingly being con-

fronted with the problem in schools, the legal system,

and the workplace.

Prevalence

Estimates of the prevalence of domestic violence vary

for a number of reasons. The violent acts that are fre-

quently considered domestic violence can range from

psychological abuse to sexual abuse. Psychological

abuse typically refers to such things as insulting, swear-

ing, or yelling at one’s partner; stomping out of a room;

saying something to spite one’s partner; calling one’s

partner names; destroying something that belongs to

one’s partner; or threatening to hit a partner or throw

something at him or her. Moderate levels of physical

abuse can include actually throwing objects, twisting

a partner’s arm or hair, pushing, shoving, grabbing, or

slapping. Severe physical abuse is normally character-

ized by use of a knife or gun, hitting with something

that could hurt, choking, slamming against a wall,

striking with a closed fist, kicking, or sexually assault-

ing a partner. The prevalence of domestic violence

generally increases when less severe acts are included

in the definition and decreases when only the most

severe forms of domestic violence are included. Preva-

lence estimates also can vary because of the people

who are sampled. Domestic violence occurs more fre-

quently in couples who are unsatisfied in their relation-

ship, couples who seek counseling, and among women

seeking assistance at domestic violence shelters. Esti-

mates also will vary depending on whether they are

based on self-reports given over the phone, offered

anonymously in a research setting, or based on actual

crime statistics.

As a result, estimates of the prevalence of domestic

violence vary across different groups. About one

quarter of women report experiencing some form of

physical or sexual violence at the hands of a romantic

partner at least once in their lifetime. Probably about

10% of women will experience some form of severe

violence, and women are more likely to be murdered

by an intimate partner than by anyone else. Further-

more, more than 10% of women who are married or

cohabiting report being physically abused annually,

approximately 1 million each year. Of course, domes-

tic violence is not only confined to married or coha-

biting couples. The majority of high school and

college students report being involved in an aggres-

sive or violent relationship. Domestic violence also

is not only confined to male-female relationships.

Domestic violence occurs in heterosexual couples and

homosexual couples, and evidence is increasingly

suggesting that women also perpetrate domestic vio-

lence against men. Although domestic violence is not

confined to heterosexual couples where the man is the

perpetrator and the woman is the victim, most of the

research focuses on these types of relationships. As

a result, this discussion also primarily focuses on the

male perpetration of domestic violence in heterosex-

ual relationships unless expressly noted otherwise.

No matter the precise figures regarding the preva-

lence of domestic violence or even the nature of the

relationship, it is clear that there are significant societal

costs associated with domestic violence. A significant

percentage of emergency room visits by women are

the result of domestic violence, and women in abusive

relationships are more likely to visit their family physi-

cian for a host of physical complaints, many of which

are directly related to the abuse. Domestic violence

calls are among the most common job-related tasks for

law enforcement officers across the country. Men who

abuse their partners also are more likely to abuse their

children and in turn negatively affect their children’s

socialization and academic performance. Nonetheless,

domestic violence cuts across all occupations, races,

and socioeconomic groups. No person is immune from

being a victim of domestic violence.

Risk Factors

Although domestic violence cuts across different

groups, there are factors that increase the risk for the

perpetration of domestic violence. These risk factors

can be grouped into demographic, psychological, and

contextual variables. The most relevant demographic

factors typically include variables such as age, socio-

economic status, and race.

In general, the younger the perpetrator of domestic

violence is, the lower the risk for committing
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domestic violence. These age-related declines are

even greater for more severe violence compared to

moderate levels of domestic violence. Even though

the wealthy, middle class, and poor are all victims

and perpetrators of domestic violence, the lower one’s

socioeconomic status, the greater the risk for domestic

violence. This increased risk is normally related to the

additional financial and social pressures as well as the

reduced social support and education more likely to

occur in lower socioeconomic groups. The role of

race and ethnicity has a complex relationship as a risk

factor for domestic violence. Normally, perpetrators

who are African American, Latino/Hispanic, or gener-

ally of minority status are at greater risk to perpetrate

domestic violence. However, it is important to exam-

ine other factors that might be the cause of this rela-

tionship. Specifically, socioeconomic status appears to

be related to race and ethnicity and may be the real

reason for the increased risk within many minority

groups. It is not simply that many minority groups are

more likely to perpetrate domestic violence, but that

they are more likely to be unemployed, live in

poverty, be less educated, and work in lower-status

occupations that are all related to a reduced socioeco-

nomic status. When socioeconomic status is factored

into the equation, race is not related to the perpetra-

tion of domestic violence.

Another category of risk factors commonly identi-

fied for the perpetration of domestic violence is psy-

chological risk factors. Obviously, men who are more

hostile and angry are more likely to perpetrate domes-

tic violence. Surprisingly, though, men who are less

assertive are also more likely to be violent. Assertive-

ness should not be confused with aggression. Asser-

tiveness is the ability to appropriately express your

feelings or ideas in a social situation, especially when

those feelings or ideas may be met with resistance or

are in the form of a request. Men who are more likely

to perpetrate domestic violence have difficulty expres-

sing themselves in an appropriately assertive manner

and therefore often resort to violence or aggression out

of the resentment they let build up. A lack of self-

esteem is often related to poor assertiveness and in turn

is also a risk factor for domestic violence perpetration.

Another risk factor for domestic violence that will be

examined more closely later is the need for power and

control. Traditionally, treatment programs for domestic

violence perpetrators focus on the need of the perpetra-

tor to dominate and control his victim, and violence is

one mechanism for him to do so. In addition to these

less pathological psychological risk factors, there also

is a relationship between domestic violence and partic-

ular psychological disorders. Depression and other

personality disorders, such as borderline personality

disorder and antisocial personality disorder, have been

consistently linked to domestic violence. An even

stronger risk factor for domestic violence is the use

and abuse of drugs and alcohol. Evidence suggests

that not only are perpetrators of domestic violence

more likely to suffer from a substance abuse disorder,

but they are more likely to abuse alcohol or drugs

immediately prior to the abuse itself.

The final category of risk factors related to domes-

tic violence is the group of factors related to the rela-

tionship or the environmental context in general.

Overall, it is very clear that perpetrators of domestic

violence are more likely to be dissatisfied in their

romantic relationship and that relationship dissatisfac-

tion may be one of those most significant risk factors

for domestic violence. This dissatisfaction may be

evident in more disagreements or bickering or simply

an emotional distance between the couple.

Another variable that may be somewhat surpris-

ingly related to an increase in the severity of domestic

violence perpetration is pregnancy. There may be

a host of reasons for this risk factor, including

additional dependency of the mother on the father,

additional stress and financial commitments, and inse-

curity on the part of the father because of the change

in their relationship. Other significant risk factors for

the perpetration of domestic violence are related to

childhood experiences. A child who is the victim of

child abuse or witnesses domestic violence between

his parents is at greater risk for the perpetration of

domestic violence. This relationship is sometimes

referred to as the intergenerational transmission of

violence. The intergenerational transmission of vio-

lence refers to the fact that children who live in abu-

sive relationships are more likely to perpetrate abuse

as they become adults, enter into their own relation-

ships, and thereby expose their children to abuse,

which continues the cycle of violence.

Risk Assessment

Identifying risk factors for domestic violence is

important for the assessment, prediction, and preven-

tion of domestic violence. The term risk assessment

refers to the formal evaluation of the potential risk

that a perpetrator of domestic violence poses to
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commit future domestic violence. Although risk

assessments used to be satisfied with predicting the

probability of future domestic violence, they are now

concerned with much more than just the likelihood of

future violence. Risk assessments also should evaluate

other aspects of the future violence, such as the poten-

tial timing and severity of the violence. Risk assess-

ments should rely on multiple sources to collect this

information. It is not sufficient to rely only on the per-

petrator for information but instead legal records, wit-

nesses to the violence, and mental health records

should be consulted. Most importantly, the risk

assessment should be victim informed. The victim

should be an integral component of any risk assess-

ment of the perpetrator because she is likely to have

a perspective that no other single person can provide.

Finally, risk assessments should focus not only on

assessing risk but also on managing it. Risk manage-

ment refers to the process by which an attempt is

made to reduce or avoid domestic violence. For

example, part of the risk management process may be

to refer the victim to a domestic violence shelter or

encourage the perpetrator to seek psychological treat-

ment for his domestic violence problem. Treatment

for both the perpetrator and the victim are central to

effective risk management.

Treatment and Intervention

A variety of interventions have been designed to man-

age or treat domestic violence. However, no single

intervention will prevent all domestic violence or

even most violent incidents. The best intervention is

one that is multimodal or uses multiple approaches to

solving the problem of domestic violence. Accord-

ingly, the prevention and cessation of domestic vio-

lence can be accomplished only through the use of

psychoeducation, community involvement, and the

criminal justice system.

Psychoeducational Interventions

Psychoeducational interventions tend to focus on

the men as perpetrators or women as victims, or on

couples. The more traditional psychoeducational

approaches to domestic violence focus on men as per-

petrators. Typically, these programs are either feminist

oriented or cognitive-behavioral, or a combination of

the two. Traditionally, treatment programs have had

a feminist orientation that encourages men to examine

their adoption of certain patriarchal messages within

society. For example, the feminist model suggests that

the cause of domestic violence is the power differential

between men and women that modern society supports.

The approach argues that men commit domestic vio-

lence in an attempt to dominate and control their

female partners, as they have grown up in a society

that encourages women to adopt a subservient role.

The feminist model argues that only through recogni-

tion of this role and a rejection of it can domestic vio-

lence stop. The cognitive-behavioral model tends to

focus on anger control and suggests that men perpetrate

domestic violence largely because of certain aggressive

supportive thought patterns they exhibit. For example,

a perpetrator may think that his wife never listens to

him, and that he can either continue to be ignored

or become violent so she listens to him. Cognitive-

behavioral approaches get perpetrators to identify these

errors in their thinking and teach them to replace the

thinking errors with more appropriate thoughts that

then reduce the likelihood of being aggressive. It is not

currently clear that either one of these approaches is

superior to the other, but this finding may be because

few batterer programs are strictly feminist based or

strictly cognitive-behavioral and instead are a combina-

tion of the two.

Batterer Typologies and Treatment

As greater attention has focused on treatment inter-

ventions for men who perpetrate domestic violence,

researchers have increasingly concluded that there is

no single type of batterer. The batterer literature gen-

erally suggests that domestically violent men can be

categorized into subgroups based on individual char-

acteristics such as personality/pathology and the

nature of their past violence. It has been suggested

that these typologies could be useful in designing

treatments and identifying the causes of domestic vio-

lence. For example, scholars have speculated that

batterers with antisocial personality disorder and a his-

tory of generalized violence will be the least likely

type of perpetrator to benefit from existing forms of

treatment. Consistent with this speculation is that bat-

terers who drop out of treatment are more likely to

have drug and alcohol problems, and antisocial or nar-

cissistic tendencies. They are also more likely to have

committed more severe levels of domestic violence,

and their probability of reoffending is elevated. As

a result, it is believed that treatment programs for
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men that focus on the specific needs of these different

types of batterers are likely to improve treatment out-

comes and increase the effectiveness of domestic vio-

lence treatment for men.

There are also psychoeducational programs designed

to treat women, both as victims and as perpetrators.

Traditional approaches focus on treating women as the

victims by addressing issues related to self-esteem,

removing any self-blame or guilt they might experience

by incorrectly believing that they are the reason for the

violence, and increasing their awareness about alterna-

tives to the abusive relationship. Many people question

why women remain in these violent relationships. The

reasons are multiple and varied. Women in these

relationships are frequently dependent on their partner

for financial reasons and unable or unclear how to pro-

vide for themselves financially. In addition, the woman

may have the added responsibility of being the primary

caregiver for the children and may not know where to

turn for child care assistance even if she could find

employment. Perpetrators also attempt to isolate their

victims away from their friends and family and there-

fore make escaping the relationship even more difficult.

The psychological and physical abuse also takes

a toll on the victims’ self-esteem and belief that there

is anything or even anyone outside of the perpetrator

for them.

Battered Woman Syndrome

Lenore Walker originally used the term battered

woman syndrome to explain the abusive relationship

and the reasons why many women have difficulty

leaving their batterer. Based on her observations with

battered women, Walker believed that the violence

occurred in cycles of three stages. During the tension-

building stage, the abuse is largely verbal or very mild

physical violence. The victim may attempt to appease

the abuser and minimize the seriousness of the abuse.

The abuse escalates and becomes the most severe dur-

ing the acute battering stage. The acute stage is fol-

lowed by loving contrition. During this stage, the

abuser is profoundly apologetic for his behavior. He

may completely change his attitude, shower the vic-

tim with attention and gifts, and promise never to be

abusive toward her again. Walker believed that

women who were repeatedly abused developed

learned helplessness, based on the work of Martin

Seligman. Seligman demonstrated that if dogs were

shocked repeatedly without any way to escape the

shocks, they would eventually no longer try to escape

even if a way for them to escape the shocks became

obvious. Walker believed that the uncontrollable

cycle of violence was similar to the inescapable

shocks for the dogs. However, besides Walker’s

observations, there is very little support for the notion

that all or even the majority of women in abusive

relationships experience the cycle of violence or

learned helplessness. Nonetheless, it remains a popular

notion among domestic violence advocates, and bat-

tered woman syndrome has been used in court as

a defense for women who kill their abusers.

Couple Treatment

Two more controversial treatment approaches for

domestic violence are treating couples and treating

women as the perpetrators of domestic violence. In

couples’ therapy, the partners focus on each of their

contributions to the escalation of the violence when

a discussion begins in a calm and rational manner.

Although research has found this approach to be effec-

tive in some instances, there are many reasons it

remains controversial. Some argue that by focusing on

each partner’s contributions to the violence, it removes

responsibility from the real culprit, the perpetrator of

the domestic violence, and places blame on the victim,

further victimizing her. In addition, some believe that

it is inappropriate to treat the perpetrator and the victim

together because it encourages the violence and height-

ens the risk to the victim because she may say some-

thing in therapy that she is later punished for outside of

the therapy session. Supporters of the approach reply

that couples are not suitable for this intervention if

there continues to be physical abuse in the relationship.

Interventions that focus on the woman as the per-

petrator of domestic violence are also increasingly

being used. These treatment approaches typically are

cognitive-behavioral in orientation and tend to focus

on anger control and other issues, such as trauma, that

may be unique to women who perpetrate domestic

violence. These approaches obviously conflict with

the traditional feminist approach to treatment that sug-

gests that only men can be the perpetrators because of

the power differential that exists in our society. The

notion that women perpetrate domestic violence is

based on more recent but consistent findings in the lit-

erature that not only do some women perpetrate

domestic violence, but also the perpetration rates

between men and women may be equal and the
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causes of their domestic violence similar. However,

critics argue that even if there are equal rates of per-

petration of domestic violence, the violence is not

equal in any other aspect.

Many arguments exist that attempt to explain these

equal rates of perpetration. First, critics argue that the

equal perpetration rates are based largely on self-report

data, and the research tends to suggest that men under-

report their violence more than women. It also is

argued that the violence typically perpetrated by

women tends to be in self-defense. Women who act

out in violence do so because they are being abused or

are about to be abused, and they are attempting to

retaliate while they are still physically capable. Another

argument is that even if the frequency of the violence

is equal, the severity of the violence is not. Men are

more likely to perpetrate more severe violence that

results in medical attention or greater physical injury

because of their greater physical size and strength.

Finally, there is a difference between the perpetration

of domestic violence and battering. Critics argue that

women may be able to perpetrate domestic violence,

but they are not able to batter. Battering is usually dis-

tinguished from perpetration in terms of the severity of

physical damage, the ability to socially and financially

isolate the victim, and the general difference in the

ability to dominate and control the victim. The argu-

ment is that men are able to batter women and that the

negative effects of battering go beyond physical abuse.

Community-Level Interventions

In addition to the psychoeducational interventions

for men, women, and couples, it is also important to

have community involvement. Community involve-

ment normally focuses on the use of advocates, shel-

ters, and safe homes. Advocates are professionals

who may work for organizations such as the YWCA

or local domestic violence councils, or as a part of

local government such as a prosecutor or police.

Advocates typically assist the victims of domestic

violence in navigating the system. This process may

mean supporting the victim emotionally and encour-

aging her that she is doing the correct thing in seeking

help for herself and her children, and in leaving her

husband. It may mean talking to the victim about the

difficulties that are likely to occur in filing criminal

charges and prosecuting her partner for assault or

domestic assault. Advocates also help victims identify

the resources available to them in the community for

providing basic necessities and protection if they have

left their abusers and were financially dependent on

them. One of those resources may include a safe

house. Safe houses are places where women and their

children can find temporary shelter. They often stay

with individual families who are willing to take in

women or consist of houses in secret locations so that

the batterer cannot find the victim. Shelters tend to be

more formalized programs that provide shelter and

necessities for the victim and sometimes her children.

Shelters may also provide psychological counseling

and occupational counseling to assist the woman in

living independently.

Criminal Justice Interventions

Another element that is important in preventing

domestic violence is the criminal justice system. There

are a number of ways in which the criminal justice sys-

tem can take an active role in the prevention of domes-

tic violence. First, law enforcement officers are

increasingly being trained in the de-escalation of

domestic violence and some of the subtleties involved

in domestically violent relationships. Part of the inves-

tigative aspect of domestic violence as a crime is the

use of mandatory arrest polices. Mandatory arrest poli-

cies are common in many major cities and counties.

Mandatory arrest policies require an arrest if it appears

an act of domestic violence has occurred. These poli-

cies were met with initial enthusiasm. It was believed

that they would allow for a separation of the perpetra-

tor and victim, result in a cooling-off period, give the

victim a chance to escape, and encourage the prosecu-

tion of the perpetrator. However, research has failed to

universally support the use of mandatory arrest poli-

cies, and some research suggests that domestic vio-

lence increases once the perpetrator returns. Other

policies that can be implemented by prosecutors and

judges are the use of restraining orders and no-drop

policies. Restraining orders require perpetrators to

refrain from any contact with the victim and to remain

an identified distance away from the victim. No-drop

policies mandate that the prosecution cannot drop the

charges against the perpetrator and can even force the

victim to participate, even when it frequently occurs

that she is unwilling to participate after she has recon-

ciled with the perpetrator.

Matthew T. Huss

See also Aggression; Child Abuse; Learned Helplessness
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DRUG ABUSE

The definition of drug abuse has fluctuated with

changes in cultural and legal norms, and there is cur-

rently no consensus on a standardized definition.

However, drug abuse generally can be defined as the

harmful or risky use of legal or illegal drugs or the

use of legal drugs in a manner or amount inconsistent

with medical advice. Some organizations such as the

American Psychiatric Association (APA) do not refer

to the abuse of drugs per se, but rather to the abuse of

substances in general. These two terms (drug abuse

and substance abuse) are often considered synony-

mous and are used synonymously in this entry.

The abuse of drugs is frequently associated with

a myriad of psychosocial issues, including violence,

homicide, homelessness, premature death, psychopa-

thology, and economic loss. For secondary school-

aged and college-aged individuals in particular, drug

abuse is also correlated with school failure, criminal

activity, accidents, aggressiveness, unsafe sex, unplanned

pregnancy, and suicide.

Humankind has used alcohol and other drugs in one

form or another since the beginning of recorded his-

tory. Alcohol was consumed as early as the Paleolithic

era, and other drugs such as cocaine, marijuana, and

opium have all been used in the past for religious or

medical purposes. Even today, the abuse of both legal

and illegal drugs is relatively commonplace despite

moral implications and legal repercussions. Drug abuse

is both a major public health issue and a highly perti-

nent matter facing educators today. Given the reliable

association between drug abuse and impaired academic

performance (among other variables relevant to stu-

dents), educators, researchers, and practitioners of edu-

cational psychology need to be acutely aware of the

following in order to help maximize the performance

and adjustment of individuals in educational settings:

the costs of drug abuse, trends in drug abuse, gender

differences, theories of drug abuse, risk factors for drug

abuse, the diagnosis and assessment of drug abuse,

treatment options, and issues in prevention. These

topics are addressed in this entry.

Costs and Trends of Substance Abuse

Economic Costs

The economic costs associated with alcohol and

other drug abuse are staggering. According to the

Office of National Drug Control Policy (ONDCP), the

overall cost of drug abuse other than alcohol in 2002

in the United States was in excess of $180 billion.

The National Institute on Alcohol Abuse and Alcohol-

ism (NIAAA) also estimated that, in 1998, the cost

related to alcohol abuse alone was also in excess of

$180 billion. In both of these cases, the majority of

costs were attributed to lost productivity and health

care costs. The ONDCP also reported that in the year

2000, Americans spent an estimated $36 billion on
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cocaine, $11 billion on marijuana, $10 billion on her-

oin, $5.4 billion on methamphetamine, and $2.4 bil-

lion on other illegal drugs.

Trends in Use and Abuse

The Substance Abuse and Mental Health Services

Administration (SAMHSA) conducts an annual

National Survey on Drug Use and Health (NSDUH)

of Americans aged 12 years or older, and this is the

primary source of information on the use of illicit

drugs, alcohol, and tobacco in the civilian, noninstitu-

tionalized population of the United States. According

to the results of the 2005 NSDUH, an estimated

19.7 million Americans (or 8.1% of the population)

reported using an illicit drug during the month prior

to the survey. The most commonly used illicit drug

was marijuana (14.6 million users in the past month),

followed by prescription drugs used nonmedically

(6.4 million), cocaine (2.4 million), and hallucinogens

(1.1 million). Slightly more than 50% of Americans

aged 12 years or older had consumed alcohol within

the 30 days prior to the survey, which translates into

about 126 million Americans.

The prevalence of drug abuse in youth should be

of special interest to the educational psychology pro-

fessional, considering that the current rate of illicit

drug use among youths aged 12 to 17 within the past

30 days is approximately 11%, that approximately

28% of individuals between the ages of 12 and 20

drank within the past month, and that nearly 19% of

them engaged in a binge-drinking pattern (defined as

at least five drinks in a day). Researchers at the Uni-

versity of Michigan conduct an annual study on drug

use trends among 8th-, 10th-, and 12th-grade students

called the Monitoring the Future (MTF) study. Each

year, the MTF study gathers self-report survey data

from approximately 50,000 students to determine

drug use rates and attitudes. According to the 2005

MTF study, alcohol is cited as the most commonly

abused drug, followed by cigarettes and marijuana.

This trend in alcohol abuse is especially troubling,

considering that recent National Institutes of Health

(NIH) studies have revealed that young people who

began using alcohol before age 15 are four times

more likely to develop alcohol dependence during

their lifetime than those who began drinking at age 21

or later. Moreover, these youth are seven times more

likely to report having been in an alcohol-related traf-

fic accident during adolescence and adulthood.

Nevertheless, in 2006, the MTF study found a 23%

reduction in the number of adolescents using illegal

drugs between 2001 and 2006, including decreases in

the use of marijuana, methamphetamine, steroids,

LSD, and ecstasy. The study also found that alcohol

and tobacco use had declined 13% and 29%, respec-

tively. Conversely, the study also found that prescrip-

tion drug abuse among young people had increased

substantially during the same 5-year period. For

example, past-year use of oxycodone, a prescription

opioid, for nonmedical purposes had almost doubled

since 2002. This trend has also been observed by sev-

eral recent studies in both Canada and the United

States, which report that the use of prescription

opioids has become the predominant form of illicit

opioid use. Although alcohol, tobacco, and marijuana

remain the most commonly abused drugs, prescription

drug abuse is quickly rising.

Gender Differences

Based on the results of the 2005 NSDUH, men

reported being current drinkers more frequently than

women. However, among the 12–17 age group, rates

of current alcohol consumption were actually slightly

higher for female youth in comparison to male youth

(17.2% vs. 15.9%, respectively). This finding is con-

sistent with the 2005 MTF study, which found that

although males generally have relatively higher rates

of heavy drinking than females, this pattern was

reversed for 8th-grade and 10th-grade students.

In speaking specifically to alcohol use, women are

more likely to be solitary drinkers and to drink in the

home. It has also been consistently found that, on

average, women tend to start drinking alcohol later in

life, to drink alcohol less than men, and to have less

adverse consequences related to alcohol use. How-

ever, in general, the same amount of alcohol or

another drug taken by a man and a woman will have

a stronger effect on the woman. The main reason for

this is the biological tendency for women to have

a higher percentage of body fat and a lower percent-

age of body water. Because women have proportion-

ally more fat than water, there is less dilution of the

drug while it is in the body of a woman. In addition,

certain drugs bind selectively to fat cells in the body,

which further contributes to their slower metabolism

and elimination from the body of a woman.

Based on the 2005 NSDUH (as well as the 2005

MTF survey), males age 12 and older were more
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likely to report current illegal drug use in comparison

to females, particularly with respect to marijuana,

whereas rates of using prescription-type drugs for

nonmedical purposes were almost equal across gen-

der. Among youth between the ages of 12 and 17,

rates of illegal drug use were found to be very similar

across gender, whereas the other two general trends

still prevailed (i.e., male youth report more marijuana

use, and abuse of prescription-type medications was

approximately equal).

According to the National Institute for Drug Abuse

(NIDA), although men are more likely than women to

find themselves in situations where drugs are avail-

able, given the opportunity to use drugs for the first

time, both are equally likely to do so. Men and

women are also equally likely to have problems with

cocaine, heroin, hallucinogens, tobacco, and inhalants.

However, there appears to be gender differences in

vulnerability to abusing specific substances. Women

are more likely than men to have problems with seda-

tives, hypnotic drugs, and drugs designed to alleviate

anxiety, whereas men are more likely to abuse mari-

juana and alcohol.

Theories of Substance Abuse

Although there is still widespread dispute about the

cause of drug abuse, several models have gained

prominence. The moral, disease, and biological mod-

els argue that the cause of drug abuse originates from

within the individual, whereas social learning theory,

systems theory, and the sociocultural model view the

social environment as most influential. The biopsy-

chosocial model combines elements from several of

these theories into a single, integrated approach.

Individual Theories

The moral model argues that drug abuse is a choice,

and that individuals are personally and morally respon-

sible for the problems that may result from drug abuse.

Alternatively, the disease model postulates that drug

abuse is a progressive and irreversible disease with bio-

logical origins and perhaps also psychological and spir-

itual causes. This model is the foundation of many

self-help groups such as Alcoholics Anonymous and

Narcotics Anonymous. The biological model, which

appears to be endorsed by the National Institute on

Drug Abuse (NIDA), posits that drug abuse is largely

a result of genetic and physiological processes. NIDA

argues that although initial drug use may be voluntary,

the ensuing abuse is often driven by neurological

changes that affect behavior.

Social Theories

Social learning theory, first proposed by Albert

Bandura, when applied to drug abuse presumes that

drug abuse results from complex learning, including

modeling and other forms of observational learning,

and is grounded in the interaction of the individual

with his or her environment. In contrast, systems the-

ory places greater primacy on familial processes, such

as dysfunctional interaction patterns within a family

system, that can lead to drug abuse. The sociocultural

model proposes that drug abuse is a logical conse-

quence of the particular social norms and laws of

many subcultures and societies.

Integrated Approaches

The biopsychosocial model integrates three major

domains known to influence behavior: biological, psy-

chological, and social factors. The biopsychosocial

model posits that each of these factors contributes in

some interactional way to drug abuse. Although this

model is more complex than the other major theories,

many argue that it more accurately reflects the com-

plexity of human experience.

Another integrated approach developed by James

Prochaska, John Norcross, and Carlo DiClemente is

the transtheoretical model of change. It is an evi-

dence-based model used to guide assessment, treat-

ment, and policy, and is discussed in further detail in

the diagnosis and assessment section.

Risk Factors for Drug Abuse

Although research has identified a number of risk fac-

tors for drug abuse, there is no single, reliable predictor

of who will abuse drugs and who will not. With this

caveat in mind, the Center for Substance Abuse and

Prevention, a branch of the Department of Health and

Human Services’ SAMHSA, has organized risk factors

for drug abuse into three groups: individual factors, fam-

ily factors, and environmental factors. Individual risk

factors include antisocial behavior (such as criminal

activity and violence), social isolation, high need

for independence, psychopathology, positive attitudes

toward drug use, poor impulse control, and thrill-seeking
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personality type. Family factors include parental drug

use, poor family relationships, interpersonal conflict,

and physical or sexual abuse. Environmental factors

include peer influence, rejection or low acceptance,

cultural or social norms, poverty, neighborhood disor-

ganization, scholastic failure, low scholastic involve-

ment, and negative school environment. Awareness

of these risk factors can help in the early identification

of individuals likely to begin abusing or continue abus-

ing drugs.

Diagnosis and Assessment

Diagnosing drug abuse is essential for the provision

of treatment services, yet the abuse of drugs is often

difficult to assess. Many individuals who abuse drugs

are not willing to disclose their habit, may be plagued

by feelings of shame, or may fear legal retribution for

their disclosure. Moreover, individuals who abuse

drugs may deny the seriousness of their problem, both

to themselves and to others. In light of these barriers

to effective assessment, in the book Where to Start

and What to Ask: An Assessment Handbook, Susan

Lukas has suggested that questions such as the follow-

ing may be useful in helping determine whether an

individual needs a formal assessment for drug abuse:

What substances does the individual use? How

recently has he or she used them? How much does he

or she use? When does he or she use? What happens

when he or she uses? Why does he or she use? What

effect is the substance having on his or her life? Does

he or she feel guilty about his or her use? Has the

individual ever tried to cut down or stop using? How

did he or she try? Did it work?

After these types of questions have been answered,

seeking a diagnosis may be useful in determining

what type of treatment will be most beneficial. The

most widely used and accepted method of diagnostic

classification in Canada and the United States is the

Diagnostic and Statistical Manual of Mental Disor-

ders, (Fourth Edition, Text Revision) (DSM-IV-TR),

published by the American Psychiatric Association.

The use of DSM-IV-TR diagnostic terminology is use-

ful because it offers standardized, descriptive criteria

that can be used to ensure effective clinical communi-

cation about drug abuse.

According to the DSM-IV-TR, substance abuse is

essentially characterized by clinically relevant impair-

ment or distress as evidenced by at least one of

the following symptoms for a 12-month time frame:

(a) repeated failure to fulfill major work, school, or

home obligations; (b) frequent use in physically haz-

ardous circumstances (including driving under the

influence of substances); (c) persistent substance-

related legal troubles; or (d) recurrent use despite

ongoing or repetitive social or interpersonal problems

caused by or worsened by substance use. Categories

of drugs that qualify for a diagnosis of substance

abuse, according to the DSM-IV-TR, are alcohol;

amphetamines; cannabis; cocaine; hallucinogens;

inhalants; opioids; phencyclidine; and the category of

drugs comprising sedatives, hypnotics, or anxiolytics

(anxiety-reducing drugs). Drugs that do not fit these

categories can be classified as ‘‘other’’ (i.e., abuse of

other substances). The DSM-IV-TR further distin-

guishes between substance abuse and substance

dependence, the latter of which is characterized by at

least 12 months of the continued presence of three or

more of the following symptoms: (a) drug tolerance;

(b) drug withdrawal; (c) loss of control over use (in

terms of amount or duration); (d) sustained desire or

repeated unsuccessful attempts to stop or cut down;

(e) substance-related preoccupation (e.g., most of

one’s time is spent obtaining the substance, using the

substance, or recovering from its effects); (f) reducing

or eliminating important social, occupational, or rec-

reational activities; and (g) continued use despite evi-

dence that a physical or psychological problem is

caused or aggravated by substance use. The diagnosis

of substance dependence is further specified by the

presence or lack of physiological dependence (i.e.,

evidence of tolerance or withdrawal symptoms).

The International Statistical Classification of Dis-

eases and Related Health Problems, Version 10 (ICD-

10) is a diagnostic system developed by the World

Health Organization that is used in many countries

outside of Canada and the United States. The ICD-10

defines harmful substance use (similar to the DSM-IV-

TR diagnosis of substance abuse) as a pattern of psy-

choactive substance use that results in physical or psy-

chological damage to one’s health. Like the diagnosis

of substance dependence in the DSM-IV-TR, the ICD-

10 includes criteria for diagnosis of dependence syn-

drome to describe drug addiction. Dependence syn-

drome is defined as a cluster of behavioral, cognitive,

and physiological phenomena that develop after

repeated substance use and that typically include

(a) a strong desire to take the drug, (b) difficulties in

controlling usage, (c) persistent use despite harmful

consequences, (d) a prioritizing of drug use over other
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activities and commitments, (e) increased drug toler-

ance, and (f) possible physical withdrawal symptoms.

Many agencies in the United States and elsewhere

have implemented Prochaska, Norcross, and DiCle-

mente’s transtheoretical model as a method of assess-

ment and treatment. It is an integrated, evidence-based

model that describes a stage-based pattern of change

based on an individual’s readiness to change. Accord-

ing to the transtheoretical model, determining what

stage of change an individual is in is essential to provid-

ing appropriate and effective treatment. The individual

who abuses drugs is assessed to determine what stage

of change he or she is in, and treatment strategies

geared to that particular stage of change are then imple-

mented. The stages are as follows:

• Precontemplation: The individual does not recognize

the need for change and does not have any intention

of changing his or her pattern of drug abuse.
• Contemplation: The individual is seriously considering

making a change. However, the individual does not

have specific plans to stop abusing drugs in the near

future.
• Preparation: The individual is planning to stop

abusing drugs within the next month, but may still

be ambivalent about taking action.
• Action: The individual has stopped abusing drugs

but has done so for less than 6 months.
• Maintenance: The individual has stopped abusing

drugs for more than 6 months.
• Relapse: The individual has returned to abusing

drugs.

Treatment

Treatment Types and Settings

Although some individuals who abuse drugs

resolve their problem spontaneously without help, for-

mal treatment has been shown to be helpful for many

individuals. There is evidence that those who receive

some type of professional help subsequently reduce

their use of substances and show improvement in

other areas of functioning. In addition, psychological

treatments targeting significant life problems also tend

to improve substance abuse recovery outcomes. Reli-

able evidence has been demonstrated for the effective-

ness of a number of treatment approaches, including

social skills training, self-control training, brief moti-

vational counseling, behavioral marital therapy, stress

management training, and community reinforcement

approaches. Some evidence of positive effect has also

been found for covert sensitization, behavioral con-

tracting, the medication disulfiram (brand name:

Antabuse), and antidepressants.

Treatment can be implemented in a variety of set-

tings, which may include inpatient medical detoxifi-

cation and stabilization in acute care facilities, dual-

diagnosis hospital inpatient care, short- and long-term

residential treatment, outpatient full-day treatment, tem-

porary transitional residential treatment (halfway hous-

ing), and intensive or nonintensive outpatient programs.

Best Practices Guidelines

Both Health Canada and the NIDA have indepen-

dently developed a series of research-driven best

practices guidelines for drug abuse treatment and

rehabilitation. Some highlights of these best practices

include the following:

• Pharmacotherapies such as methadone and disulfi-

ram can be effective as supplemental treatments

when used in a controlled setting.
• Behavioral therapies such as relapse prevention pro-

grams, behavioral self-control therapy, and behav-

ioral contracting have been shown to be useful

when administered either individually or in group

settings.
• In terms of alcohol abuse, a community reinforce-

ment approach has been shown to be effective for

those with few social resources and relatively severe

use.
• Marital therapy and social skills training are both

well supported by research.
• Stress management interventions have been shown

to be useful as part of alcohol treatment programs.
• Services should be flexible and individualized, and

guidelines for the selection of appropriate services

are essential. No single treatment is appropriate for

all individuals, and treatment needs will likely

change as treatment progresses.
• Group therapy is often preferable to individual treat-

ment, unless otherwise contraindicated.
• Although research generally supports the relative

cost-effectiveness of outpatient treatment, some

individuals may benefit from both residential and

outpatient or day programs.
• Effective treatment combines interventions that

address the multiple needs of the individual, not just

his or her drug use.
• Brief interventions of up to eight sessions have been

shown to be especially effective for socially stable

individuals with low to moderate alcohol dependence,
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and are usually as effective as treatments of a longer

duration for this group of individuals.
• Counseling provided by competent therapists with

strong interpersonal skills is related to positive

outcomes.
• The majority of those who have drug abuse pro-

blems do not seek help; therefore, more effort is

required to increase awareness of specialized ser-

vices to the general public as well as to health ser-

vice providers.

It is expected that widespread application of these

guidelines in drug abuse treatment will contribute to

increased positive outcomes for substance-abusing

individuals seeking support.

Prevention

Many people believe efforts at preventing drug abuse

are vastly underfunded in comparison to the funds put

toward treatment. Prevention in the context of drug

abuse refers to the avoidance or mitigation of drug

abuse and problems associated with drug use. Drug

abuse prevention can involve primary, secondary, or

tertiary prevention. The goal of primary prevention is

to prevent drug use or abuse from occurring in the first

place. Early education campaigns that encourage chil-

dren to ‘‘just say no’’ would be an example of a primary

prevention strategy. Secondary prevention involves

interventions applied to those who are already in the

early stages of using or abusing drugs in order to pre-

vent the development of additional problems. An

example of secondary prevention would be mandated

alcohol education classes for those convicted of driving

under the influence. Tertiary prevention involves reduc-

ing or stopping further deterioration among those with

an established history of drug abuse. Harm reduction

strategies designed to reduce harmful effects for those

who continue to abuse drugs are seen as tertiary pre-

vention strategies. An example of a harm reduction

strategy is safe injection sites, such as those in Vancou-

ver, British Columbia, Canada, that permit individuals

to inject self-obtained illegal drugs in a setting staffed

by medical professionals in an effort to prevent over-

doses and the spread of communicable diseases.

Three major models of drug abuse prevention have

emerged over the years, each with its own underlying

philosophy and subsequent suggestions for prevention

policies. The sociocultural model argues that social

norms are the key factor in promoting the abuse of

drugs. An example of the sociocultural model of pre-

vention is social-norm education (as provided by many

college health centers and college counseling centers),

which seeks to counter common misperceptions about

typical levels and patterns of drug usage. The con-

sumption model argues that the prevalence of drug

abuse is a direct function of the average levels of con-

sumption in a given culture (e.g., the more the indivi-

duals in a culture drink, the more individuals in that

culture who will abuse alcohol) and seeks to minimize

the negative consequences of drug use through the

implementation of restrictions. Higher taxes and age

minimums for legal alcohol consumption would fall

within the consumption model of prevention. The pro-

scriptive model goes one step further and argues that if

the availability of drugs (particularly alcohol) is com-

pletely prohibited, those who continue to abuse drugs

can be regarded as bad or immoral. Therefore, the pro-

scriptive model of prevention advocates for prohibition

of availability and complete abstinence. The American

Alcohol Prohibition Era (1921 to 1932) is an example

of the proscriptive model at work.

In the past, several mass media campaigns have

been aimed at youth and young adults in an effort to

reduce drug abuse. Although these campaigns have

been shown to increase public awareness and knowl-

edge about drugs, their effectiveness at actually reduc-

ing drug use and abuse has not been consistently

demonstrated. A recent prevention strategy that has

shown promise is resistance skills training, which helps

youth develop their problem-solving and decision-

making skills. It also seeks to help youth develop

cognitive skills for resisting media-based drug use mes-

sages, increase self-awareness and self-esteem, learn

nondrug coping strategies, and develop interpersonal

communication and assertiveness skills. The most

widely used program of this kind in the United States

is the Drug Abuse Resistance Education (DARE) pro-

gram. Unfortunately, research on its effectiveness has

yielded mixed results.

Robinder P. Bedi and Carlton T. Duff

See also Diagnostic and Statistical Manual of Mental

Disorders
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DYNAMICAL SYSTEMS

Educational psychology focuses on theories of learn-

ing that ultimately affect how students are taught.

Behavioral learning theories influenced the teaching/

learning process for more than 50 years. In the 1960s,

the information-processing approach brought the mind

back into the learning process. The current emphasis

on constructivism integrates the views of Jean Piaget,

Lev Vygotsky, and cognitive psychology. Additionally,

recent scientific advances have allowed researchers to

shift attention to biological processes in cognition. The

problem is that these theories do not provide an inte-

grated approach to understanding principles responsible

for differences among students in cognitive develop-

ment and learning ability. Dynamic systems theory

offers a unifying theoretical framework to explain the

wider context in which learning takes place and the

processes involved in individual learning.

Dynamic (or dynamical) systems theory is part of

a paradigm shift involving the acceptance of chaos

and complexity as theoretical frameworks in physics,

biology, chemistry, engineering, ecology, and psy-

chology. Its concepts can be applied to any systems

that change over time. It emphasizes the complexity

of learning and the students themselves. It recognizes

the importance of context in change. It connects the

physical with the mental. It allows teaching and learn-

ing to be connected processes.

Dynamical Systems
Are Self-Organizing

Dynamic implies synergistic, changing, and chaotic

(i.e., underlying order that appears random). System

denotes an assemblage of interacting components

whose essential properties arise from the relationships

between its parts. Students, teachers, classrooms,

schools, and school districts make up dynamical sys-

tems in education.

Students and teachers are individuals made up of

diverse systems—biological, affective, and cognitive.

There is also diversity based on race, ethnicity, gender,

disability, and socioeconomic status—other systems

that are an integral part of students and teachers. All of

these systems contribute to individual differences in

rate of learning, level of thinking, memory, and moti-

vation. Pedagogically, teachers need to be aware of the

dynamic complexity of their students and themselves
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in order to more effectively understand what occurs in

the teaching-learning process. For example, an African

American student who has lived in a rural town will

perceive information differently from an African

American student who has been raised in an inner-city

ghetto. Even though both students are African Ameri-

can, the differences in the systems that make up who

they are will contribute to diverse outcomes. If both

are learning the word field, their understanding of the

meaning of this word will reflect their different experi-

ences. The same teaching strategy may not work for

both of them. For one, a trip to a field might be neces-

sary whereas the other will have experience with fields

and can easily make a connection. A view of students

as dynamic systems emphasizes the individuality and

complexity of all students.

Each dynamic system, in addition to being fluid and

integrative, exists in a state space, which is an abstract

construct depicting the range of behavior open to a sys-

tem and constrained by the degrees of freedom avail-

able to the elemental components of the system. Each

student has his or her own state space or possible beha-

viors. For example, a student whose family speaks

Spanish at home is going to be constrained by English

being a second language. His or her state space will be

different from that of a student for whom English is

a primary language. In order to be effective, a teacher

needs to be sensitive to the different state spaces of his

or her students. Some students may be incapable of car-

rying out certain behaviors because of the limits of their

state space. The student with Spanish as the primary

language may be incapable of understanding certain

English idioms until he or she has learned other words

first and changed his or her state space through self-

organization.

Where a system is located in state space is often

determined through self-organization, which occurs

when a system is attracted to a preferred state of

being out of many potential states. The individual

components of a system emerge into new patterns

(states of being) without anyone or anything directing

this change. Self-organization emerges from the con-

fluence of components within the system. In order for

self-organization to occur, the system must be com-

plex and open to changes in the environment.

Self-organizing, nonlinear dynamic systems tend to

migrate toward certain conditions or behaviors that are

called attractors. Attractors have varying degrees of

stability. Some are easily changed, such as the heart

rate when exercising. Others are not easily changed,

such as the stomach producing acid in response to food.

An attractor state for a student might be his or her read-

ing level, which may be stable for a long period of time.

Systems will remain in a certain state space until

a perturbation pushes the system or increases the sys-

tem’s attraction to another state. Perturbation is a dis-

turbance to the system. When disturbed, a system

may move away from its present attractor and toward

a new attractor, resulting in a phase shift. A phase

shift is a new form that emerges from the loss of sta-

bility of the existing forms. For example, the student

whose reading level has been stable for a time period

might change to a higher level because of an interest

in a more difficult book. The resulting phase shift

might be observed as the student begins reading chap-

ter books instead of picture books. There has been

a phase shift in reading levels.

From a dynamic systems approach, learning is

a self-organizational process on the part of the indi-

vidual. The student undergoes phase shifts (transi-

tions) in which the cognitive system self-organizes

and new patterns of understanding emerge. Students

pass from one organized state of the system to

another. Along with the cognitive system undergoing

change, neuronal networks are strengthened. As these

systems change, they affect the other systems that

make up the individual student.

Phase shifts can also be facilitated by a control

parameter. A control parameter is a variable outside

the system to which the system is sensitive and that

moves the system through different states. Teachers

use control parameters to perturb the attractor states

of the students. In pedagogy, a control parameter is

the teaching method. Some teaching methods are

more successful than others. If successful, self-organi-

zation (learning) occurs. If there is no immediate self-

organization, then the control parameter perturbation

may disturb the system so that at some later point in

time, self-organization may occur.

For example, if a teacher is focusing on addition in

an elementary classroom, he or she will use methods

to bring about an understanding of addition. When

a student understands what addition is, he or she

undergoes a transition. Not only has his or her cogni-

tive system changed, but biologically, there are

changes in the brain; emotionally, the student might

feel satisfaction and pride about mastering something

in school; and environmentally, the student might

be able to use addition in new aspects of his or her

life, such as shopping with parents. The student, as
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a dynamic system, has self-organized and is no longer

the individual he or she was prior to the new learning.

One truth about learning is that it evolves over time.

Therefore, learning does not occur in every student

each time a topic is covered in class. What often occurs

is a perturbation of the attractor state. There can be many

small perturbations without a change in the cognitive

system. It is when the system (student) self-organizes

that learning takes place. For example, a teacher may

introduce addition to students in a number of different

ways—direct instruction, small group activities, indi-

vidual worksheets. The actual comprehension of what

addition means will occur in individual ways. Some

students may understand addition from the first activ-

ity, and therefore will self-organize, move to a new

attractor state in which being able to add is the norm,

and be able to demonstrate an understanding of addi-

tion. Other students may require all three strategies

before meaning is created. Each activity perturbs the

attractor state of these students, but no self-organization

occurs until all activities have been experienced.

Dynamical Systems Are Nonlinear

Besides self-organizing, dynamic systems are also non-

linear, that is, output is not proportional to input. Tea-

chers learn early that sometimes the best lesson plans do

not bring about the learning that was sought. Pedagogi-

cally, there is not always a direct relationship between

teaching and learning. Sometimes, a teacher does not

have direct control over the specific learning that goes

on, such as in a cooperative learning group, where stu-

dents can learn from other students without the teacher’s

involvement. Most of the time, the teacher has to use

a number of strategies to perturb the systems (students)

until finally self-organization (learning) occurs.

All Systems Have a History

Dynamic systems theory espouses that all systems

have a history that affects their states in the present.

As the student acts, that action becomes part of his or

her dynamical history. This history will then influence

future actions. Fritjof Capra states that living structure

is always a record of previous development. The his-

tory of a system includes its tendencies and con-

straints. Self-organization taking place in the present

is constrained by self-organization of the past. The

system’s history will affect its present state space,

attractors, phase shifts, and control parameters.

So, besides viewing students as dynamical sys-

tems, teachers must be aware that each of these sys-

tems (students) has a history that will affect his or

her ability to learn. Some students have a history of

doing well in school, understanding academic sub-

jects, and having friends and supportive parents.

Unless severely perturbed, these students will con-

tinue to do well in school throughout their school

lives and respond well to teaching strategies. Other

students do not have such a positive experience in

their pasts. They may have problems being in school,

may have difficulties learning academic subjects, and

do not have supportive parents. These students may

be harder to reach and require larger perturbations

to their systems before learning can occur. Their

histories may interfere with success in school. These

are often the students who present the challenge to

teachers.

Besides the students and teacher being systems with

a history, the classroom community, too, is a system

that has an ongoing, ever-changing history—a history

of interactions within the enclosed walls of the class-

room itself. No two days are alike in the classroom;

indeed, no two moments in time are alike. The setup

of the classroom—temperature, luminosity, desk orien-

tation, ambient noise, odors—defines its state space.

Within that broader framework, each member of the

classroom community, each student and teacher, is an

independent, complex, nonlinear system with a unique

state space of his or her own and his or her own unique

and constantly changing history. The variability and

unpredictability of the classroom environmental system

keep it in constant flux.

The environment also constrains the degrees of

freedom available to individual students and teachers.

For example, students learn to raise their hands to

speak, speak softly or not at all while working, and

get into line in the proper order. All of these constrain

the behaviors of the students from what they might be

if students did not have certain norms. Some students

learn from this history of classroom behavior and

automatically apply it in subsequent grades so that by

the time the students reach later elementary years, the

attractor state for classroom behavior is stabilized.

Understanding Dynamical Systems
Within the Context of the Whole

Because a number of systems make up an individual,

all of them, together, provide the essence of the
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individual. Unlike the behaviorist reductionist view,

which requires studying parts of the whole and then

generalizing across the whole, dynamic systems the-

ory purports that the whole is always different from

the mere sum of its parts. Therefore, the parts must be

studied and understood within the context of the

larger whole. This holistic thinking moves the focus

of research from objects to relationships. Studying

learning in a classroom setting did not begin until the

1960s, yet this is where the majority of children’s aca-

demic studies take place. Students are taught within

groups of students, yet learning is a very individual

activity.

It is important for the teacher to know the history

of each student in order to understand what attractors

are present and what control parameters might facili-

tate change. However, this is difficult to do because

teachers are involved with groups of students in such

a way that time and energy prohibit study of the vari-

ous systems that make the student who he or she is.

So instead, teachers use a variety of learning techni-

ques in order to bring about learning in the most stu-

dents possible.

Besides the students being made up of different

systems, the teacher also is a network of systems with

his or her attractor states and state space. This will

affect what types of pedagogical practices he or she

will use in a classroom setting. For some teachers,

teacher-centered strategies are what they are comfort-

able using, and despite information to the contrary,

they will continue in that attractor state because of its

stability.

Jane L. Abraham

See also Continuity and Discontinuity in Learning; Piaget’s

Theory of Cognitive Development
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DYSLEXIA

Dyslexia is one of several types of learning disabilities

that occurs in children who, despite strengths in other

academic and cognitive abilities, experience extreme

difficulty in learning to decode and spell printed

words. This problem at the level of the single word

impedes their ability to fluently read and comprehend

connected text. Importantly, their reading difficulties

do not stem from lack of educational opportunity,

sensory acuity deficits, or socioeconomic disadvan-

tage, although educational opportunity and socioeco-

nomic status may interact with dyslexia to either

reduce or exacerbate its severity. The International

Dyslexia Association defines dyslexia as follows:

A specific learning disability that is neurological in

origin. It is characterized by difficulties with accu-

rate and/or fluent word recognition and by poor

spelling and decoding abilities. These difficulties

typically result from a deficit in the phonological

component of language that is often unexpected in

relation to other cognitive abilities and the provi-

sion of effective classroom instruction. Secondary

consequences may include problems in reading

comprehension and reduced reading experience that

can impede the growth of vocabulary and back-

ground knowledge.

Estimates suggest that dyslexia occurs in 6% to

17% of the school-age population depending on how

it is defined. Regardless of prevalence estimates, chil-

dren with dyslexia comprise the bulk of children

receiving special education services in the United

States for students with learning disabilities. Although
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dyslexia manifests in childhood with the onset of for-

mal reading instruction, it has definable precursors

that permit early detection before formal schooling. In

the absence of targeted intervention, the deficiencies

observed in childhood continue to be evident in the

same individuals well into adulthood. Dyslexia may

also occur concomitantly with other conditions, includ-

ing other learning disabilities involving mathematics

(dyscalculia) and written expression (dysgraphia), oral

language disorders, and attention deficit disorder with

or without hyperactivity. These co-occurrences are usu-

ally comorbid, meaning that the child has more than

one problem.

Scientific understanding of dyslexia has dramati-

cally increased in the past four decades. It is now

widely accepted that dyslexia occurs on a continuum

in much the same way as obesity or high blood pres-

sure. What this means in practice is that dyslexia is

not an all-or-nothing categorical disability. Instead, it

occurs in degrees of severity. Establishing the cut

point on the continuum at which word reading diffi-

culties constitute a disability is not well established

and accounts for the variability in prevalence esti-

mates. Current classification schemes vary by state

and by program type. In the United States, children

can receive services for dyslexia as part of special

education under the Learning Disabilities (LD) cate-

gory in the Individuals with Disabilities in Education

Act (IDEA), where problems with basic reading skills

are one of the eight domains in which LD can occur.

A few states, such as Texas and Louisiana, also pro-

vide dyslexia services outside of special education. In

most states, qualification for dyslexia services under

the LD category would be based on an achievement/

IQ test discrepancy, with a number of discrepancy

models in use from state to state. In the recent

reauthorization of IDEA, states were also allowed to

use response-to-intervention (RTI) as a mechanism

for identifying learning disabilities including dyslexia

as well as models based on discrepancies in achieve-

ment relative to age. Regulations permitting the use

of RTI for identification are just emerging from

different states.

Historical Roots and Theories

Over the years, a number of other theories and result-

ing treatments have gained and lost prominence in the

field of dyslexia. A few of the most prominent theo-

ries are briefly reviewed below.

Deficits in Visual Perception

Dyslexia was first described more than 100 years

ago. By 1900, the condition was referred to as congeni-

tal word blindness and was believed to be caused by

difficulty in storing visual impressions of words. Build-

ing on the assumption that the underlying causes of

observed reading difficulties were based in deficits in

visual processing, Samuel Orton outlined the first fully

developed theory of dyslexia, which he called strepho-

symbolia (twisted symbols). His theory suggested that

children were experiencing difficulty in establishing

hemispheric dominance within the brain, resulting in

an inability to suppress mirror image counterparts,

which was presumed to cause optic reversibility in

visual perception that resulted in seeing symbols as

reversed images (e.g., b as d; or was as saw).

Although the basic tenets of Orton’s theory have

not proved to be correct, they have been hugely influ-

ential in driving the focus of subsequent theories and

treatments of dyslexia even to the present time. It is

from Orton’s theory of dyslexia that the widely held

belief that the treatment of dyslexia requires multisen-

sory methods of instruction stems. The underlying

assumption being that by activating the auditory, tac-

tile, and kinesthetic modalities of learning, students are

able to compensate for inherent weakness in the visual

domain. In fact, the Orton–Gillingham method for

teaching reading, or one of many derivatives of this

method, is pervasive in the treatment of dyslexia even

today. However, empirical support for these methods is

mixed. Likewise, there is no indication that the multi-

sensory aspects of this instruction are actually the

salient aspects of the instruction. The content of these

programs focuses on teaching alphabetic decoding, and

this focus likely accounts for any effects achieved.

Interventions that do not actually include multisensory

aspects but do carefully teach alphabetic decoding have

also achieved very positive results with this population.

The view that dyslexia was caused by dysfunction in

the visual perception system dominated the field until it

was systematically evaluated in the 1970s and 1980s.

Outcomes from these studies clearly demonstrated that

the visual perception ability of dyslexic and normal

readers was not different, and that visual perception

ability does not predict performance of reading ability.

Low-Level Visual Deficits

Dyslexia has also been attributed to visual tracking

problems assumed to be caused by ocular motor
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deficiencies; visual masking effects associated with

deficits in the transient visual system; and scotopic

sensitivity syndrome (SSS) involving excess sensitiv-

ity of the retina to particular frequencies of light,

causing the brain to distort information. Of these theo-

ries, SSS currently has the most prominence in prac-

tice. The interventions recommended for SSS involve

placing colored overlays over text or using tinted

lenses designed to selectively filter out problem fre-

quencies and make the text visually stable.

The visual tracking theory of dyslexia has long been

discredited by well-controlled eye movement studies

finding no differences between poor and normal read-

ers. Similarly, the evidence to support the theory of

visual masking effects has been weakened by the find-

ing that significant numbers of normal readers have

similar transient system deficits. Likewise, independent

reviews of the results of interventions based on SSS

theory have not found specific associations of reading,

dyslexia, and other disabilities.

Perceptual-Motor and Cerebellar Deficits

In the 1960s and 1970s, theories commonly attrib-

uted the cause of dyslexia to perceptual-motor defi-

cits. Although the specifics of each theory differed,

they shared the common belief that a child must have

adequate visual-motor functioning as a prerequisite

for academic learning, and that motorical treatment

was needed to reorganize neurological functioning to

allow adequate visual-perceptional ability. The treat-

ments aligned with these theories included such things

as having children practice creeping and crawling,

walking on balance beams, standing on balance boards,

and completing eye-tracking exercises. Although these

theories and their accompanying treatments were very

popular, they did little to improve the academic out-

comes for children and have largely become extinct in

practice.

Despite these results, there has recently been some

resurgence of this approach to treating dyslexia and

other learning disabilities, despite the lack of scientific

evidence for effectiveness. This is most apparent in

the cerebellar theory of dyslexia proposed by Roder-

ick Nicolson, Angela Fawcett, and Paul Dean. The

hypothesis is that children with dyslexia fail to autom-

atize reading and other cognitive and motor skills

mediated by the cerebellum. There is little evidence

that supports this hypothesis or the recommended

interventions.

Low-Level Auditory Deficits

Another theory that has attracted attention more

recently is put forth by Paula Tallal, who theorized that

children with dyslexia are fundamentally impaired in

processing acoustic stimuli characterized by spectral

parameters that change rapidly in intensity. Although

originally based on children with oral language disor-

ders, Tallal expanded this hypothesis to children with

dyslexia, suggesting that dyslexia is caused by lower-

level auditory problems interfering with the processing

of sounds with rapidly changing properties, which in

turn impairs speech perception and thus the acquisition

of phonological awareness and phonological decoding.

Early empirical evidence provided support for this the-

ory, but more recent investigations have not found spe-

cific associations of these perceptual problems with

dyslexia. The treatments that have emerged from this

theory, which involve using synthetic speech to slow

down the acoustic stimuli, have not been found to have

a major impact on reading skills in randomized, con-

trolled experiments.

Phonological Coding Deficits

Currently, the theory that dyslexia is the result of

weak phonological coding has accumulated substan-

tial and converging scientific evidence to support it.

Phonological coding is the ability to use speech codes

to represent words and parts of words. Weakness in

this domain results in poor phonemic awareness and

letter-to-sound mapping, resulting in poorly specified

phonological representation of words. These coding

deficits result in difficulty in storing and retrieving

words as unitized orthographic representations, and

difficulty in processing alphabetic information in

working memory. The theory suggests that difficulties

in storage and retrieval impair the child’s ability to

form necessary connective bonds between spoken and

written words, which in turn impedes the storage of

fully specified representations of word spellings and

thus impedes fluency of word recognition.

Evidence to support this theory comes from two

sources. First, a relation between phonological coding

and dyslexia can be inferred because children with

dyslexia have consistently been found to perform sig-

nificantly below normal readers on different assess-

ments of phonological processing, Likewise, a causal

link can be inferred because intervention studies

directly addressing phonological coding deficits have
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repeatedly demonstrated positive outcomes on the

reading outcomes of children with dyslexia. There is

controversy over the exact manifestations and contri-

butions of different phonological processing domains,

but the link of word reading and phonological proces-

sing, and the extrapolation to dyslexia, is widely rec-

ognized as a major scientific discovery.

Neurobiological Correlates

Dyslexia has always been assumed to be neurobiolo-

gically based. However, only recently have the neuro-

logical and biological causes of dyslexia been able to

be examined directly rather than just inferred.

Genetics

Studies of the heritability of dyslexia show that

there is a strong genetic link for reading and reading

disability. For example, a child whose parents had

reading problems is eight times more likely to experi-

ence a reading problem; 25% to 60% of parents of

children who are dyslexic also experienced significant

reading difficulties; and the rate of concurrent dys-

lexia among identical twins is above 80%, but below

50% for fraternal twins. The estimates of the genetic

contribution ranges from 50% to 80% depending on

age, schooling, and other sample characteristics. Fur-

thermore, recent studies have identified a constellation

of specific genes involved in dyslexia. Multiple

researchers have identified an area on chromosome 6,

and chromosome 15 has been identified by several

researchers. Potential markers on chromosome 1 and

2 have also been reported but not replicated.

Even though there is a clear genetic link to dys-

lexia, these studies do not indicate that the genetic

links are specific to dyslexia, but instead are linked to

reading and the variability in reading skills that char-

acterizes any population. In addition, the same body

of research demonstrates that the environment plays

an important role in determining reading outcomes

for individual children. Whether or not significant

reading problems will develop in a child with a genetic

predisposition for dyslexia also depends on what types

of reading experiences that child is provided in his or

her home and school environment. Even if heritability

is strong, the genetic contribution does not mean that

the reading problem is immutable to intervention,

although more intense and targeted instruction may

be needed.

Brain Function

The evidence that dyslexia is greatly influenced by

environmental factors is supported in recent neuroi-

maging studies of brain function in students with and

without dyslexia. In these studies, various neuroima-

ging techniques, such as positron emission tomogra-

phy, functional magnetic resonance imaging, and

magnetic source imaging, are used to assess the

brain’s response to cognitive challenges. The findings

from studies using these techniques converge to show

that tasks requiring reading are associated with

increased activation with the basal surface of the tem-

poral lobe, the posterior position of the superior, the

middle temporal gyri, and the inferior frontal lobe.

Magnetic source imaging studies, which allow time

sequences within the brain to also be mapped, demon-

strate that in normal readers, the occipital areas of the

brain that support primary visual processing are acti-

vated first, followed by regions in the basal temporal

areas in both right and left hemispheres. This is fol-

lowed by simultaneous activation in three areas of the

temporal and parietal areas corresponding to the supe-

rior temporal gyrus, Wernicke’s area, and the angular

gyrus, often more predominantly in the left hemi-

sphere. Students with dyslexia activate the same

regions of the brain, but there is often much less left

hemisphere activation and differences in the temporal

sequences of brain activation.

More recently, a series of studies has been con-

ducted to determine the impact of carefully designed

instruction on phonological coding on the brain acti-

vation patterns of children with or at risk for dyslexia.

In each of these studies, the brain activation patterns

of children at risk for dyslexia (i.e., 5- and 6-year-

olds) or identified as dyslexic (i.e., 7- to 17-year-olds)

show predominantly normalizing patterns after well-

designed, intense interventions. Importantly, this find-

ing has been found among both young readers prior

to the onset of reading difficulties (i.e., intervention in

first grade) and older children and adults who have

experienced serious reading difficulties. These studies

indicate that the neural systems that mediate word

recognition and dyslexia are malleable and responsive

to intervention.

Effective Treatment

Since the early 1990s, a number of studies have care-

fully evaluated interventions designed to prevent or
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remediate dyslexia. From this body of research, we

now know much about what constitutes effective

intervention for these children. Perhaps the most

important finding is that the needs of children with

dyslexia are not unique to only children with dyslexia.

The same type of instruction that is effective with

these children is also highly effective for other chil-

dren who experience reading difficulties for other rea-

sons, such as economic disadvantage. Likewise, the

critical components of this instruction are the same

for even normally developing children, although the

level of intensity and amount of repetition needed will

be greater for children with dyslexia.

This critical content includes explicit and strategic

instruction to ensure that children develop high levels

of phonemic awareness; in-depth knowledge of letter-

sound correspondence, including the many spelling

variations; acquisition of accurate, quick, and flexible

word recognition skills moving beyond the single syl-

lable; smooth, fluent oral reading through adequate

practice reading increasingly more complex text; and

strategies for the deep processing of text. For the

treatment of dyslexia, the most crucial component of

instruction is the inclusion of explicit instruction in

fluent word recognition that includes phonological

recoding (i.e., sounding out words) as a word recogni-

tion strategy. Phonological recoding appears to

account for individual differences in word recognition

in both children and adults and is at the heart of

phonological coding problems. When instruction is

sufficiently intensive and integrates these various

components into daily instruction that cumulatively

becomes increasingly more complex, children with

dyslexia improve considerably in not only accuracy of

their word recognition skills, but in their overall reading

ability. Particularly striking results are apparent among

young children who have not yet experienced reading

difficulties, but who have risk characteristics of dys-

lexia. In multiple studies, the occurrence of reading

problems among students at risk for dyslexia and other

reading problems has been reduced to below 1.5% of

the total population.

One of the most exciting developments in read-

ing research is dramatic growth in researchers’ under-

standing of which skills predict a phonological

processing core deficit. Today, researchers can confi-

dently predict which children are most at risk for

developing dyslexia and other reading problems as

young as kindergarten age. Thus, it is now possible to

identify risk for dyslexia early, provide high-quality

intervention before failure has occurred, and in most

cases normalize reading ability. Early literacy skills

that have been demonstrated to accurately predict risk

in young children include (a) phonemic awareness;

(b) knowledge of letter names and sounds; and

(c) speed of lexical retrieval measured through the

rapid naming of objects, colors, digits, or letters.

For children who are not identified early, the out-

look is not as positive, with reading problems becom-

ing more difficult to remediate by the end of third

grade. Older children require more intense interven-

tions, occurring for longer periods of time, than do

younger children. Although the impact of early pre-

ventive and later remedial approaches are comparable,

older children are usually so far behind that it is diffi-

cult to provide the intensity and reading experience

that will make them completely proficient readers.

Although the outcomes for these groups of children

can be very impressive, major concerns remain about

the development of fluent reading ability among older

students even after intervention, partly because of lack

of reading experience. Likewise, these children often

have persistent deficits in vocabulary and comprehen-

sion that also may reflect an earlier inability to access

print, as well as co-occurring problems with oral

language development that affect listening and read-

ing comprehension independently of phonological

processing.

Instructional Programming

Programming to prevent or treat dyslexia and other

reading difficulties has proven a great challenge

within the public schools. Current proposals recom-

mend a multitiered model of reading intervention. In

most of the proposed multitiered models, Tier 1 is

improved classroom-level general education core

reading instruction so that critical content is taught

well from the beginning. Children who experience

difficulty in spite of receiving quality classroom-level

instruction move into more intense, small group inter-

vention (Tier 2) provided in addition to their core

(Tier 1) instruction. The focus is not on labeling chil-

dren, but rather on providing services to children at

risk for reading failure for any reason. Only after a

child fails to respond adequately to the first two levels

of instruction would a child be considered dyslexic,

requiring Tier 3, or ongoing, support. Tier 3 interven-

tion is typically described as having greater intensity

and duration than Tier 2 intervention. Different models
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vary in the point at which special education eligibility

and services would be provided.

Understanding Dyslexia

In the past few decades, much progress has been

made in understanding both the causes and treatment

of dyslexia. It is now understood that dyslexia is

a neurobiologically based disorder of phonological

core processing ability that causes individuals to

experience severe difficulty in reading and spelling at

the level of the single word. Furthermore, it is now

known that although genetics plays a large role in

determining if a child has a predisposition for devel-

oping dyslexia, the environment also plays a large

role in determining the level of dyslexia expressed

in any one individual. Environments that provide

repeated and careful opportunities to practice phono-

logical coding will result in a decreased expression of

dyslexia. Furthermore, dyslexia is treatable, even

among older children, although outcomes are gener-

ally better for younger children. However, this is sim-

ply because younger children have not yet fallen

behind and thus don’t have as much ground to cover

in order to catch up.

Patricia G. Mathes and Jack M. Fletcher

See also Learning; Learning Style; Reading Comprehension

Strategies; Special Education
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E
A master can tell you what he expects of you. A teacher, though, awakens your own expectations.

—Patricia Neal

EARLY CHILD CARE

AND EDUCATION

Early child care and education is defined as any care

on a regular basis by someone other than a child’s

immediate family members. Infant and toddler care

refers to this type of care for children from birth to

age 3 years. Early care and education are important to

educational psychology because they are associated

with later cognitive and socioemotional outcomes for

children in educational settings. In addition, with the

historical changes that resulted in parents working out-

side of the home, increases in wraparound child care

to include hours before and/or after the school day

have become normative for school-age children, with

implications for educational psychology. This review

first defines the topic of early child care and education

and outlines the different settings in which care takes

place. This is followed by an explanation of the impor-

tance of early care and education environments to

child development outcomes. Finally, the effect of

family contexts in early care and education as they

relate to child development outcomes is presented.

Types of Early Child Care
and Education

Three main types of early care and education exist for

infant and toddler groups. These are in-home care,

services in child care homes, and services in child

care centers. In-home care refers to care when an

individual comes into the family’s home to provide

care. Child care homes and centers are out-of-home

services where children receive care in another indivi-

dual’s home or at a location other than someone’s

home, such as a child care facility.

Importance of Early Child Care
and Education Environments

The impact of physical environments and subsequent

early experiences on early brain development makes

consideration of early care and education environ-

ments important. Given the primary importance of the

family to early child development, child care has been

found to make a unique contribution in the area of

cognition. This unique contribution is moderated by

three known variables: the amount of time children

spend in care, the quality of care, and the type of care.

Specifically, the incidence of problem behavior and

minor illness is higher in children who spend more

than 30 hours per week in care. Regarding quality,

infants and toddlers involved in high-quality child

care have been shown to have better social cognition

and better reading and math skills compared with

children in low-quality settings. Last, regarding type

of care, center-based care, compared with other types

of care, is associated with better language, social

skills, and pre-academic skills with respect to letters

and numbers.
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Models

Two important models of early child care and educa-

tion exist that encompass both regulatory and process

benchmarks for early care and education. The first is

the Early Head Start program, administered by the

U.S. Department of Health and Human Services,

Administration for Children and Families, which is

aimed at providing services to families with infants or

toddlers living below the federal poverty level. The

second is the military model of child care, instituted by

the U.S. Department of Defense, aimed at providing

early care and education services to military families.

These models share the philosophy that incorporat-

ing both child- and family-centered practices is inte-

gral to positive child outcomes. It is clear that the

incorporation of both child- and family-centered prac-

tices is important from evaluation of the effects of

child care in the lives of infants and toddlers from

these populations. Specifically, it is clear from evalua-

tion of the Early Head Start model, in particular, that

over time children do better when parents have higher

levels of education and income, when mothers have

fewer symptoms of depression, and when families

incorporate learning activities into their home, such as

books and play materials, and are involved in their

young children’s play activities.

The Early Head Start Program Model

The Early Head Start program model is built on

a framework encompassing four cornerstones to

ensure best practices in delivering services to infants

and toddlers and their families. These cornerstones

include child development, family development, com-

munity building, and staff development. Within the

cornerstone of child development, which includes

child care services, program design incorporates many

objectives related to quality child care. Specifically

incorporated are the objectives of positive child health

and development, education and early childhood

development, child health and safety, good nutrition,

and good child mental health. Within the objective to

promote positive child health and development is the

identification of activities that will foster children’s

physical, cognitive, and socioemotional growth in

a child care setting. Because of the infant/toddler age of

the children enrolled in these programs, emotionally

secure parent–child as well as child care provider–child

relationships are seen as an integral component of fos-

tering these areas of development. Thus, in addition

to developmentally appropriate early care and educa-

tion services, parental supports are in place to build

strong parent–infant emotional connections. Supports

include activities such as center- or home-based par-

ent education as well as parental involvement in the

child care program.

Community building is a component of the Early

Head Start framework that stems from ecological

theory, which recognizes the important interaction

between the individual and larger systems. For fami-

lies with infants or toddlers and limited resources, the

Early Head Start programs have aimed to increase

access to resources in the community. The compre-

hensive nature of the program has been shown to be

important to families with limited resources who have

infants or toddlers.

Staff development is a last important cornerstone

to the Early Head Start programs that is universally

important to child care. Teachers with more advanced

training and education are also more likely to under-

stand and use developmentally appropriate practices

in the classroom. In fact, it has been established that

developmentally appropriate behaviors in child care

staff will increase directly as the number of hours of

training received increases. Training, supervision, and

mentoring in understanding and developing child

socioemotional development are integral activities

implemented in the Early Head Start program model

to achieve the goal of staff development for the larger

purpose of enhancing positive child outcomes.

The Military Model of Child Care

The U.S. military has developed a model of child

care that exemplifies the way intensive reform can dras-

tically improve a service such as child care. Before the

Military Child Care Act of 1989, the military model of

child care was very similar to, and plagued by, the same

struggles as current civilian child care. The military

model of child care came about as a result of a demo-

graphic shift in military personnel in the 1980s, as more

men and women with families chose the military as

a career. The low-quality child care arrangements avail-

able to military families before 1989, such as unsafe

conditions, poor and unenforced standards, and extremely

high staff turnover rates, hampered military readiness.

For the military, such issues implied the need for an
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improved child care system. This need was addressed

and accomplished by creating a systematic approach to

improving its child care system.

Today, the U.S. military has set in place a coordi-

nated system for all of its branches. The key compo-

nents of the system aim to improve quality through

enforced standards, accredited programs, well-trained

and well-compensated staff, and an increase in family-

identified goals, such as affordability. The military

model of child care systematically addresses universal

needs for child care.

The military model of child care has improved its

program quality by creating firm standards in all areas

of care, including health, safety, staff–child ratios, and

staff training. These standards exceed some state stan-

dards. Certification is done annually, and regulations

are enforced through quarterly, unannounced inspec-

tions of child care programs. Meaningful sanctions are

in place for when programs are found to be noncompli-

ant with standards. Inspectors are given the latitude to

deem a program necessary to be fixed, waived, or

closed, reinforcing the intolerance for unsafe programs

to remain open. The civilian child care community

would benefit greatly from strict enforcement of quality

standards as exemplified in the military model.

The military model incorporates a single point of

entry approach to child care. This addresses the differ-

ing needs and wants of families as it pertains to care

for their child(ren). Child care centers, family child

care homes, and individual providers are maintained in

one, current database that makes it easier for families

to choose what is best for their family. This single

point of entry method has two additional, positive con-

sequences. First, it is easier for accreditation and moni-

toring to take place within a universal system. Second,

resource and referral services are important to families

choosing child care, and a universal system can be

cost-effective to this important first step to finding child

care for families. In civilian child care, some states

have incorporated resource and referral services, yet

many families are not aware of this service. Public

information campaigns address this issue. Additionally,

a statewide resource and referral system that links pro-

gram accreditation and monitoring is a cost-effective

way to address many issues simultaneously, such as

family need for child care availability information and

tracking of program accreditation and monitoring.

The National Association for the Education of

Young Children (NAEYC) is an agency that rewards

child care programs for going beyond mandatory

licensing requirements through an accreditation system.

In the military system, NAEYC provides financial

assistance to child care programs. This accreditation

standard in the military system has led 99% of centers

to be accredited.

Moreover, half of children in military child care are

under 3 years old. As a result of the large number of

infants and toddlers in child care, improvement for this

vulnerable population has been a priority in military

reform. Within this system, children are able to enter at

6 weeks old and for up to 12 hours per day, as this is

what is needed for many military families. An addi-

tional need, for many military families, is child care

services provided during ‘‘off’’ hours, such as during

evenings or on weekends. As the economic environ-

ment changes, civilian families face circumstances sim-

ilar to those of military families; for example, extended

family may not be in the same vicinity. Thus, the need

to rely on professional support for child care is a reality

for both military and civilian families. The military

model of child care has focused reform on providing

flexible care schedules to families.

To address the needs of infants and toddlers, mili-

tary child care policy has also instituted primary

caregiver assignments of one child care provider to

a child. Additionally, infants are allowed individual

sleeping and feeding schedules and sleep in cribs with

the rest of the group, rather than in a separate sleeping

room. Policy has also emphasized safety and sanita-

tion for this age group. Child care centers have incor-

porated building design that decreases the spread of

germs and reduces child accident rates through exit-

ways from infant and toddler classrooms to outdoor

play areas designated specifically for different age

groups.

The military model of child care incorporates poli-

cies above and beyond state licensing requirements.

Policies such as standard use of surveillance cameras in

the classrooms and a diaper-changing rotation among

staff (so that no one individual is responsible for diaper-

ing) can decrease the incidence of child abuse.

Last, within the military model, parents are seen as

constituents and are, thus, involved in programs—for

example, through their presence in the centers and

through their decision-making capacity. Programs are

designed to be family-friendly and support infant

and toddler health outcomes by providing rooms for

mothers to nurse their infants and toddlers. Parents also
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participate in advisory councils as well as serve on

inspection teams to monitor child care quality standards.

The military model of child care emphasizes staff

training and compensation. The system requires that

all employees receive basic preservice training. Addi-

tionally, child care personnel begin with higher-

than-average wages, and they are also rewarded with

increased wages for achieving training milestones.

State Licensing, Monitoring,
and Optional Accreditation

In general, states regulate early child care and educa-

tion through licensing standards and monitoring prac-

tices. Many programs choose not only to incorporate

standards that meet the required state licensing

standards but also to adopt standards above and

beyond minimal state standards. One organization, the

NAEYC, is widely used by child care programs and

is the largest organization serving on behalf of infants

and children through age 8 in child care. The network

was founded in 1926 with the mission of helping pro-

grams optimize child outcomes and to help families

identify high-quality child care programs. It has an

alliance of local, regional, national, and international

affiliates. To be accredited by NAEYC, a program

must involve itself in (a) self-study, through which

staff identify areas for improvement; (b) validation, in

which program information is verified during a site

visit by a team of trained volunteers; and (c) a review

by recognized experts who judge whether the pro-

gram is in compliance with the accreditation criteria.

Programs are granted accreditation for 3 years with

agreement to improve areas in which they are only

marginally compliant. Annual reports are required to

document continued compliance and improvement.

Regulated and Process Variables
in Early Child Care and Education

Both the U.S. Department of Defense and the Early

Head Start programs are large-scale models with sys-

tematically incorporated standards above and beyond

many state standards for infant and toddler early care

and education. Many of the standards associated with

these two programs come from NAEYC, the National

Association for Family Child Care, or both.

Two types of variables are discussed in relation

to early child care and education monitoring and

evaluation: regulated variables and process variables.

Regulated variables encompass health and safety sys-

tem variables, including adult-to-child ratios, group

size, and staff education levels. Regulated variables

matter to infant and toddler care in that they uniquely

predict child development outcomes separate from

other variables. Process variables relate to develop-

mental outcomes in early care and education, both

cognitive and socioemotional, which come from the

relationship between providers of early care and edu-

cation and the children in their care.

Regulated variables are predictive of process out-

comes, which are related to child development out-

comes. Thus, early care and education programs that

have smaller adult-to-child ratios, smaller group sizes,

and providers with higher education levels predict

more positive provider-to-child social interactions.

This, in turn, positively affects children’s cognitive

and socioemotional development. Thus, the most

effective early care and education programs incorpo-

rate both highly regulated and process variables into

services for infants and toddlers.

Family Contexts in Early
Child Care and Education

Family features have been found to be the most pre-

dictive determinants to child development outcomes

for children in early care and education settings. From

these findings, models of early care and education

have been established that emphasize the components

of positive family features that can be replicated in

early care and education settings. These process vari-

ables are associated with cognitive and socioemo-

tional development by building secure relationships

between early care and education providers and the

infants and toddlers in their care. They include dis-

creet aspects of emotional connections between care

providers and infants and toddlers.

To develop emotional connections between care

providers and the children in their care, the physical as

well as interpersonal environment needs to be consid-

ered. Regarding the physical environment, standards

call for a more home-like than school-like environment

for infants and toddlers. To meet the needs of infants

and toddlers, physical environments that replicate

home environments often include primary caregiver

assignments of one child care provider to a child.

Additionally, infants are often allowed individual feed-

ing and sleeping schedules and sleep in cribs among

the rest of the group, rather than in separate sleeping
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rooms. Children’s work is displayed in the classroom

and at child eye level to build a sense of ownership

and belonging. Equipment, such as tables and chairs, is

child-sized, and soft surfaces exist for children to rest

and relax on during the day. A variety of materials

exist, especially dramatic play materials, for toddler-

age children to foster socioemotional and social skills

development through role-playing behavior. Also, pro-

viders interact with the physical environment in ways

that promote prosocial behavior, such as engaging in

dramatic play activities and modeling and facilitating

prosocial behavior between children. Last, a predictable

environment with few changes to the setting is sup-

portive of a child’s emotional security.

In addition to the physical environment, socioemo-

tional development in early care and education is also

supported by way of emotional connections through

caregiver–child interactions. An essential aspect of

preparing child care providers to foster socioemotional

development in the child is to learn about how to

form emotionally available and securely attached

relationships.

Attachment and Emotional
Availability in Relationships in Child Care

Traditionally, attachment is viewed as a quality of

parent–child relationships; however, children may also

develop attachments with adult caregivers other than

parents. Whereas approximately 70% of children form

secure attachments with their parents, estimates indi-

cate less than half of children in child care form secure

attachments with their child care providers. The pres-

ence of caregiver sensitivity, appropriate structuring,

nonintrusiveness, and nonhostility, which are qualities

of emotional availability, are important, and research

indicates that these qualities are predictive of secure

attachments and children’s emotional availability.

According to Zeynep Biringen, caregiver sensitivity in

the context of early child care and education includes

both nonverbal and verbal behaviors. Nonverbal beha-

viors include physical affection, affect, awareness of

timing, creativity during play, prompt and accurate

responsiveness, and respectful behavior. Verbal beha-

viors include the provider mirroring what the child is

doing, singing, and speaking to the child respectfully.

Caregiver structuring behaviors that are nonverbal

include not restricting the child in equipment such as

a high chair longer than needed (or to the point where

the child’s patience runs out) and setting up individual

and group activities. Verbal behaviors include talking

to the child in passing, talking during meals and

snacks, talking when picking up the infant to take to an

activity (diapering), and verbally framing the transition

from one activity to another. Caregiver nonintrusive-

ness behaviors that are nonverbal include picking up

a child in a gentle way, limiting the number of physical

interventions, reserving abrupt behavior for emergen-

cies, not introducing all of the play toys, and playing

with the child by focusing on an object that interests

the child. Verbal behaviors include using language that

is not intrusive, using a gentle and calming voice, and

reserving language that can be jarring for emergencies.

Caregiver nonhostile, nonverbal behaviors include

attempts to be engaged with children rather than show-

ing boredom and using coping mechanisms to limit

stress. Verbal behaviors include limiting negative talk

and refraining from complaining. Last, caregiver

awareness of the child’s contribution to interactions is

evidenced by caregiver behaviors such as realizing that

the child’s emotions are linked with child–provider

interactions; showing awareness that a child who is

bland in facial expressions but causes no trouble and

is undemanding is not a preferable presentation; and

knowing that when a child is acting out, it is a commu-

nication mechanism. These nonverbal and verbal

caregiver behaviors discreetly influence child socioe-

motional outcomes for infants and toddlers, specifically

secure attachments, in the early care and education set-

ting. Children with secure attachments are more likely

to experience positive long-term outcomes throughout

their lives. For that reason, children need caregivers

who are emotionally available to them. Some of the

benefits children may experience from emotionally

available relationships are secure attachment, less

aggressive behavior, less victimization, better peer rela-

tionships, more attentiveness at school, and better rela-

tionships with teachers. Early care providers must take

into account the emotional and relational needs of

infants and toddlers and facilitate emotionally available

and secure relationships.

Despite the importance of the early child care con-

text, new research findings from the National Institute

of Child Health and Human Development (NICHD)

Study of Early Child and Youth Development indi-

cates only a small-magnitude linkage between child

care and child development and that the family is

more crucial than early care professionals in a child’s

development. Because child care has become an

important resource and a way of life for working
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mothers and fathers, it was important to conduct

a definitive study to understand the impact of child

care on children. For 15 years, a multisite investiga-

tion at 10 U.S. sites were examined, following the

development of 1,000 healthy children and their fami-

lies, beginning with a child’s birth. Ethnically diverse

families, with some 80% two-parent households, were

initiated into the NICHD project. These children were

in child care for close to 30 hours per week from birth

to almost school age, thus including a sample of parti-

cipants who had a high dose of child care in their

infancy and preschool years. Most began in home-

based situations with relatives or nonrelative care-

givers and then progressed to center-based facilities.

An important finding from this multisite investiga-

tion is that children do better when parents are more

educated; when income for the family is higher; when

mothers are low on symptoms for depression; and

when families have routines, rituals, books, and other

learning and play materials. The children in the study

had better outcomes if mothers were sensitive, and

mothers were more likely to be so if they had more

socioeconomically advantaged lives. These parent or

family qualities were up to three times more strongly

associated with child development than child care fea-

tures, although when child care features were exam-

ined, qualities such as higher-quality care (with small

child-to-provider ratios, good play materials, etc.)

were found to be important. Those children who

experienced high-quality care were more likely to

have better social and cognitive (reading, math) skills

than those who experienced low-quality care.

To bring a different perspective into focus,

research on attachment has indicated that sensitive

mothers are sometimes in relationship with insecure

infants and toddlers. In such mismatched situations,

‘‘marginal’’ child care has been found to be a part of

the equation. In a study conducted in Israel using the

full spectrum of socioeconomic levels, infant attach-

ment was assessed using the well-known Strange

Situation procedure, and maternal sensitivity was

assessed using the Emotional Availability Scales.

Results showed that the hypothesized link between

infant secure attachment and maternal sensitivity was

found only for infants in individual care at home and

not for infants at centers of low quality. It is possible

to hypothesize that extensive experience in an early

care environment that is not in tune with an infant’s

needs and that misses important cues for interaction

and relationship may be akin to small doses of

trauma. When an infant spends whole days where he

or she is not responded to in an appropriate fashion

and where engagement is lacking (on both the side of

the professional and the side of the infant)—that is,

where there is no real relationship—the infant may

take back into the home setting behaviors that create

insecure attachments to the primary caregivers as

well. Thus, for children in child care, it is crucial to

focus on both family and child care providers as

agents of socialization.

In summary, emphasis on child care research should

be to include parents as the primary socialization

agents in their children’s lives. Intervention science,

however, should not abandon child care professionals

as agents of socialization.

Shannon Altenhofen,

Brooke Davy, and Zeynep Biringen

See also Attachment; Emotional Development; Family

Influences; Head Start; Parenting Styles; Social

Development
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EARLY INTERVENTION PROGRAMS

The term early intervention (EI) programs refers to

a mosaic of services and programs created for young

children and their families to meet educational, social,

and health needs and promote enhanced learning,

social, and communication outcomes. EI programs

are provided before a child starts school, sometimes

beginning before birth and continuing to school age.

A goal of EI programs is to reduce gaps in child

development that are due to one or more of the fol-

lowing: poverty or welfare status, family violence,

child abuse, lack of family housing or ability to par-

ent, poor health, single parenthood, teen parenthood,

low maternal education, lack of proficiency in the

English language, disabilities, developmental delays,

poor language or emergent literacy, and the presence

of a variety of at-risk conditions. EI programs incor-

porate a range of approaches, including child-focused

interventions, dyadic interventions between an infant

and parent, and family interventions that include sib-

lings, parents, and even grandparents. The Division of

Early Childhood for the Council of Exceptional Chil-

dren identified a list of 1,606 recommended EI prac-

tices based upon a review of empirical research in

48 journals of effective early intervention programs

or approaches.

Over the past 35 years, three major areas of inter-

est have evolved in the field of EI programs:

1. Longitudinal experimental research of the efficacy

of programs for children from birth to 3 years and

preschool age

2. The national establishment of programs to achieve

‘‘equity’’ in education for children in poverty (e.g.,

Early Head Start and Head Start) and children with

special health care needs or disabilities (e.g., Early

Intervention Programs for Infants and Toddlers

with Disabilities under Part C of the Individuals

with Disabilities Education Act [IDEA] and

Preschool programs under Section 619 of Part B,

IDEA)

3. Concerns for quality and accountability prompted

by legislative mandates

This entry will briefly highlight recent research in

each of these interest areas and provide additional

background information on modes of service delivery

in health settings, homes, and centers and the eco-

nomic advantages provided by intervention services.

Prevention Efforts

Early intervention programs may have features that

are universal or are intended for a broad population.

All young children are in need of a medical home

that will provide continuity of medical care with

developmental screening and preventive health care

in a family-centered context. Model programs

such as Healthy Steps, a pediatric care intervention,

provide anticipatory guidance through child devel-

opmental surveillance, promote positive health

practices, and encourage parents to ask questions

and express any concerns they may have regarding

their child’s development. This program has proven

successful in increasing a child’s access to well-

baby care, because participating families tend to

remain with a practice for longer periods, and in

reducing negative parenting practices and allowing

depressed mothers a safe environment to discuss

their distress.

Prevention approaches can begin even before

the birth of a child in the form of preventing or

ameliorating the effects of conditions that may be

caused by environmental, lifestyle choices, or other

addressable conditions. A number of early interven-

tion programs have been developed that target

women in the neonatal period, particularly women

with conditions that require extended hospitaliza-

tions. The Newborn Individualized Developmental

Care and Assessment Program (NIDCAP), devel-

oped by Heidelese Als and others, has fostered new

approaches to neonatal care, especially among pre-

mature infants. The NIDCAP approach trains neo-

natal staff to support premature infant regulation

and appropriate development through individual-

ized observation. Because of recent technological

advances, very low birth weight (VLBW) premature

infants have an improved survival rate but are at

higher risk for adverse health problems and devel-

opmental delays; neonatal intervention approaches

like NIDCAP address these issues. As the rate of

premature births continues to climb, the develop-

ment of effective interventions for the medically

fragile premature infant is of increasing concern.
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Longitudinal Research Studies
in Early Intervention

The U.S. Department of Education’s Institute for Edu-

cational Sciences promotes experimental, randomized,

clinical trials as the desirable method to determine effi-

cacy in education. EI research has benefited from a

history of longitudinal studies in which the infants,

toddlers, and preschoolers receiving intervention ser-

vices are now adults. The Carolina Abecedarian Project

is a classic example of an EI study that demonstrates

high methodological rigor, random assignment to inter-

vention and control groups, and low attrition rates.

This study of a model program, spanning 8 years, was

designed to close the academic gap between young

children from poor families and their more economi-

cally advantaged peers. In the first phase, full-day

center-based services were provided to the intervention

group from infancy to kindergarten entry, augmented

by a developmental curriculum and an emphasis on

language acquisition. From kindergarten to second

grade, a home resource teacher supported and encour-

aged parents to work with their children at home. Parti-

cipants continued to show consistent cognitive and

academic gains compared with controls when assessed

at 12-to-54 months and 12, 15, and 21 years of age.

Participants in the preschool intervention had fewer

retentions, were less likely to require special education

services, and, by age 21, had completed significantly

more years of education than controls.

Long-term follow-up programs contribute substan-

tially to the field of early intervention, providing

essential information on the types of developmental

outcomes resulting from the application of models of

intervention that vary based on format, content,

intensity, and population served. Programs such as

Chicago Child-Parent Centers and the Perry Preschool

Project have yielded positive long-term outcomes

through a combination of center-based and home-

based parent-directed programs. In the case of the

Perry Preschool Project, although significant gains on

cognitive measures were not retained over time, real-

life benefits included higher graduation rates and col-

lege attendance, improved rates of gainful employ-

ment, and reduced crime and teen pregnancy. Studies

of specific populations, such as children exposed to

cocaine, provide additional support for the beneficial

effects of center-based programs in combination with

home visits. A new area of promising research is

the state implementation of universal prekindergarten

programs for 4-year-olds, such as the efforts under-

way in Oklahoma, which provide encouraging find-

ings of enhanced school readiness with significant

gains in areas of math and language achievement.

Finally, any mention of longitudinal intervention

efforts must include a discussion of Head Start, the

most widely offered early childhood program for pre-

school-age children living in poverty. Given the

breadth and impact of Head Start and its companion

program for children from birth to age 3, Early Head

Start, each of these programs will be discussed in

more detail in later sections of this entry.

Looking toward the future, the Early Childhood

Longitudinal Studies-Birth Cohort, a nationally repre-

sentative sample of 10,688 infants born in 2001,

provides a prospective opportunity to study child

development from infancy to kindergarten. In addition

to comprehensive data about child health, family

health and circumstances, and direct measures of

a child’s mental, motor, and social behavior, informa-

tion about the provision of early intervention services

and day care is also available. Eventually, analyses of

these data could provide information that is relevant

for national policies on children and EI programs.

Home-Based Programs

Within the field of EI, family-centered services are

viewed as an integral component of successful pro-

grams. Offering services within a home-based setting

has been found to contribute to a family-centered

approach, as the child is treated within the family sys-

tem, and caregivers have the opportunity to view and

participate in the intervention activity. However,

despite the extensive use of home-based services, little

research has been done to evaluate the efficacy of this

mode of service delivery for children with develop-

mental disabilities. The field has not yet reached a con-

sensus regarding the effectiveness of a home-based

model of services, and some studies question the feasi-

bility of implementing a home-based model within

early intervention. In particular, concerns exist regard-

ing the training and background of personnel, large

provider caseloads, and the cultural mismatch between

providers and participating families.

To date, few studies of home-based services docu-

ment significant differences in participant versus control

outcomes. For example, group differences were not

found in home-based interventions aimed at improving

parent–child interaction and positive parenting practices,
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promoting child development, and preventing neglect

and abuse. However, the negative findings must be

placed in perspective, because to impact child outcomes

over the long term, it is necessary to work directly with

parents and primary caregivers to improve their ability to

take better care of their children. In this regard, home-

based services targeting parents and parents-to-be have

proven to be effective. For example, research by Olds

and colleagues as part of the Elmira Prenatal/Early

Infancy Program provides evidence that home-based

interventions lead to improvement in pregnancy out-

comes, child health and development, and families’ eco-

nomic self-sufficiency.

In sum, given the inconsistent findings within the

literature, the efficacy of home-based services has not

yet been confirmed. However, the research has pro-

vided valuable information regarding some of the

factors that limit program effectiveness, including

infrequent home visits (i.e., due to cancellation or

missed appointments), high attrition rates, urgent fam-

ily needs that may interfere with program implemen-

tation, low parent engagement, heavy service provider

caseloads, inadequate training of service providers,

and a cultural mismatch between participants and

service providers.

Disability: Birth to Three

In 1986, with the passage of Public Law (P.L.)

99–457, Education of the Handicapped Act (EHA),

later renamed Individuals with Disabilities Education

Act (IDEA), U.S. states had the option of establishing

systems of early intervention services for infants and

toddlers (i.e., from birth through age 2) with disabil-

ities. All states and territories participate in this pro-

gram and are asked to establish a coordinated and

comprehensive system of services along with a method

to ensure payment for early intervention services. EI

services are multidisciplinary and uniquely designed to

fully involve the child’s family in the decision-making

process through the development of the Individual

Family Services Plan. The central focus on families is

a distinct part of EI services both from a policy per-

spective and a programmatic stance. Thus, it is no sur-

prise that most families receive services in the home,

with speech, occupational, and physical therapies; spe-

cial instruction; and developmental monitoring cited as

the most frequent services delivered. The median

amount of time for weekly services scheduled per child

during the first 6 months in EI is 1.5 hours.

Children with diagnosed disabilities (such as Down

syndrome) are automatically eligible for services, but

states have discretion in the adoption of a definition

of developmental delay and whether or not to serve

children who are considered at risk for developmental

delay. Variation in the eligibility criteria employed by

individual states has resulted in variability in the per-

centage of infants and toddlers served in each state. In

2002, the most recently reported national count of

children participating in Part C services ranged from

1% of the population to 9.38% with the overall aver-

age being 2.2%. Child characteristics are strongly

related to the age at which children enter early inter-

vention. Depending on eligibility criteria established

within each state, children with specific diagnosed

conditions and those considered at risk for develop-

mental delay may automatically qualify for EI ser-

vices and therefore, on average, are enrolled earlier

than children with developmental delays. The low rate

of early entry for children with developmental delays,

including speech and language disorders, suggests the

challenges of early identification of these disabilities.

National Early Intervention
Longitudinal Study

The National Early Intervention Longitudinal Study

(NEILS) is a longitudinal study of a nationally repre-

sentative sample of the children and their families

participating in early intervention services of Part C

of IDEA. Beginning in 1997, data collection occurred

at entry to EI through kindergarten; the data consist

of family interviews, service record, and service pro-

vider, program director, and kindergarten teacher sur-

veys. Recognizing the importance of family outcomes

for young children with disabilities, NEILS found that

families were highly satisfied with EI services, and

nearly all families felt they were equipped to help

their child learn and develop and believed they could

advocate on their child’s behalf. Although most fami-

lies had positive experiences, ethnic minorities and

families with children in poor health were more than

twice as likely to have less positive outcomes.

In terms of child outcomes, NEILS found that chil-

dren in EI vary widely in terms of their age-at-entry,

health status, reason for eligibility, and pattern and

level of developmental skills. Children identified as at

risk and those with diagnosed conditions were found

to enter much earlier than children identified with

developmental delay. NEILS has shown that EI
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entrants vary greatly in their developmental strengths

and needs, reinforcing the importance of an individu-

alized approach. As of kindergarten entry, one third

of EI participants were no longer involved in special

education and were not identified as having a disabil-

ity. This finding suggests that a sizeable percentage of

children enter EI with developmental problems, but

given the appropriate support and intervention ser-

vices, these children may avoid long-term involve-

ment in special education. However, the majority of

EI participants continue to require supportive inter-

ventions through preschool and/or school-age special

education programs.

Disability: Preschool

P.L. 99–457, in 1986, also contained provisions in

Section 619 to extend a free appropriate education to

children with disabilities from the age of 3 to 5. Pre-

school-age children with disabilities are given the same

services as older children in special education, includ-

ing an Individualized Education Program. However,

eligibility criteria for entrance into preschool special

education often differ from the criteria established for

EI. A challenge for states is to ensure that children in

EI programs who need to continue receiving special

services are not lost in the transition from the EI sys-

tem to the school system. In addition, a major research

question for the preschool population relates to the rel-

ative benefits of providing services in inclusive envir-

onments as opposed to segregated programs set up

solely for children with disabilities. The preschool pro-

grams for children receiving special education from

age 3 to age 5 can be in an array of settings, including

public schools, Head Start, and other inclusive environ-

ments. In the 2002 child count of the preschool popu-

lation under Section 619, about 30% of children were

in inclusive early childhood settings, 39% in an early

childhood or special education setting, 6% at home,

13% part-time in both early childhood and special edu-

cation settings, 1% in a residential setting, 5% in a sep-

arate school, and the rest receiving itinerant services,

and reverse mainstreaming.

Pre-Elementary
Educational Longitudinal Study (PEELS)

The Pre-Elementary Educational Longitudinal Study

(PEELS) was commissioned by the U.S. Department

of Education to describe the school experiences,

developmental characteristics, and educational pro-

grams of 3- to 5-year-old children participating in

Section 619 preschool special education services.

Preliminary study findings suggest that males are

disproportionately represented, whereas the ethnic

composition of preschoolers with disabilities tends to

closely reflect the racial representation of the general

population. Parental education level corresponds to that

of the general U.S. population; however, a larger pro-

portion of participants were reportedly living in pov-

erty. Within the PEELS sample, approximately 50% of

participants were eligible for services because of

speech and language difficulties, with an additional

25% identified with developmental delay. PEELS

found that approximately 25% of preschoolers with

disabilities were born prematurely. On average, chil-

dren in PEELS scored within one standard deviation of

the mean on standardized measures of school readi-

ness. However, wide variability was found across dis-

ability classifications. Children with mental retardation

scored lowest on measures of verbal skills, whereas

children with autism had more pronounced difficulties

on measures of social skills and behavioral problems.

Poverty Interventions

Head Start

The Head Start program, administered through the

U.S. Department of Health and Human Services, is

a nationwide program targeting low-income families

and their preschool-age children. In its four decades

of existence, Head Start has provided child develop-

ment and related services to over 23 million children.

It offers a comprehensive array of services, including

educational interventions, parental involvement, and

medical services such as dental care and nutrition

planning. Congress recently commissioned a study

through the Department of Health and Human Ser-

vices to document the population served in Head Start

and determine Head Start’s impact on school readi-

ness and the conditions under which the program was

optimally effective. The study sample consisted of

approximately 5,000 children between the ages 3

and 4 from 84 nationally representative grantee or

delegate agencies. At the time of service entry, parti-

cipants were randomly assigned to either a control

group (non–Head Start, receiving non–Head Start

related services) or a Head Start program through

which families and their children would receive Head
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Start related services. Data collection started in the

fall of 2002, and children were followed through the

spring of their first-grade year. Findings reported at

the end of the first year of data collection suggest

a small-to-moderate impact of Head Start participa-

tion for both 3- and 4-year-olds. Across the four con-

tent areas examined (i.e., cognitive development,

socioemotional development, health, and parenting

practices) children with special needs showed

improved outcomes in the areas of parent-reported

child health status and receipt of dental care.

Early Head Start

Early Head Start is a program for low-income

pregnant women and families with infants and tod-

dlers up to the age of 3 years old. The program was

designed by the Administration on Children, Youth

and Families in 1994, and the first funds were

received in 1995 and 1996. Early Head Start serves

a wide array of families, operating in 664 communi-

ties and serving approximately 55,000 children. The

program targets low-income families that include

pregnant women, infants, or toddlers and aims to

enhance the health and development of participants

while strengthening community and family partner-

ships. In addition, since 1998, 10% of Early Head

Start programs’ funded enrollment opportunities must

be offered to children with disabilities.

Overall findings of the Early Head Start Impact

Report suggest that in the areas of language, cognitive,

and social development, participants experienced a pos-

itive program impact compared with children in the

control group. Participants were less likely to have

delays in cognitive and language functioning and sig-

nificantly more likely to receive Part C EI services

than were control group children. However, this latter

finding is contentious as some studies have shown that

certain Early Head Start families were actually less

likely to receive Part C services depending on family

demographic characteristics, including ethnicity, lin-

guistic background (i.e., non-English-speaking fami-

lies), socioeconomic status (i.e., very low-income), and

lower educational levels. Despite such findings, there

is still wide-ranging support for the pivotal role that

Early Head Start plays in connecting families with

much needed services, such as those provided by Part

C. Several studies have reported on Early Head Start

service providers’ efforts to assist families in learning

how to navigate the system in order to access services.

In addition, Early Head Start staff offers guidance and

recommendations to families with children with sus-

pected delays or developmental disabilities.

Although much of the research on Early Head Start

home-visiting practices has focused on typically devel-

oping children, the recent Early Head Start national

study documents positive outcomes for young children

with special needs. One explanation for the success of

home-based services offered through Early Head Start

may be tied to service individualization. By following

Head Start performance standards that mandate weekly

home-visits and bimonthly socialization, Early Head

Start home-based services are tailored to meet each

family’s unique needs. When necessary, home-visitors

provide additional comprehensive services and help to

coordinate family service referrals. Positive parental

outcomes included greater knowledge of child devel-

opment, less parenting stress, ability of parents to pro-

vide a more stimulating environment at home, and

more bedtime reading. In addition, families participat-

ing in Early Head Start home-based services were

more likely to be involved in education and training

activities. With respect to child outcomes, children

receiving home-based services had better vocabulary

development and were more engaged in playing with

their parents or primary caregivers. Raikes and collea-

gues have noted three primary factors related to the

success of home-based services on child outcomes:

quantity (i.e., number of visits), quality (i.e., quality of

engagement) and child focus (i.e., how much time was

spent directly in child development-related activities).

When comparing home-based services to other ser-

vice delivery options, it is important to bear in mind

the complexities inherent in this form of service deliv-

ery. Vulnerable families living under stressful condi-

tions are more likely to choose a home-based service

option. This poses greater challenges for home-visitors,

as some families have had prior unpleasant experiences

with the service system. Families receiving home-

based services are more likely to live in poverty and to

consist of working and single parent families; in addi-

tion, young parents are overrepresented. Each of these

factors potentially limits the time and effort that fami-

lies are able to devote to early intervention activities.

One study examining the impact of demographic risk

factors on Early Head Start outcomes found that the

program was less effective for families with more than

three risk factors and that those families with the high-

est number of risk factors often receive home-based or

mixed-approach services.
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Standards for
Evaluating Effectiveness

New federal and state accountability initiatives

require that program expenditures be justified based

on student educational gains. Early intervention pro-

grams, including those administered through Head

Start, Maternal and Child Health, and the Department

of Education, are not exempt from this scrutiny. Both

Part C and Section 619 services of IDEA failed

to demonstrate results under these Government Per-

formance and Results Act requirements and were

required to develop new outcome measures. The

Early Childhood Outcomes (ECO) Center has assisted

the U.S. Department of Education in adopting a func-

tional outcome approach that will ultimately yield

outcome indicators on three functional skill areas for

each state over time. Developing valid and reliable

outcome measures is a challenging yet fundamental

task necessary for the accurate appraisal of program

results. The ECO notes that misuses of data can result

when overly narrow outcome measures are chosen,

when additional outside information is not taken into

account, or when data are misinterpreted.

Another way to judge the effectiveness of a pro-

gram is to consider its costs relative to its benefits.

Evidence is increasingly available supporting the

cost-effectiveness of EI programs, highlighting their

direct and indirect benefits to society. Some of the

longitudinal programs that have been found to be

cost-effective include Perry Preschool, the Abecedar-

ian Project, the Chicago Child-Parent Center, and the

Elmira Prenatal/Early Infancy Program. The returns

from these programs range from $3 to $17 for every

dollar invested. In addition, children in intervention

groups were more likely to continue in regular educa-

tion classrooms rather than special education, finish

high school, and be gainfully employed.

Implications

To better understand the implications of successful EI

longitudinal studies, it would be helpful to examine

those interventions that have not produced the

intended results. For example, the Early Head Start

studies report that infants in families who benefit the

most are those with no more than three risk factors

(the neediest families would be among those with

three to five risk factors). Shonkoff and others note

that EI programs may need to be targeted more for

children and families with complex social needs,

including child abuse. This same reasoning can per-

haps be applied to the very high risk populations

being served by Early Head Start.

The Infant Health and Development Program, an

experimental study of premature infants, offered well-

structured center-based interventions that did not yield

the expected results. When infants were divided into

high and low birth weight groups, more robust gains

were found in the cognitive outcomes of those infants

considered low birth weight compared with the infants

who were considered very low birth weight. These

findings are of concern, as the early fragile medical sta-

tus of very low birth weight infants puts them at high

risk for long-term disabilities. Successful intervention

efforts may need to be more intensive and individual-

ized to positively impact this group. In addition to tak-

ing a more individualized approach to interventions,

current best practice within EI includes consideration

of broader issues, such as addressing the needs of the

family within the context of the community.

To be effective, EI programs must be designed to

address the needs of the population served. Three cur-

rent trends impacting intervention services are the

increasing rates of preterm births, child poverty, and

a broadening of cultural diversity within the United

States. To respond to these needs, broad-based pro-

grams are required to promote health prevention

efforts focusing on early identification and interven-

tion targeting prematurity and other risky health con-

ditions. All EI programs are faced with changing

cultural groups and the responsibility to tailor inter-

ventions to the needs of diverse linguistic, cultural,

and sometimes national backgrounds. In European

countries, tax structures and transfers have been

shown to lower child rates of poverty; however,

within the United States, poverty rates still exceed

20%, with increases noted in 2002 following a 9-year

period of declining poverty rates.

EI programs have been built on the success of

well-designed longitudinal studies. Going forward, all

federal programs, including Head Start, Early Head

Start, and Part C and Section 619 of IDEA, will be

expected to produce clear developmental outcomes

among children and families served in order to meet

accountability standards. The complexities of child

development and family issues may be difficult to

capture in traditional government accountability pro-

cesses. In addition, based upon the longitudinal stud-

ies from the past, it would be wise to examine
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development and child and family impacts over the

entire early childhood period. For example, a study

that combined Early Head Start and Head Start

experiences over time would be fruitful. Looking at

outcomes of children with disabilities throughout the

early childhood period (e.g., combining Part C and

Section 619 of IDEA) would be a more meaningful

picture of child readiness for school.

Carole W. Brown,

Joneen M. Schuster, and Doyna Illmer
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EATING DISORDERS

Eating disorders are psychological syndromes charac-

terized by severe disturbances in eating behavior, typi-

cally in conjunction with intense fears of weight gain,

distortion in one’s perception of one’s body shape and

weight, and/or having a self-evaluation that is unduly

influenced by body shape and weight. Eating disorders

are of particular concern to educational psychologists

because they typically onset in mid-to-late adolescence,

and also because sociocultural and normative factors

are strongly implicated in their etiology. In addition,

some researchers believe that eating disorders may be

best ameliorated through prevention programs targeted

toward high-risk adolescents and delivered in educa-

tional settings. In this entry, the symptoms and diagnos-

tic criteria for the two main eating disorder diagnoses—

anorexia nervosa and bulimia nervosa—are presented

first, followed by a description of the prevalence of, and

gender differences in, these disorders and a description

of a miscellaneous eating disorders diagnosis: eating

disorder not otherwise specified. Next, the history,

course, causes, prevention, and treatment of these disor-

ders are reviewed. Finally, other eating disorder diagno-

ses are discussed, including tentative diagnoses that

need further research, such as binge eating disorder, as

well as feeding disorders of infancy and childhood.

Anorexia Nervosa

According to the Diagnostic and Statistical Manual of

Mental Disorders (Fourth Edition, Text Revision)

(DSM-IV-TR), the psychiatric diagnostic classification

system most frequently used by clinicians and

researchers in the United States, to receive a diagnosis

of anorexia nervosa (AN), an individual must main-

tain a body weight that is significantly less than nor-

mal. The DSM-IV-TR specifically states than an

individual with AN must weigh less than 85% of the
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weight considered normal for the individual’s age and

height; however, the DSM-IV-TR does not refer clini-

cians to a specific source to establish normal weight

and, in fact, encourages clinicians to consider normal

weight in light of individual factors such as body

build. The current International Classification of Dis-

eases (ICD-10), an alternative diagnostic classification

system, specifies a more stringent standard for abnor-

mally low body weight in AN; specifically, a body

mass index of 17.5 or less.

To receive a diagnosis of AN according to DSM-IV-

TR criteria, in addition to low body weight, an individ-

ual must also display an intense fear of gaining weight

or becoming fat and a disturbance of certain weight-

and shape-related thoughts. For example, an individual

with AN may misperceive her body shape or size

(believing she is larger than she really is), may use her

weight as the only or the most important criterion

against which she evaluates her self-worth, or may deny

the seriousness or dangerousness of her low weight.

For women old enough to menstruate, the DSM-

IV-TR also requires amenorrhea (absence of menstrua-

tion over several menstrual cycles) to make a diagno-

sis of AN. The reason for including amenorrhea as

a criterion is that women who are abnormally thin or

who have an abnormally low percentage of body fat

frequently stop menstruating. However, because many

women take hormonal birth control medications that

cause regular menstruation regardless of body compo-

sition, this criterion can be difficult for clinicians to

assess. Research also suggests that some women, even

at very low weights, continue to menstruate, and sev-

eral studies have found that deleting amenorrhea from

the criteria does not reduce the quality of the AN

diagnosis. For this reason, many researchers believe

that amenorrhea will no longer be a requirement for

a diagnosis of AN in the future.

After deciding that a patient meets criteria for AN,

clinicians using the DSM-IV-TR for an eating disorder

diagnosis must assign the individual to a subtype of

AN. There are two subtypes: a restricting subtype and

a binge-eating/purging subtype. Individuals who fall

into the binge-eating/purging subtype of AN regularly

engage in either binge-eating behavior, purging beha-

viors, or both (described more fully in the next sec-

tion). Individuals with the restricting subtype of AN

do not engage in such behaviors. Some people believe

that anyone who engages in binge-eating or purging

behaviors must have bulimia nervosa (BN), but this is

not the case. The main feature distinguishing someone

with AN from someone with BN is body weight, not

behavior; individuals with AN are abnormally thin,

whereas individuals with BN are normal weight or

overweight.

Bulimia Nervosa

BN is characterized by recurrent episodes of binge

eating, followed by inappropriate compensatory beha-

viors designed to prevent weight gain, such as self-

induced vomiting, misuse of laxatives or other drugs,

periods of fasting, or excessive exercising. In the

DSM-IV-TR, binge eating is defined as eating in a dis-

crete period of time (e.g., a 2-hour period) an amount

of food that is definitely larger than what most people

would eat under similar circumstances and feeling

a lack of control over eating during the binge episode.

Some researchers call this definition an ‘‘objective

binge’’ because the amount of food being consumed

is objectively large, such as eating a half-gallon of ice

cream or an entire extra-large pizza at a sitting. How-

ever, people with BN are more likely than objective

raters to rate any given eating episode as a ‘‘binge.’’

Researchers have also observed that the type of food

consumed (e.g., foods perceived to be high calorie or

‘‘sinful,’’ such as potato chips) and the individual’s

mood while eating are more predictive of whether

an eating episode will be described as a binge than

the actual amount of food consumed. Thus, some

researchers believe the subjective aspects of a binge—

the feelings of loss of control and negative emotions—

may be more important to a diagnosis of BN than the

‘‘objectively large’’ binge criterion. However, other

researchers maintain that the presence of objectively

large binges has diagnostic significance.

In addition to binging, to receive a diagnosis of

BN, an individual must engage in recurrent and inap-

propriate compensatory behaviors designed to prevent

weight gain. Many people are aware of self-induced

vomiting and laxative abuse as examples of compen-

satory behaviors engaged in by individuals with BN,

but individuals with BN may also misuse other drugs,

such as diuretics, diet pills, or enemas, or they may

engage in periods of fasting, or they may simply exer-

cise excessively. Exercise is considered ‘‘excessive’’

when it interferes with other important activities, such

as schoolwork or relationships; when it occurs at inap-

propriate times and places; or when the individual

continues to exercise despite injury. Individuals must

engage in both binges and compensatory behaviors,
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on average, twice a week or more for 3 months to

receive a diagnosis of BN. In addition, similarly to

individuals with AN, individuals with BN must be

unduly influenced by their shape and weight in evalu-

ating themselves.

As with AN, BN is divided into two subtypes:

a purging subtype, where the individual engages in

self-induced vomiting or the misuse of drugs to pre-

vent weight gain; and a nonpurging subtype, where the

ways that the person has tried to prevent weight gain

have included only other methods, such as fasting or

exercise. Some people may believe that someone who

does not use laxatives or self-induce vomiting cannot

have BN, but this is not the case.

Gender Differences,
Prevalence, and Subthreshold Cases

Both AN and BN affect women disproportionately;

90% of people who meet criteria for either diagnosis

are female (hence the convention in this entry to refer

to individuals as ‘‘she’’). Men do acquire eating disor-

ders, however, and men and women with eating disor-

ders appear to have similar symptoms, similar risk

factors prior to developing the eating disorder, and

similar co-occurring disorders (such as depression).

Compared to women with the disorder, men may have

a later onset of their eating disorder symptoms and

may be more likely to have engaged in a sport where

weight control was emphasized or to have been over-

weight prior to the onset of the disorder. Some

researchers believe that eating disorder rates in men

may be increasing as sociocultural pressures on men

to be thin and athletic-looking increase.

Even in women, AN is relatively rare, with a life-

time prevalence among women of 0.5%. Bulimia ner-

vosa is somewhat more common, with a lifetime

prevalence among women of 1% to 3%. However,

these may be underestimates of the true prevalence of

eating disorder pathology. One serious criticism of

the DSM-IV-TR classification of eating disorders is

that the majority of patients seen in clinics who pres-

ent with eating disorder symptoms do not actually

meet full criteria for either AN or BN. People who

have serious eating disorder symptoms, but who do

not meet full criteria for either AN or BN, are usually

diagnosed with eating disorder not otherwise specified

(EDNOS), a miscellaneous diagnostic category that

includes people with a wide variety of eating disor-

ders symptoms and symptom severity. Little is known

about how people with EDNOS differ from people

with AN or BN, but they can have symptoms equally

as severe as those who meet criteria for the full disor-

der. In one study of hundreds of patients who had

sought treatment at eating disorder specialty clinics in

several states, the percentage of patients who were

diagnosed with EDNOS instead of AN or BN ranged

from 49% to 71%. In other words, the relatively low

prevalence of AN and BN may not reflect the true

number of people who are troubled by serious eating

disorder symptoms.

History of Eating Disorders

As far back as the Middle Ages, writers have described

occasional cases of individuals, often young women,

deliberately engaging in self-starvation, typically as

part of religious devotion. In 1689, the physician

Richard Morton described two cases wherein a young

person (he described both a male and a female

patient) under significant psychological stress refused

to eat and became abnormally thin. His medical inter-

ventions with these patients were apparently of little

benefit, and his female patient died (it is unknown

what happened to his male patient following treat-

ment). However, these early cases, however much

they may resemble AN, lack the preoccupation with

weight, shape, and avoidance of fatness that is the

hallmark of the modern disorder. A description of the

disorder in its contemporary form, including the asso-

ciation between self-starvation and fears of fatness or

disturbed body image, as well as psychological dis-

tress, began to appear in accounts of the disorder at

the beginning of the 20th century. BN, in contrast,

has a much shorter history. Although there exist

a small handful of case reports of binge-eating and

compensatory vomiting or laxative abuse as early as

the 1940s, the disorder was not named until Gerald

Russell described it as a variant of AN in 1979. At

that point, there were sufficient cases to mount

a research program on the disorder, but it seems clear

that BN largely appeared as a new disorder in the lat-

ter half of the 20th century.

Course of Eating Disorders
and Relations Between Disorders

Eating disorders are often medically serious and can

become chronic, although in some cases they also
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remit, with or without treatment. The onset of both

AN and BN is typically in mid-to-late adolescence,

although AN usually begins slightly earlier than BN,

and an onset for either disorder in early adulthood is

also not uncommon. With respect to AN, a total recov-

ery, with normal body weight, normal body image, and

no intense fears of weight gain, is rare. Fewer than

50% of individuals with AN achieve recovery, defined

as normal or near-normal body weight, resumption of

normal menstruation, and eating patterns free of severe

dietary restriction, binging, or purging. Even among

these ‘‘recovered’’ individuals, however, distorted body

image, ongoing fears of weight gain, and other psycho-

logical symptoms of eating disorders often continue.

Although treatment for AN can be lifesaving in the

short term, long-term recovery rates are not markedly

improved for treated versus untreated individuals.

About one third of individuals with AN can be

expected to improve somewhat, while still displaying

serious eating disorder symptoms, whereas about 20%

continue to meet full criteria for AN even years later.

The mortality rate for individuals diagnosed with AN

is extremely high: about 5% per decade of follow-up,

higher than for any other mental disorder except heroin

dependence. Most deaths associated with AN are either

the result of suicide or medical abnormalities that arise

as a consequence of starvation. Suicide risk for indivi-

duals with AN is higher than that for any other mental

disorder.

The prognosis for an individual with BN is overall

more encouraging, although the course of BN also is

frequently chronic. Between one third and one half of

individuals with BN continue to meet full or partial

criteria for BN in long-term follow-up studies,

although effective treatment (discussed in more detail

later in this entry) appears to improve the course of

BN. Less is known about the course of EDNOS; one

study that followed individuals who met partial but

not full criteria for eating disorders found that most

still struggled with symptoms 3 years later. In fact,

nearly half of these participants went on to develop

either AN or BN by the end of the study. In other

words, the EDNOS category includes individuals who

do not necessarily have a less severe eating disorder

and who may go on to develop either AN or BN.

As this discussion makes clear, moving between

eating disorder diagnoses is common; people initially

diagnosed with AN frequently go on to develop BN,

although an individual with BN subsequently devel-

oping AN is somewhat less common. Also, many

individuals with AN or BN improve somewhat while

still retaining significant eating disorder symptoms,

thus meeting criteria for a subthreshold eating disor-

der, often classified as EDNOS.

Causes of Eating Disorders

Genetic Influences

Twin studies estimate the degree to which genes

influence the development of disorders by comparing

monozygotic (or identical) twins with dizygotic (or

fraternal) twins to see if both members of the twin

pair have a history of the disorder. When both mem-

bers of a twin pair have (or do not have) a disorder,

this is called concordance. If monozygotic twins are

more likely than dizygotic twins to be concordant for

a disorder, researchers consider this to be evidence

that the disorder has a genetic component, because

both monozygotic and dizygotic twins presumably

share a family environment, but only monozygotic

twins also share all of their genes. Twin studies in eat-

ing disorders find that concordance rates for monozy-

gotic twins are higher than rates for dizygotic twins in

AN, suggesting that vulnerability to AN is heritable.

However, monozygotic and dizygotic twins have sim-

ilar concordance rates in studies of BN, suggesting

that a specific vulnerability to BN is probably not

heritable.

Family studies, where researchers look for evidence

that a given problem runs in families by researching

the relatives of people who have a given disorder, have

revealed that eating disorders run in families, such that

families with one person who has AN are more likely

to have other members who also have AN, BN, or

other eating disorder pathology. In addition, in the case

of individuals with either AN or the binge-purge sub-

type of BN, family members are more likely to suffer

from substance abuse or dependence, as well as depres-

sion. Viewed as a whole, the family and twin studies of

eating disorders suggest that there may be a specific

genetic vulnerability for AN and a more general

genetic vulnerability to psychopathology that influences

a range of psychological problems, including BN.

Family Influences

Certain specific aspects of a child’s upbringing or

life experiences prior to developing an eating disorder

have been implicated as risk factors in eating disorders.
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These include some eating and appearance-related fac-

tors, such as having parents who are themselves dieting

or who are critical of the child’s appearance. In addi-

tion, family risk factors less obviously related to

appearance or food have also been identified, including

parents who are frequently absent or underinvolved in

the child’s life, parents with high expectations for the

child or who frequently criticize the child, and discord

or conflict between the parents. Experiences of abuse

have also been implicated as risk factors for eating

disorders; sexual abuse has been most frequently

researched as a risk factor, but physical abuse and

neglect of a child also appear to be important.

Dieting

Interestingly, the practice of dieting may contribute

to eating disorders, specifically by increasing the risk

of symptoms of binging and purging. Early indications

that dietary restriction could lead to eating disorder

symptomatology came from a famous study conducted

by physician Ancel Keys and his colleagues during

World War II. The goal of the study was to understand

how to best treat starvation in war victims, and the

research was conducted on 40 men who had been pre-

screened for exceptional physical and psychological

health. During the study, these men underwent a 24-

week period of semi-starvation. Many of the men

developed severe psychological symptoms and abnor-

mal eating patterns during the course of study, includ-

ing binge-eating, food stealing and hoarding, severe

depression, and even psychotic symptoms. A remark-

able 50-year follow-up found that fully 25 of the

original 40 participants (all who consented to be inter-

viewed) reported ongoing abnormal eating behaviors

and ruminations related to food that had persisted even

a half-century later.

The role of dieting in abnormal eating behaviors is

further supported by experimental studies, which have

demonstrated that when dieters are given a high-calorie

food, they tend to consume more of it than do nondi-

eters. They also fail to regulate their food consumption

in an experimental setting; whereas nondieters will eat

less of a high-calorie food if they have eaten a high-

calorie food earlier, dieters eat more of the high-calorie

food than nondieters do on both occasions. Such

research suggests that dietary restriction under some

circumstances may encourage binge behavior, which

then may encourage purging. Several longitudinal stud-

ies have provided support for this view by establishing

that dieting behavior predicts later onset of eating dis-

orders, particularly BN.

Sociocultural Factors

One major factor implicated in the etiology of eat-

ing disorders is a cultural emphasis on the ‘‘thin ideal,’’

or an unattainably slender figure as a standard of

beauty (especially female beauty, although many

researchers believe that cultural pressures on men to

meet an unattainable physical ideal are also increas-

ing). Eating disorders are rare or unknown in cultures

that do not place an emphasis on thinness as a virtue

or a standard of beauty; research suggests that eating

disorders increase in prevalence when cultures begin to

adopt a thin ideal or among individuals migrating from

a culture that does not endorse the thin ideal to one

that does. Eating disorders also appear to have

increased dramatically in prevalence in Western coun-

tries as thinness has increased as a cultural ideal. For

example, examining the weight and body size of both

Miss America winners and Playboy centerfolds reveals

a trend for decreasing weight over the past 50 years in

women featured in these venues. Weight loss articles

published in magazines have also increased over the

same time frame, as has the prevalence of eating disor-

ders. Some researchers believe that BN, not described

until 1979, is more causally linked to sociocultural

pressures than is AN, which has appeared in some

form in many time periods and cultures and which

appears to be more strongly heritable. Experimental

research varying participants’ exposure to the thin ideal

(by having some participants look at pictures of thin

models or receive fashion magazine subscriptions) also

suggests that participants’ body dissatisfaction and

internalization of the thin ideal (as well as feelings of

depression) increase with exposure to thin ideal media

images. Longitudinal research shows that body dissat-

isfaction and thin-ideal internalization, in turn, are

related to increased eating disorder symptoms.

Many researchers, however, have observed that

whatever the overall influence of sociocultural pres-

sures on eating disorder prevalence and symptoms,

exposure to social pressures to be thin is not sufficient

to cause eating disorders. If it was, most people

exposed to such pressures—most people living in

Western cultures—would have eating disorders. This is

not the case. Researchers therefore have developed

several integrative causal models of eating disorders

that typically combine biological influences, individual
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characteristics, familial and social pressures, and diet-

ing behaviors to predict the acquisition of an eating

disorder. Researcher Eric Stice and his colleagues, for

example, developed an influential dual-pathway model

of BN that posits that bulimic symptoms are caused by

dieting, negative emotions, and the interaction between

them, which in turn are caused by body dissatisfaction

caused by pressures to be thin and the degree to which

one has internalized the thin ideal. Other influential

models emphasize biological and genetic characteris-

tics, personality characteristics (such as perfectionism

or need for control), or cognitions related to weight

and shape.

Prevention and Treatment

Eating disorders are difficult to treat. Although inpa-

tient treatment of AN does result in temporary weight

gain as a result of refeeding of patients while they are

hospitalized, no treatment, medical or psychological,

has definitive proof of efficacy in treating AN long

term. A new form of family therapy for AN, the

Maudsley approach, has shown a great deal of initial

promise as an efficacious treatment for adolescents

with AN, with as many as 90% of adolescents treated

with this approach achieving long-term recovery from

the disorder in clinical trials. However, as the treat-

ment focuses primarily on empowering parents to

work with their children in stopping the disorder, it

may not be suitable for adults with AN, and research

on this approach is still ongoing.

In contrast to AN, several treatment approaches

are known to be efficacious in addressing BN. Specifi-

cally, both cognitive-behavioral therapy (CBT) and

interpersonal psychotherapy (IPT) have good empiri-

cal support as efficacious treatments for the disorder.

In CBT, clinicians focus on altering eating disorder

behaviors and cognitions through challenging irratio-

nal beliefs related to shape and weight and through

monitoring and changing binging and purging beha-

viors using behavioral techniques. In IPT, clinicians

focus not on the eating disorder behaviors per se, but

instead on helping patients identify and modify their

current interpersonal problems. Both CBT and IPT

appear to be equally efficacious in treating BN,

although patients receiving CBT appear to improve

more quickly, and CBT has been more extensively

researched. Although both therapies are superior to

other treatments for BN (such as antidepressant medi-

cation) for the average patient, only about half of the

patients treated with these treatments cease binging

and purging. Thus, there remains a great need for fur-

ther research to identify treatments that will help

those who do not improve.

Because eating disorders can be so serious, and the

currently available treatments are so limited, many

researchers have focused attention on preventing

instead of treating them. Prevention programs vary in

their effectiveness. Ineffective prevention programs

are primarily those which are shorter in duration (e.g.,

only one session in length), which present material in

a didactic (rather than interactive) style, or which

focus on educating participants about the disorders.

More effective programs, in contrast, target indivi-

duals who are at high risk for the disorders, last lon-

ger than one session, and use interactive teaching

methods. In addition, effective programs focus on

helping participants change their level of body dissat-

isfaction or internalization of the thin ideal or other

factors thought to cause the disorders, rather than

merely providing participants with information about

the disorders. Some of the most effective prevention

programs actually do not describe themselves as eat-

ing disorder prevention programs at all but instead are

described as body acceptance programs, emphasizing

the focus on underlying causes of eating disorders.

One promising and effective approach to prevention

focuses on increasing participants’ discomfort with

the thin ideal by asking them to dissuade others from

adopting this ideal. Although prevention approaches

must be carefully designed to be effective, they show

great promise in decreasing eating disorders. Many

researchers believe that persuading media outlets to

adopt a more realistic ideal of beauty might be the

most effective means of prevention of all.

Other Eating Disorders

Although AN, BN, and EDNOS represent prototypical

eating disorders, other problems related to eating have

been identified. These include both DSM-IV-TR disor-

ders, such as the eating disorders of infancy and early

childhood, and disorders that have been designated as

deserving of further study, such as binge eating disor-

der (BED). BED consists of recurrent and frequent epi-

sodes of binge eating as in BN. In BED, these episodes

of binging are related to feelings of distress and other

problems in living, such as obesity, but unlike in BN,

the individual does not engage in any compensatory

behaviors to prevent weight gain and may not
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experience any distortions of body image or fears of

fatness that are central to the other eating disorders.

Little is known about BED compared with the other

eating disorders, but there are important differences

between BED and the other eating disorders. Indivi-

duals presenting for treatment of BED tend to be older

than those with AN or BN (in middle age rather than

adolescence) and are more frequently male (as many

as 25% are male). In addition, although BED seems to

be associated both with obesity and feelings of depres-

sion, the distress and risk associated with the disorder

may be less acute than in AN or BN. In addition, it is

not clear how individuals with BED who seek treat-

ment differ from individuals who routinely overeat but

do not experience distress related to overeating.

Even more distinct and unrelated to the prototypical

eating disorders are the eating and feeding disorders of

early childhood, which include pica, rumination, and

feeding disorder of infancy or early childhood. Pica

consists of repeatedly ingesting inedible substances,

such as paint, plaster, sand, or soil, in a fashion that is

inappropriate to the person’s developmental level and

culture. Rumination consists of repeatedly regurgitat-

ing and rechewing food after feedings. Feeding disor-

der of infancy or early childhood consists of a child

younger than age 6 failing to eat adequately and con-

sequently losing weight or failing to gain weight.

None of these disorders is associated with fears of

fatness or concerns about body image. In most cases,

these disorders are associated with mental retardation

or developmental delays, a lack of an appropriately

enriching or nurturing environment, or child abuse or

neglect.

Margit I. Berman

See also Diagnostic and Statistical Manual of Mental

Disorders; Malnutrition and Development; Obesity

Further Readings

Dingemans, A. E., Bruna, M. J., & van Furth, E. F. (2002).

Binge eating disorder: A review. International Journal of

Obesity, 2, 299–307.

Harris, E. C., & Barraclough, B. (1997). Suicide as an

outcome for mental disorders: A meta-analysis. British

Journal of Psychiatry, 170, 205–228.

Herzog, D. B., Hopkins, J. D., & Burns, C. D. (1993).

A follow-up study of 33 subdiagnostic eating disordered

women. International Journal of Eating Disorders, 14,

261–267.

Keys, A., Brozek, J., Henschel, A., Mickelsen, O., & Taylor,

H. L. (1950). The biology of human starvation.

Minneapolis: University of Minnesota Press.

Mitchell, J. E., Cook-Myers, T., & Wonderlich, S. A. (2005).

Diagnostic criteria for anorexia nervosa: Looking ahead

to DSM-V. International Journal of Eating Disorders,

37, 95–97.

Polivy, J., & Herman, C. P. (2002). Causes of eating

disorders. Annual Review of Psychology, 53, 187–213.

Silverman J. A. (1997). Anorexia nervosa: Historical

perspectives on treatment. In D. M. Garner & P. E.

Garfinkel (Eds.), Handbook of treatment for eating

disorders (2nd ed., pp. 3–10). New York: Guilford Press.

Stice, E. (2001). A prospective test of the dual-pathway

model of bulimic pathology: Mediating effects of dieting

and negative affect. Journal of Abnormal Psychology,

110, 124–135.

Stice, E., & Shaw, H. (2004). Eating disorder prevention

programs: A meta-analytic review. Psychological

Bulletin, 130, 206–227.

Wilson, G. T. (1997). Cognitive behavioral treatment of

bulimia nervosa. The Clinical Psychologist, 50, 10–12.

Woodside, D. B., Garfinkel, P. E., Lin, E., Goering, P.,

Kaplan, A. S., Goldbloom, D. S., et al. (2001).

Comparisons of men with full or partial eating disorders,

men without eating disorders, and women with eating

disorders in the community. American Journal of

Psychiatry, 158, 570–574.

EDUCATIONAL TECHNOLOGY

Educational technology can be thought of as the hard-

ware, software, and ‘‘thinkware’’ of learning, as well

as related research theory that guides these efforts.

This entry first defines what educational technology

is. Next, it presents a short history of the field. Then it

presents highlights of the hardware, software, and

audiovisual technologies used by educational technol-

ogists; processes and theories used by educational

technologists; and research in educational technology.

What Is Educational Technology?

Educational technology is ‘‘the study and ethical prac-

tice of facilitating learning and improving perfor-

mance by creating, using, and managing appropriate

technological processes and resources,’’ according to

the Association for Educational Communications and

Technology (AECT), the largest professional society

focused solely on educational technology.
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In practice, that encompasses several distinct areas

of effort. One is planning and installation of technol-

ogy for education. Since the mid-1970s, this technol-

ogy has increasingly meant the computers used to

teach and manage learning and related activities, but

it also includes other hardware and operating technol-

ogies, from film and audio equipment to LCD projec-

tors and other sophisticated projection systems.

A second area of focus for educational technologists

is educational software. Some educational technolo-

gists develop learning programs that can be taken on

a computer. These programs can be synchronous

(occur when learner and instructor are both online at

the same time, such as in a chat) or asynchronous

(instructor or learner are not online at the same time,

such as in a self-study tutorial). Other educational tech-

nologists develop software tools that are used to

develop these learning programs, such as virtual class-

room software (like WebEx and Centra), used to pro-

vide synchronous learning experiences, and software

for creating tutorials, called authoring tools (such as

Dreamweaver Course Builder and Authorware). This

software focus is reflected in the definition of educa-

tional technology offered by the International Technol-

ogy Education Association (ISTE): ‘‘Using multimedia

technologies or audiovisual aids as a tool to enhance

the teaching and learning process.’’

A third focus of educational technologists is the

processes and products used to design instruction. In

these applications, technology refers to the sequence

of activities and the applications of cognitive psychol-

ogy to the design of instruction, rather than a physical

hardware or a type of software. These activities are

known as instructional-design, as phrased by Charles

M. Reigeluth.

In terms of academic study, educational technology

is available as an academic degree from universities in

nearly every U.S. state, as well as in Australia, Canada,

the United Kingdom, and several countries in the Mid-

dle East and Asia. In its most academic form, educa-

tional technology explores the following: the models

and processes used to analyze, design, develop, deliver,

implement, and evaluate instruction; the technology

used to support these processes—both analogue and

computer-based—in order to deliver learning materi-

als, facilitate communication, and provide assessment

and feedback; the policies associated with these prac-

tices; and the research that informs practice.

The academic study of educational technology

explores learning throughout the life cycle, from

preschool through retirement education. Similarly,

because educational technology encompasses technol-

ogy, learning, and design, it is an interdisciplinary

field that draws upon other fields such as educational

psychology, developmental psychology, early child-

hood and elementary education, higher education,

adult education, computer science, ergonomics, soci-

ology, and communications studies.

History

Educational technology emerged as a field in its own

right in the 1920s, though some point to the initial

development of human communications as one of the

first developments in educational technology, because

these facilitated the exchange of knowledge between

members of tribes and from generation to generation.

The invention of writing and writing instruments, such

as papyrus and pens, further facilitated that process.

Modern educational technology charts its roots to

the advances in media occurring in the late 19th cen-

tury, such as inventions of visual and audio recording

and playback devices. Soon afterward, each found its

way into education, as educational films (the first

appeared in the early 20th century), educational

records, and the use of photographs in textbooks.

During the 1920s and through the 1940s, with

advances in other media, such as audio recordings,

radio, and motion pictures, the focus shifted from visual

instruction to audiovisual instruction. This trend contin-

ued through the 1950s with the advancement of televi-

sion. At this point in time, educational technology

focused primarily on the use of instructional media, and

the field was commonly known as instructional technol-

ogy. In the 1950s, and most notably in the 1960s and

1970s, educational technology became more and more

complex. It grew from a discipline concerned primarily

with instruction using audiovisual aids to one concerned

with systematic instructional design. At the same time,

the field of education began to see instructional technol-

ogy as a process that looks at instructional problems

and explores solutions to these problems.

As technological advances exploded with the com-

puter revolution, educational technology became

a complex, integrated process that became increasingly

professionalized. The AECT developed a new defini-

tion of the field in 1977 that included the importance

of the planning and analysis phases of instructional

design. This definition also included a list of learning

resources and clarified terms such as learning problems
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and solutions. This new definition emphasized that

instructional technologists were interested in more than

just the development and use of media. The discipline

began to attract individuals from various disciplines.

With the growth of the microcomputer, Internet,

interactive video, and other communication technolo-

gies, educational technology has become accessible to

the general public and to most organizations. In addi-

tion, behavioral learning theories, which previously

served as the basis of instructional design, gave way to

cognitive and constructivist theories. These develop-

ments led to a growing interest in the development of

instructional strategies that incorporated these new

developments. As a result, in the mid-1990s, a new

definition of educational technology emphasized the

main areas of study and practice in the field; design,

development, utilization, management, and evaluation.

The interrelationship of these domains emphasizes the

link between teacher, learner, and instructional method.

The profession is now more concerned with the appli-

cation of a variety of instructional techniques, ranging

from traditional lecture approaches to open-ended dis-

tance learning environments.

In the new millennium, the field has continued to

grow and change as society and learners evolve. The

number of universities and the expansion of mass edu-

cation along with the inadequate funding provided by

governments, as well as the increasingly heterogeneous

background of learners, are just some of the challenges.

Increasing numbers of knowledge workers are seeking

jobs that correspond to new job requirements. With the

Internet, there has been an explosion in the volume of

information and potential knowledge available. All of

these advances have led to a more individualized type

of education that is geared to specific needs, an educa-

tion that is sometimes distance-oriented but primarily

subject-specific. As technology becomes increasingly

complex, there is a greater need for professionals who

are able to train and help users become adept and skill-

ful in the use of the new technologies.

Although many in the field continue to work on

media and tasks related to the instructional process,

many work in processes that are influencing the world

as a whole. As the world outside the university changes

dramatically, there is an increased demand for highly

skilled workers, who need to be continually learning

and improving their professional technical skills. As

a result, educational technologists have been paying

more attention to improving workplace performance

and knowledge management. As the academic world

gradually adapts to the real world of technological and

societal changes and lifelong learning becomes critical

to economic growth and development, the field of edu-

cational technology responds. There is an increased

emphasis on independent learning, on developing social

skills and teamwork, on adapting to change, and on

developing thinking and problem-solving skills. As the

volume of available information expands, it has become

increasingly important to develop systems that can help

people get at and process this information. Educational

technologists are active in all these various areas.

Hardware, Software, and
Audiovisual Technologies

One area of focus within educational technology is

the applications of technology in learning. Technolo-

gies generally fall into these categories:

• Technologies for teaching and learning
• Technologies for facilitating communication among

participants in the learning process
• Technologies for facilitating evaluation
• Technologies for managing learning activities

Because standardization of technology is essential

to the smooth integration of technology in education,

any discussion of technology also addresses standards.

Technologies for
Creating Learning Materials

Some argue that the first educational technologies

include writing systems, papyrus, and the writing

instruments on which to place characters on the papy-

rus. One of the purposes of ancient documents was to

record history and key lessons so that future genera-

tions might learn from them.

But the modern practice of educational technology

begins with the introduction of audiovisual technol-

ogy in the late 19th and early 20th centuries. The

technologies can be categorized as follows:

Technologies for designing and developing the mate-

rials. Most of these technologies were developed for

assisting with the creation of content. One of the earli-

est technologies was the typewriter, which enabled

people to create content faster, more legibly, and

more consistently. Later versions of typewriters

included the ability to correct errors, change the look

of the typeface, and save content, so revisions would

not require retyping. The advent of computers brought
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about word processing, software that lets authors

write, change, revise, and print text; desktop publish-

ing, which allowed the low-cost production of high-

quality educational materials (before that, material

was prepared by hand with highly skilled labor); and

software for publishing materials online, including the

HTML standard that lets Internet browsers like

Mozilla Firefox and Internet Explorer display content

produced from a variety of sources. Whereas none of

these technologies was specifically produced for edu-

cational purposes, there was one that was: the author-

ing system, which is used to create online learning

programs for people with little or no knowledge of

computer programming. This software lets authors

not only create the content but also determine what it

looks like and test learners’ understanding of the con-

tent. One of the first major authoring systems was

PLATO; it appeared in the late 1960s and was

intended for mainframe computers. In the mid-1980s,

several key authoring systems for microcomputers

emerged, including the Hypercard for the Apple com-

puter, which also had other purposes and was

intended for people with limited computer literacy,

and Authorware, which was more sophisticated.

Technologies for producing the materials. This cate-

gory includes equipment for recording visual images

(photography, film, and video cameras, as well as

related lighting) and audio (sound recorders, micro-

phones). It also includes equipment for developing

photographs and editing visuals and sounds together

into a single, coherent product. In the past, this equip-

ment worked with analog technology. Since the early

1980s, recording and production have converted to

digital technologies. Note that these technologies were

not developed specifically for use by educational tech-

nologists. However, the price consciousness of many

educational technology departments provided incen-

tives to manufacturers to develop more modestly

priced versions of this equipment.

Technologies for reproducing the learning materials,

which involves making copies of audiotapes, films,

books, articles, and similar materials. These technol-

ogies were not developed specifically for educational

technologists, and many educational technologists use

outside companies to handle these tasks (and, there-

fore, have limited exposure to them).

Technologies for playing the recordings or using

the content, which involves the use of specialized

projectors and similar playback equipment that often

cost thousands of dollars. For audio, playback equip-

ment includes record, tape, CD, and MP3 players. For

visual recordings, playback equipment includes film-

strip and slide projectors. For combinations of audio

and visual recordings, playback equipment includes

film projectors and screens and video players and

monitors. Audio and visual recordings have also been

synchronized, such as slide-sound shows in which

a slide projector automatically advances a slide show

when it hears a special sound from a tape recorder.

More recently, playback is available on computers,

personal DVD players, and personal digital assistants,

like PalmPilots and iPaqs. Playback equipment also

includes equipment for projecting these visual images

so large audiences can see them. Projection equipment

includes screens, LCD projectors, large screen moni-

tors, and rear-projection systems. Although none of

these technologies was developed specifically for the

educational environment, versions of the products were

adapted specifically for educational environments.

Most of the technologies for creating learning

materials require specialized knowledge. As a result,

the curricula of many academic programs in educa-

tional technology programs include components on

the use and operation of this equipment.

Technologies for
Facilitating Communication Among
Participants in the Learning Process

A second group of educational technologies is

intended to facilitate communication between instruc-

tors and learners. These technologies can be catego-

rized as follows:

Technologies for facilitating communication among

the participants in the learning process. In the late

19th and early 20th century, these technologies pri-

marily included mail and telephone. Both types of

communication were intended for person-to-person

communication. With the advent of computer-based

technologies, several new options emerged. Some

provided for person-to-person communication, includ-

ing electronic mail (e-mail), Internet telephony, and

instant messaging (IM). Other options offered by the

computer included group-based communication. Early

options included discussion lists (also called listservs,

which are ongoing e-mail exchanges among a group

of registered participants) and discussion boards,
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programs that manage discussions on a class of topics.

With the advent of social computing on the Web are

wikis, which allow a group to rapidly create a work

product together online, and blogs (short for ‘‘web

logs’’), which are like online columns from a newspaper

or diaries, and to which readers can leave comments.

Technologies for replicating the classroom through

technology. These technologies allow students to par-

ticipate in class when they might not otherwise be

able to, because of physical condition, time con-

straints, or geographic constraints. Early technologies

for replicating the classroom include radio (such as

the bush radio used in Australia) and conference calls

by telephone. By the mid-20th century, television

classrooms emerged (in fact, the use of television for

learning was one of the reasons for establishing the

U.S.-based Public Broadcasting System, as well as

several academic educational technology programs,

like the one at Concordia University in Montreal,

Canada. Although some uses of television were based

on public broadcast, private, closed circuit television

systems also were used, such as the University of

Minnesota’s UNITE system and IBM’s Interactive

Satellite Education Network. Most closed circuit net-

works had two-way communication ability, which

means that not only could students see and hear the

instructor, but the instructor could see and hear the

students. By the mid-1990s, software had been devel-

oped that allowed educators to create a classroom-like

environment online. Called virtual classroom soft-

ware, this software lets instructors speak, show

images, and interact with students in large and small

groups and lets students interact with their instructors.

Technologies for Facilitating Evaluation

A third group of educational technologies is

intended to facilitate the process of evaluating the

learning process. A technology from the latter half of

the 20th century is Scantron, which lets instructors

automatically grade exams with objective questions

(true/false, multiple choice) by having students fill out

a form that can be read by the grading machine.

Most of the developments in this area of educational

technology occurred after computers came into com-

mon use. Some of these technologies focus on grading

a particular assignment. One is software that conducts

entire tests online. Original versions of this software

limited educational technologists to objective ques-

tions, but later technologies have allowed instructors to

ask open questions (like essay questions) online. In

most instances, instructors need to grade those answers

themselves. Although some software has been devel-

oped to grade open questions, it is not yet in common

use. A related technology lets instructors assess the

likelihood that an essay or similar written assignment

is plagiarized.

Other computer-based technologies for evaluating

learning focus on broader issues. Portfolio software

lets learners create a process portfolio, which allows

them to include a class assignment and comment on

what they learned from the assignment. An instructor,

advisor, parent, or peer can review the assignment

and reflections and offer feedback. Another is analyt-

ics software, which lets an administrator or manager

compile statistics from a variety of computer-based

sources, such as information about students, enroll-

ment, and grades, and identify larger trends in the

operation. Some of these analyses are presented as

dashboards (e.g., the analysis of the American Society

for Training and Development), which look like the

dashboard of a car with a large number of indicators.

When a problem seems to be arising in one of the

indicators, the system visually signals the manager by

turning that indicator red or orange.

Technologies for
Managing Learning Activities

A fourth group of educational technologies is

intended to manage learning activities. These technolo-

gies assist with the management of class activities as

well as broader activities of the organizations that

sponsor learning. Technologies for managing learning

activities include learning management systems, course

management systems, and learning content manage-

ment systems.

Learning management systems. Learning manage-

ment systems (LMSs), which act as electronic regis-

trars, perform some or all of the following tasks for

both online and classroom courses:

• Registration
• Tracking of participation (classroom attendance,

sign-ons and sign-offs of online courses)
• Tracking of completions (including final scores or

grades)
• Testing
• Providing aggregated reports, such as the numbers

of people registered for particular courses

Educational Technology 317



• Sharing information with other systems, such as

human resource information systems
• Suggesting curricula for learners
• Tracking skills of individuals and groups of people

within an organization
• Providing learners with a one-stop shop for their

learning needs (especially online programs) and per-

sonalized information, such as a customized learn-

ing page that includes recommended paths through

learning material

Examples of LMSs include Saba, Plateau, and

NetDimensions EKP.

Course management systems. Course management

systems (CMSs) were originally designed to support

classroom learning in academic settings, such as uni-

versities and high schools. CMSs provide instructors

with the ability to do the following:

• Place course materials online. Most CMSs provide

preprogrammed buttons for the course syllabus,

course schedule, and course materials linked to spe-

cific lessons, such as copies of readings and Power-

Point slides from lectures.
• Track student progress, through assessment features

(which let instructors give quizzes and tests online)

and an online gradebook, where instructors can post

student grades.
• Discuss readings with students and continue class

discussions between formal class sessions, through

the use of a discussion board.
• Send announcements to classes and communicate

individually with students.
• Provide a lock box for students, where students can

store class materials (e.g., a presentation to give

later in class).
• Track course statistics, such as who used the course

site and when.

Examples of CMSs include the commercial pro-

ducts Blackboard and WebCT and the open source

system Moodle.

Learning content management systems. Learning

content management systems (LCMSs) are software

for creating, storing, retrieving, changing, and reusing

material intended for use in an online learning pro-

gram. LCMSs also store test questions and can be

used to track activities in developing material. Finally,

LCMSs can format the same content for presentation

online and in print, and with a number of word pro-

cesses. Examples of LCMSs include Eedo Force 10

and OutStart. Note that many LCMSs also have the

registration and management functions of an LMS.

Standards for Learning Technology

Standards refer to rules that have been set up by

various professional and trade organizations to

address a variety of aspects of the development and

production of learning content, so that content pro-

duced in one organization and on one brand of equip-

ment can be easily used in another organization on

another brand of equipment. Although all types of

learning technologies involve the use of standards

(e.g., how to take a photograph and ensure that the

slide projector plays it), standards have only become

a significant concern to educational technologists with

the advent of online learning.

In technology for learning, a standard represents the

last phase in a series of milestones intended to develop

an idea for coordinating interactions among software

and devices. The first phase results after someone or

a group of people recognize a situation in which some

coordination of efforts will result in more efficient or

economical interactions among programs or some simi-

lar benefit to users. In many ways, this idea is similar

to that proposed by Geary Rummler and Alan Brache

for human performance technology. They note that

efficiencies and improvements are often achieved by

examining and reengineering the interactions among

groups within and across organizations.

Processes and Theories

The field of educational technology is guided by

a family of processes that form the core of most aca-

demic programs and are widely acknowledged by

most practitioners. These processes are also part of

introductory training to people who work in the field

but do not have academic backgrounds in the field.

The core process followed by educational technol-

ogists is known as instructional systems design, which

is the recommended process used to design, develop,

and implement learning programs. Although more

than 40 versions of this process exist, the core of each

is the same and is known as ADDIE, for analysis,

design, development, implementation, and evaluation,

Analysis. To identify the desired outcomes, the current

performance, and the reason that the gap between

current and desired performance exists. Analysis

also identifies the intended learners, as well as the
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conditions that affect the design, development, and

delivery of the course, such as a tight deadline and a pref-

erence for learning in a particular format. The products

of the analysis process are a set of behavioral objectives,

which define the learning outcomes, and a test or similar

assessment, which can be used to determine the extent

to which learners have mastered those objectives.

Design. To turn the requirements into a learning pro-

gram. During design, the educational technologist

determines the medium of instruction—such as class-

room or computer-based tutorial—and the format of

the course. The educational technologist also deter-

mines the learning strategy to apply—that is, the

approach to presenting and reinforcing the learning

content, such as a mastery or discovery approach to

learning. In many organizations, educational technolo-

gists also prepare storyboards (initial drafts) of learn-

ing materials at this time.

Development. To convert the design intentions into

a working learning program. The actual activities vary,

depending on the type of course, but usually include

preparing several drafts of the content and obtaining

reviews by subject-matter experts and editors and other

educational technologists, and piloting tests (i.e., trial

uses of the content) with intended learners.

Implementation. To make the learning program avail-

able to its intended learners. The actual activities vary,

but they usually include announcement of the avail-

ability of the program, registration, and offering of the

learning program. Implementation also encompasses

the activities involved in operating a learning program,

such as setting up a classroom or providing technical

support for computers on which tutorials are taken.

Evaluation. To determine the extent to which the

learning program achieved its objectives.

Although some refer to ADDIE as a model, it is

neither descriptive nor predictive of actual practice.

Several empirical studies suggest, instead, that

although ADDIE is an ideal process, practicing pro-

fessionals do not follow it. Rather, ADDIE is pre-

scriptive of ideal practice in the field.

Guiding each phase of ADDIE are additional pro-

cesses, theories, and methods. For example, guiding

the development of objectives are approaches popular-

ized by Bob Mager in the 1960s. There are a number

of approaches that guide design. Some pertain to the

use of—and choice of—media, best characterized by

the debate between Richard Clark and Robert Kozma

on the role of media in instruction. Some approaches

focus on appropriate strategies for designing instruc-

tion. Among the most popular (but certainly not an

exhaustive list) are Robert Gagne’s nine events of instruc-

tion; John Keller’s attention, relevance, confidence, and

satisfaction (ARCS) model; and problem-based learning

(D. H. Jonassen). Guiding the development of learning

programs are such approaches as advance organizers,

theories of document and information design, and even

the appropriate use of audio and visual cues. Different

approaches guide evaluation, depending on the level of

education. Guiding most of them is the belief that

assessment should focus on the extent to which learners

can accomplish the learning objectives (known as crite-

rion-referenced testing). Although high-stakes testing—

that is, standardized tests to assess the performance at

a particular grade level—is the type of assessment best

known in primary and secondary education, using

portfolios to help both learners and teachers evaluate

learning is gaining much interest among educational

technologists. In terms of evaluating training, Donald

Kirkpatrick’s four-level approach is the most dominant.

It evaluates satisfaction, learning, transfer of learning to

on-the-job behavior, and the impact of the learning on

the organization.

In addition, some educational technologists are

guided in their work by the principles of human per-

formance technology (HPT). HPT frames most issues

addressed by its practitioners as performance pro-

blems. Such problems might result from a lack of

knowledge and skills and can be solved by learning

programs. But performance problems might also

emerge from a lack of resources (e.g., receiving train-

ing on a new software program but not having access

to that program) or motivation (e.g., fearing the loss

of a job resulting from new technology). Learning

programs will not solve problems resulting from a lack

of resources or motivation; these problems require

different types of interventions. HPT emerges from

the workplace. Although its advocates claim that HPT

applies to all of the environments that educational

technologists address, the overwhelming body of evi-

dence is focused on the workplace.

Research and Theory

Research in educational technology has four key

streams. The first stream of research focuses on the

design of instruction. Early research tended to focus on
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the design of individual lessons and courses. Some stud-

ies focused on validating a particular design strategy.

For example, studies in the 1950s and 1960s focused

on applications of programmed instruction, a type of

instruction that breaks learning down to its smallest

tasks and involves teaching a topic one micro task at

a time. Other studies compared instruction in different

media, such as online versus classroom instruction.

The dominant research methods used for both types of

studies was experimental (either control group or quasi-

experimental). In many cases, researchers present expe-

rience reports, that is, reports and some research results

based on their own classroom experience. More recently,

research in this area has focused on learning sciences,

which, as defined by the International Society on Learn-

ing Sciences, uses ‘‘empirical investigation of learning

as it exists in real-world settings and how learning may

be facilitated both with and without technology.’’ Stud-

ies explore issues of learning, teaching, and design and

often employ qualitative research techniques.

The second stream of research is similar to the first

but focuses on applications of hardware and software

technology to learning. In the earliest days of the field,

the research focused on the use of film and audio

recordings for learning. As television came into wider

use, research focused on its use. In fact, the use of tele-

vision for learning gave a boost to the field, because

many governments wanted to use television in teaching

at all levels. Since the 1980s, most of the research has

focused almost exclusively on uses of computer tech-

nology in learning. Some of the research attempts to

provide proof-of-concept for specific technologies in

well-defined learning contexts, such as uses of intelli-

gent tutoring in mathematics and classroom response

monitoring systems (in which students are provided

with a key pad to type in responses to multiple-choice

and similar questions) in large classes. Some of the

research explores ways to use technologies, such as

some of the recent research on mobile learning (learn-

ing using personal digital assistants, like PalmPilots)

and podcasting (use of audio and video recordings

broadcast on MP3 players like an iPod). Some of the

research focuses on the technology used to manage

learning, such as LMSs, which are widely used in the

workplace to help workers enroll in and take courses,

and CMSs, which are widely used in universities to

help extend the classroom experience online by provid-

ing a place where instructors can distribute syllabi,

assignments, and readings, as well as hold ongoing dis-

cussions with learners. This research often takes the

form of experimental and quasi-experimental studies,

but similar to research on the design of instruction, it

increasingly incorporates qualitative techniques.

The third stream of research focuses on resources

that complement the learning process. Often, these

studies explore phenomena that are both a type of

learning program and a type of software. For exam-

ple, according to David Wiley, one area of great inter-

est in the first half of the 2000 decade is reusable

learning objects, which are materials designed for

learning in one context but available for use in others.

Also of great interest are portfolios, especially elec-

tronic ones, which, as mentioned earlier, are used for

evaluation of learning.

The last stream of research focuses on the practice

of educational technology. Most of this research focuses

on the practice of instructional design. Some studies

focus on which skills instructional designers use on

the job; others focus on how extensively instructional

designers practice ADDIE. Most of these studies are

survey-based, but some of the more extensive ones use

methodologies like developing a curriculum (DACUM)

and are the basis of certifications in the field. In addi-

tion, some recent studies partially or completely employ

qualitative techniques to compile rich description of the

environmental factors affecting the design of learning.

Regardless of the stream of research, most research

in educational technology tends to have a ‘‘micro’’

focus, that is, a focus on individual learning situa-

tions, such as a comparison of a course taught in two

different environments or the application of a particu-

lar technology to a particular learning problem, such

as the design of an intelligent tutoring system for

solving a particular type of mathematical problem.

The early use of the experimental technique in

research on educational technology is representative of

the field’s roots in behaviorism. Indeed, many of the

early researchers in educational technology, such as

Tom Gilbert and Robert Gagne, had worked with B. F.

Skinner. But the field has increasingly embraced cogni-

tivism and constructivism, as researchers become aware

of the situational nature of learning and want to find

stronger ways to reflect that in the research. One of the

many responses to this shift is design research, which

attempts to study the development of a course and use

the research to inform its ongoing development.

Saul Carliner, Ofelia Ribiero, and Gary Boyd

See also Assessment; Curriculum Development; Learning
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EFFECTIVE TEACHING,
CHARACTERISTICS OF

Over the past several decades, a revolution has occurred

in the definitions of ‘‘good’’ teaching. Researchers have

found that defining good teachers by community ideals,

personality characteristics, number of credit hours

earned, or college grade point average proved disap-

pointing, as these variables showed little relationship

to what teachers actually do in the classroom. This

directed researchers to study the impact of specific

teacher activities on the specific cognitive and affective

behaviors of their students. The term good teaching

changed to effective teaching, and the research focus

shifted from studying teachers exclusively to studying

teachers and their effects on students. This new

approach to studying classroom behavior has made the

teacher–student relationship in the classroom the focus

of modern definitions of effective teaching.

Linking Teacher Behavior
With Student Performance

During this new era of research in classrooms,

researchers developed methods of studying the class-

room interaction patterns of teachers and students.

Their goal was to discover which patterns of teacher

behavior promoted desirable student outcomes. With

a rich variety of classroom observation instruments,

a picture of classroom activity could be captured

within and across research studies and could be

related to various measures of school achievement,

such as better scores on classroom and standardized

tests, an increase in the incidence of successful prob-

lem solving, and improved learning skills.

It was in this manner that consistent patterns of

effective teaching began to emerge in studies con-

ducted by different researchers. As in all research,

some studies provided contradictory results or found

no relationships among certain types of classroom

interactions and student outcomes. But many studies

found patterns of teacher–student interaction that con-

sistently produced desirable student outcomes. The fol-

lowing are some of the most important characteristics

of effective teaching to emerge from this research.

Key Behaviors
Contributing to Effective Teaching

From this research approximately 10 teacher behaviors

have shown promising relationships to desirable stu-

dent performance, primarily as measured by classroom

assessments and standardized tests. Five of these beha-

viors have been consistently supported by research

studies over the past three decades. Another five have

had some support from the research findings and

appear logically related to effective teaching. The first

five are key behaviors, because they are considered

essential for effective teaching. The second five are

helping behaviors that can be used in combinations to

implement the key behaviors. The five key behaviors

for effective teaching are (1) lesson clarity, (2) instruc-

tional variety, (3) teacher task, (4) student engagement

in the learning process, and (5) student success rate.

Lesson Clarity

Lesson clarity refers to how clear a teacher’s pre-

sentation is to the class, as indicated in the following

examples:

More Effective Teachers

• Make their points clear to learners who may be at

different levels of understanding
• Explain concepts in ways that help students follow

along in a logical step-by-step order
• Have an oral delivery that is direct, audible to all

students, and free of distracting mannerisms

Less Effective Teachers

• Use vague, ambiguous, or indefinite language
• Use overly complicated sentences that convey more

than a single thought at a time
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• Give directions that often result in student requests

for clarification

One of the findings from research on lesson clarity

is that teachers vary considerably on this behavior.

Not all teachers communicate clearly and directly to

their students without wandering, speaking above stu-

dents’ levels of comprehension, or using speech pat-

terns that impair their presentation’s clarity. A teacher

with a high degree of clarity spends less time going

over material and has more questions answered cor-

rectly the first time through the content, allowing

more time for instruction.

Clarity is a complex behavior because it is related

to many others, such as a teacher’s organization of the

content, lesson familiarity, and delivery strategies (e.g.,

whether a discussion, recitation, question-and-answer,

or small-group format is used). Nevertheless, research

shows that both the cognitive clarity and oral clarity of

presentations vary substantially among teachers. This,

in turn, produces differences in student achievement.

Instructional Variety

Instructional variety refers to a teacher’s variability

or flexibility of delivery during the presentation of a les-

son. One of the most effective ways of creating variety

during instruction is to ask questions. Many different

types of questions can be integrated into the pacing and

sequencing of a lesson to create meaningful variation.

Therefore, the effective teacher needs to know the art

of asking questions and how to discriminate among dif-

ferent question formats—fact questions, process ques-

tions, convergent questions, and divergent questions.

Another aspect of variety in teaching is perhaps

the most obvious: the use of learning materials, equip-

ment, displays, and space in the classroom. The physi-

cal texture and visual variety of the classroom

contributes to instructional variety. This, in turn, pro-

motes student engagement in the learning process and

student achievement on end-of-unit tests. For exam-

ple, some studies found the amount of disruptive

behavior to be less in classrooms that had more varied

activities and materials. Others have shown variety to

be related to student attention.

Teacher Task Orientation

Teacher task orientation is a key behavior that

refers to how much classroom time the teacher devotes

to the task of teaching an academic subject. The more

time allocated to the task of teaching a specific topic,

the greater the opportunity students have to learn.

Some task-related decisions that a teacher must

make are

1. How much time do I spend planning for teaching

and getting my students ready to learn?

2. How much time do I spend presenting, asking ques-

tions, and encouraging students to inquire or think

independently?

3. How much time do I spend assessing my learners’

performance?

These questions pertain to how much material is

presented, learned, and assessed, as opposed to how

much time is delegated to procedural matters (e.g.,

taking attendance, distributing handouts, collecting

homework, checking for materials). All teachers need

to prepare their students to learn and want them to

enjoy learning. However, most research studies agree

that student performance is higher in classrooms with

teachers who spend the maximum amount of time

available teaching subject-specific content as opposed

to devoting large amounts of time to the process and

materials needed to acquire that content. It follows

that classrooms in which teacher–student interactions

focus more on subject-matter content that allows their

students the maximum opportunity to learn and to

practice what was taught are more likely to have

higher rates of achievement. But, these classrooms

also are those in which a dynamic relationship

between teacher and learner provides the energy that

motivates and challenges the learner to reach increas-

ingly higher levels of understanding.

Student Engagement
in the Learning Process

Student engagement in the learning process—or

engaged learning time—is a key behavior that refers

to the amount of time students devote to learning in

a classroom. Student engagement is related to, but dif-

ferent from, a teacher’s task orientation. Distinct from

a teacher’s task orientation—or the amount of time

devoted to teaching a topic—is the time students are

actively engaged in learning the material being taught.

This has been called their engagement rate, or the

percentage of time devoted to learning when students

are actually on task, engaged with the instructional
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materials, and benefiting from the activities being pre-

sented. Even though a teacher may be task oriented

and providing maximum content coverage, some stu-

dents may be disengaged. This means they are not

actively thinking about, working with, or using what

is being presented.

Such disengagement can involve an emotional or

mental detachment from the lesson that may or may

not be obvious. When students jump out of their seats,

talk, read a magazine, or leave for the restroom, they

obviously are not engaged in instruction. Students also

can be disengaged in far more subtle ways, such as

looking attentive while their thoughts are many miles

away. An unpleasant fact of life is that a portion of

every class may be off task at any one time, distracted

for personal reasons and often amplified by an impend-

ing lunch period, a Friday afternoon, or day before

a holiday. Correcting this type of disengagement may

be much more difficult, requiring changes in the struc-

ture of the task itself and the cognitive demands placed

on the learner. Researchers have contributed useful

suggestions for increasing learning time and, more

importantly, student engagement during learning. Their

work has provided the following suggestions for tea-

chers to promote student engagement:

1. Set rules that let pupils attend to their personal

needs and work routines without obtaining permis-

sion each time.

2. Move around the room to monitor pupils’ seatwork

and to communicate an awareness of student

progress.

3. Ensure that independent assignments are interest-

ing, worthwhile, and easy enough to be completed

by each pupil without teacher direction.

4. Minimize time-consuming activities, such as giving

directions and organizing the class for instruction, by

writing the daily schedule on the board. This will

ensure that pupils know where to go and what to do.

5. Make abundant use of resources and activities that

are at, or slightly above, a student’s current level of

understanding.

6. Avoid timing errors. Act promptly to prevent mis-

behaviors from occurring or increasing in severity

so they do not influence others in the class.

Student Success Rate

A fifth key effective teaching behavior is student

success rate. Student success rate refers to the rate at

which students understand and correctly complete

exercises and assignments.

A crucial aspect of the previously cited research on

task orientation and student engagement is the level

of difficulty of the material that was presented. In

these studies, level of difficulty was measured by the

rate at which students understood and correctly

answered questions on tests, exercises, and assign-

ments. Three levels of difficulty are

1. High success—the student understands the subject

matter taught and makes only occasional careless

errors;

2. Moderate success—the student has partial under-

standing but makes some substantive errors; and

3. Low success—the student has little or no under-

standing of the subject matter.

Not surprisingly, researchers have found that student

engagement, that is, the time the learner is actively

engaged with, thinking about, and working with the

content being taught, is closely related to student suc-

cess rate. Instruction that produces a moderate-to-high

success rate results in increased performance, because

more content is covered at the learner’s current level of

understanding.

The average student in a typical classroom spends

about half of the time working on tasks that provide

the opportunity for high success. But researchers have

found that students who spend more than the average

time in high-success activities have higher achieve-

ment, better retention, and more positive attitudes

toward school. These findings have led to the sugges-

tion that students should spend about 60% to 80% of

their time on tasks that allow almost complete under-

standing of the material being taught with only occa-

sional errors.

Summary of Five Key Behaviors

All five key behaviors—lesson clarity, instructional

variety, teacher task orientation, student engagement,

and success rate—are essential for effective teaching.

Classroom researchers are studying other effective

teaching behaviors and attaining a more thorough

understanding of those already described. In other

words, there can be no simple answer to the question,

‘‘What is an effective teacher?’’ Many activities must

be orchestrated into patterns of behavior for teach-

ing to be effective. The identification of only five
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behaviors makes teaching appear deceptively simple.

However, as the following section reveals, success in

implementing these five key behaviors in the class-

room will be assisted by other, helping behaviors.

However, for the first time, research has provided

a foundation for better definitions of effective teach-

ing and for the training of teachers. Whereas these

five behaviors constitute the skeleton of the effective

teacher, there remains the heart, mind, and body to

complete this picture of an effective teacher.

Helping Behaviors
Related to Effective Teaching

To fill out the picture of an effective teacher, there are

other behaviors that aid the teacher in performing the

five key behaviors. These behaviors can be thought of

as helping behaviors for performing the five key

behaviors.

Research findings for helping behaviors, although

promising, are not as strong and consistent as those

that identified the five key behaviors. The research has

not identified explicitly how these behaviors should

be used. This is why helping behaviors need to be

employed in the context of other behaviors to be

effective, making them catalysts working in harmony

with the five key behaviors rather than agents unto

themselves. Among these helping behaviors are

(a) using student ideas and contributions, (b) structur-

ing, (c) questioning, (d) probing, and (e) teacher affect

and the teacher–learner relationship.

Using Student Ideas and Contributions

Using student ideas and contributions includes

acknowledging, modifying, applying, comparing, and

summarizing student responses to promote the goals

of a lesson and to encourage student participation.

Note how any one of these activities could be used in

achieving one or more of the five key behaviors:

• Acknowledging: Taking a student’s correct response

and repeating it to the class (to increase lesson

clarity)
• Modifying: Using a student’s idea by rephrasing it

or conceptualizing it in the teacher’s words or

another student’s words (to create instructional

variety)
• Applying: Using a student’s idea to teach an infer-

ence or take the next step in a logical analysis of

a problem (to increase success rate)

• Comparing: Taking a student’s idea and drawing

a relationship between it and ideas expressed earlier

by the student or another student (to encourage

engagement in the learning process)
• Summarizing: Using what was said by a student or

group of students as a recapitulation or review of

concepts taught (to enhance task orientation)

More recently, the use of student ideas and contri-

butions has been extended to reasoning, problem solv-

ing, and independent thinking. This has been achieved

through teacher-mediated dialogue that helps learners

construct or restructure what is being learned using

their own ideas, experiences, and thought patterns.

Teacher-mediated dialogue asks the learner not just to

respond with a correct answer but also to internalize

the meaning of what was learned by elaborating,

extending, and commenting on it using the learner’s

own unique thoughts and experiences. In this manner,

learners are encouraged to communicate the processes

by which they are learning, thereby helping them to

construct their own meanings and understandings of

the content; this is called constructivist teaching.

Use of student ideas and contributions also can

increase a student’s engagement in the learning pro-

cess. Thus, it has become a frequently used catalyst for

helping achieve that key behavior. Research indicates

that student ideas and contributions, especially when

used in the context of the naturally occurring dialogue

of the classroom, are more strongly and consistently

related to student engagement than simply approving

a student’s answer with ‘‘good,’’ ‘‘correct,’’ or ‘‘right.’’

Structuring

Teacher comments made for the purpose of organiz-

ing what is to come, or summarizing what has gone

before, are called structuring. Used before an instruc-

tional activity or question, structuring serves as instruc-

tional scaffolding that assists learners in bridging the

gap between what they are capable of doing on their

own and what they are capable of doing with help from

the teacher, thereby aiding their understanding and use

of the material to be taught. Used at the conclusion of

an instructional activity or question, structuring rein-

forces learned content and places it in proper relation

to other content already taught. Both forms of structur-

ing are related to student achievement and are effective

catalysts for performing the five key behaviors.

One method of structuring is to signal that a shift

in direction or content is about to occur. A clear

324 Effective Teaching, Characteristics of



signal alerts students to the impending change. Sig-

nals such as ‘‘Now that we have studied how the

pipefish change their color and movements, we will

learn . . .’’ help students switch gears and provide a per-

spective that makes new content more meaningful.

Another type of structuring uses emphasis. This

method of structuring, called an advance organizer,

helps the student to organize what is to follow. In this

instance, students are asked to consider questions that

might be raised and to know that generalizations

beyond the concepts discussed will be expected.

Phrases such as ‘‘Now this is important,’’ ‘‘We will

return to this point later,’’ and ‘‘Remember this’’ are

called verbal markers and can be used to emphasize

important points.

In addition to verbal markers and advance organi-

zers, the effective teacher organizes a lesson into an

activity structure. An activity structure is a set of

related tasks that increase in cognitive complexity and

that, to some degree, may be placed under the control

of the learner. Activity structures can be built in many

ways (e.g., cooperatively, competitively, indepen-

dently) to vary the demands they make on the learner

and to give tempo and momentum to a lesson. For the

effective teacher, they are an important means for

engaging students in the learning process and moving

them from simple recall of facts to higher response

levels that require reasoning, critical thinking, and

problem-solving behavior.

Questioning

Questioning is another important helping behavior.

Few other topics have been researched as much as the

teacher’s use of questions. One of the most important

outcomes of research on questioning has been the distinc-

tion between content questions and process questions.

Content questions. Teachers pose content questions

to encourage the student to respond directly to the

content taught. An example is when a teacher asks

a question to see if students can recall and understand

specific material. The correct answer is known well in

advance by the teacher. It also has been conveyed

directly in class, in the text, or both. Few, if any,

interpretations or alternative meanings of the question

are possible. Researchers have used various terms to

describe content questions, such as direct, lower-

order, convergent, closed, and fact questions.

Some estimates have suggested that up to 80% of

the questions teachers ask refer directly to specific

content and have readily discernible and unambiguous

answers. Perhaps even more important is the fact that

approximately the same percentage of teacher-made

test items and behavioral objectives are written at the

level of recall, knowledge, or fact. Therefore, test

items, behavioral objectives, and most instruction

seem to emphasize readily known facts as they are

presented in curriculum guides, workbooks, and texts,

leaving much less time for higher-order thinking, such

as problem solving, decision making, and valuing.

For the effective teacher, content questions are rarely

ends in themselves but rather a means of engaging

students in the learning process by getting them to act

on, work through, or think about the material pre-

sented, leading to higher thought processes.

Process questions. To problem-solve, to guide, to

arouse curiosity, to encourage creativity, to analyze,

to synthesize, and to judge also are goals of instruc-

tion that should be reflected by questioning strategies.

For these goals, content is not an end itself but

a means of achieving higher-order goals. Researchers

have used various terms to describe process questions,

such as indirect, higher-order, divergent, open, and

concept questions.

Process questions encourage thinking and problem

solving by requiring the learner to use personal sources

of knowledge to actively construct her or his own inter-

pretations and meanings rather than acquiring under-

standing by giving back knowledge already organized

in the form in which it was told. Process questions also

help emphasize the learner’s direct experience and the

dialogue of the classroom as instructional tools while

de-emphasizing lecturing and telling.

Probing

Another important helping behavior is probing,

which refers to teacher statements that often follow

questions that encourage students to elaborate on

an answer, either their own or another student’s.

Probing may take the form of a general question or

can include other expressions that elicit clarification

of an answer, solicit additional information about

a response, or redirect a student’s response in a more

fruitful direction. Probing often is used to shift a

discussion to some higher thought level. Generally,

student achievement is highest when the eliciting, soli-

citing, and (if necessary) redirecting occur in cycles.

This systematically leads the discussion to a higher
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level of complexity, as when interrelationships, general-

izations, and problem solutions are being sought.

Teacher Affect and the
Teacher–Learner Relationship

Anyone who has ever been in a classroom where

the teacher’s presentation was lifeless, static, and with-

out vocal variety can appreciate the commonsense

value of the affective side of teaching. However,

unlike the behaviors discussed previously, affect

cannot be easily captured in transcripts of teaching or

by classroom interaction instruments. Consequently,

narrowly focused research instruments often miss a tea-

cher’s affective nature, which emerges from a more

holistic view of the classroom. This affective nature is

the foundation from which effective teachers build

a warm and nurturing relationship with their learners.

What the instruments miss, the students see

clearly. Students are good perceivers of the emotions

and intentions underlying a teacher’s actions, and they

often respond accordingly. A teacher who is excited

about the subject being taught and shows it by facial

expression, voice inflection, gesture, and movement,

communicating respect and caring for the learner, is

more likely to hold the attention of students and moti-

vate them to higher levels of achievement than is

a teacher who does not exhibit these behaviors. As

a result, students will be more willing to actively

engage themselves in the learning process.

Research has indicated that students take their cues

from these affective signs and lower or heighten their

engagement with the lesson accordingly. Enthusiasm

is an important aspect of a teacher’s affect in that it

represents the teacher’s vigor, power, involvement,

excitement, and interest during a classroom presenta-

tion and his or her willingness to share this emotion

with learners, who will want to respond in kind.

Enthusiasm is contagious and can be displayed to stu-

dents in many ways, the most common being vocal

inflection, gesture, eye contact, and animation, but

most importantly, how the teacher coordinates these

signs to communicate that she or he cares about and

respects the experiences, knowledge, and understand-

ings students bring to the classroom. A teacher’s

enthusiasm has been found to be important in promot-

ing student engagement in the learning process and

achievement.

As research has turned from studying the individual

characteristics of teachers to their interaction patterns

with students, key and helping behaviors have been

identified that are related to desirable outcomes in lear-

ners as measured by classroom and standardized tests

of achievement, student projects, and performance

assessments. Although not the only behaviors that

define effective teaching, these key and helping beha-

viors provide a foundation for identifying, orchestrat-

ing, and teaching effective patterns of teacher–student

interaction that result in desirable learner outcomes.

Gary Borich
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EGOCENTRISM

A child playing hide-and-seek runs to the corner of

the room and covers her eyes with a pillow while her

father counts to 10, believing that if she cannot see

her father, then her father cannot see her. A thirsty

grocery shopper spends more money than usual on

bottled water and decides not to buy the salty pretzels

that are on his shopping list. Political conservatives

responding to an Internet poll estimate that there are

more like-minded conservatives in the population than

political liberals. All of these people are reasoning

egocentrically. That is, they are all reasoning about

the world from their own current perspectives. In the

first place, people process incoming information from

their own perspective. Then, they extrapolate in two

ways: temporally, extending present knowledge to the

past and future; and socially, extending self knowl-

edge to others. Education involves acquiring knowl-

edge and communicating that knowledge to others,

and egocentric bias in judgment is therefore a

central—but easily overlooked—issue for educators.

History

Jean Piaget is credited with the classic demonstration

of egocentric reasoning in children. In one version of

his experiments, children viewed a three-dimensional

mountain scene that included a house that was visible

from their perspective but occluded from the imagi-

nary perspective of a stuffed bear on the other side of

the scene. The children indicated that the house could

also be seen from the bear’s perspective, leading Pia-

get to conclude that children of a certain age are

unable to recognize that other beings can have differ-

ing points of view. Subsequent experiments revealed

potential methodological flaws in the mountain task,

but improved paradigms led researchers to draw

essentially the same conclusions.

Since Piaget’s demonstrations, research on egocen-

trism has advanced in various ways. First, egocentric

biases have been widely demonstrated in adults. Like

children, adults readily activate egocentric knowledge

when rendering judgments, but unlike children, adults

learn to correct egocentric knowledge to accommo-

date another person’s perspective. Such corrective

procedures require time, mental effort, and awareness

of the need to correct. Insufficient correction is a com-

mon cause of egocentric biases in judgments among

adults. Second, research on egocentric biases has

expanded beyond visual perspective to incorporate

perspectives based on knowledge, experience, culture,

attitudes, and mood.

Consequences of Egocentrism

Egocentric reasoning can occur in at least three stages

of processing and can, in turn, have consequences for

both acquiring and communicating knowledge.

First, people must make sense of their environment

by forming representations based on their perceptions.

With visual information, for example, people are gen-

erally good at forming three-dimensional representa-

tions, based on their own singular perspectives, and

inferring others’ perspectives from this. Consequences

may emerge, however, when they neglect to consider

others’ perspectives simultaneously. This can be illus-

trated by the presenter who repeatedly points at his

own computer monitor, visible only to him, rather

than gesturing toward the projection of this image,

which is visible to the entire audience.

Second, people understand the past and the future

according to their current perspectives. For example,

people often use their current knowledge when judging

the past. This leads to the logic referenced by aphorisms

such as ‘‘hindsight is 20/20.’’ When judging past deci-

sions made under uncertainty, people will often rely on

the outcome without appreciating that the outcome

could not have been known at the time of the decision.

Finally, people think about others using their own

perspective. This leads people to exaggerate the

extent to which others share their beliefs, knowledge,

and opinions. It also causes communication difficul-

ties when speakers mistakenly assume that a listener

shares one’s knowledge when, in fact, they do not.

Importance for Education

Given the interpersonal nature of education, educators

are at particular risk of many of the biases associated

with the egocentric perception of other people. At

least three potential difficulties can be identified,

including motivating students, preparing lessons, and

delivering information.

The tendency to exaggerate the extent to which

others share one’s beliefs and values, what psycholo-

gists call the false consensus effect, can make it diffi-

cult for educators to understand what will motivate

their students. A teacher who imputes his own
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preferences and values to students may be trying to

motivate them with the wrong incentives.

An inherent difficulty for educators, who know the

material they are trying to present, is to get beyond

their own perspective to appreciate the perspective of

students who do not know the material. Insufficient

correction can cause teachers to overestimate how

easy it is for students to learn the material and to

overestimate the extent to which information has been

clearly communicated—a problem psychologists call

the ‘‘curse of knowledge.’’ A math instructor writing

a proof on the board might skip a number of steps

because she assumes knowledge of algebra beyond

the students’ understanding. This can lead to confused

students and a frustrated instructor.

Finally, effective communication requires instruc-

tors to be precise in language and clear in intentions

to avoid ambiguities in the first place and to engage

in perspective taking to resolve ambiguities that do

arise. Psychologists have not yet uncovered a commu-

nication panacea, but a general awareness of potential

pitfalls should be a valuable step toward more effec-

tive communication.

Given that people necessarily reason about the

world from their own perspective, it is difficult to over-

come egocentrism. A primary challenge for those in

educational practice and research is to recognize the

implications of this processing orientation, to diagnose

it when it occurs, and to implement practices that help

to overcome or circumvent negative consequences.

Benjamin A. Converse and Nicholas Epley
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EMOTIONAL DEVELOPMENT

Emotional development refers to the process of learn-

ing to effectively express, regulate, and cope with

one’s emotions over time. Emotional development

has significant implications for children’s current and

future functioning. Children who successfully navi-

gate their emotional world are more likely to also be

successful in their interpersonal relationships, aca-

demic and later employment endeavors, and in obtain-

ing personal happiness and good adjustment. Children

who encounter problems with their emotional devel-

opment, on the other hand, are significantly more

likely to have interpersonal difficulties, academic and

later employment problems, and mental health or

adjustment problems. This entry will first describe the

important elements of emotional development: emo-

tion reactivity, emotion regulation, emotionality, and

emotional understanding. Next, an overview of the

main influences on emotional development will be

presented, including the child’s own characteristics,

interactions with parents, and exposure to broader

family interactions. Finally, a discussion of how early

emotional development is linked to future adjustment

will follow.

Elements of Emotional Development

Emotional Reactivity and Expression

Emotional reactivity refers to an individual’s

response to a stimulus change, or an alteration in the

environment, which is reflected in physiological

changes in the individual and is observed in the excit-

ability or arousability of response systems, in terms of

temporal features (e.g., how quickly the behaviors

appear following the stimulus, how rapidly they esca-

late, how long they last, and how quickly or slowly

they go away) and intensity features (e.g., how

strongly the behaviors are expressed, how sensitive

they are to stimuli). High emotional reactivity would

be reflected in a child who begins crying and yelling

vigorously at the first hint of a disagreement occurring

between his or her parents, gets overaroused quickly,

and remains so for an hour after the disagreement.

Early in infancy, basic emotions such as anger,

sadness, and happiness begin to emerge. As children

leave the toddler phase and enter preschool and grade

school age periods, their emotional expression

becomes more context dependent. For example, anger

and happiness are expressed more than sadness and

distress in peer settings. Furthermore, their emotional

expressions become more complex over time, and

they may begin to show blends of various emotions
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and other secondary emotions, such as pride, shame,

embarrassment, and guilt. These later-developing

emotions reflect more self-consciousness and aware-

ness and develop, not coincidentally, at the same time

that children are beginning to have a sense of self and

to be able to discriminate, compare, and appraise the

self in relation to others.

Emotional Regulation

The second basic process involved in emotional

development is emotional regulation, which is defined

as the ability to modulate, control, or reduce the inten-

sive and temporal features of an emotion. Regulation

can occur at the neurophysiological, hormonal, atten-

tional, and behavioral levels. Behaviorally, it is

observed through approach or avoidance and inhibition

responses. It is reflected in the ability to effectively

maintain, enhance, or inhibit emotions appropriately.

The term coping is sometimes used interchangeably

with emotion regulation, as effective coping is insepara-

ble from effective emotion regulation and vice versa.

As infants and toddlers, children require parental

help in regulating their emotions, but as they grow

older, they begin to develop their own strategies for reg-

ulation. Regulation strategies that children typically use,

in order from most adaptive to least adaptive are prob-

lem solving (attempting to change the situation), sup-

port seeking from caregivers or peers (either for

seeking solace or help), distancing-avoidance or distrac-

tion, self-calming behaviors (e.g., taking deep breaths),

internalizing (e.g., keeping feelings to self), and exter-

nalizing or antisocial behaviors (e.g., hitting others or

picking a fight). Using more adaptive strategies, such as

seeking solace from others or self-calming strategies, is

associated with more positive outcomes for children,

such as greater self-worth. Although some children

attempt externalizing or antisocial behaviors as means

of emotion regulation, in fact those behaviors may

actually reflect a lack of managing one’s emotions.

Although there is not a systematic empirical literature

indicating what coping strategies emerge at what age, it

is known that (a) as children age, they can generate

more coping alternatives, and (b) older children are bet-

ter able to utilize cognitively oriented coping strategies

for situations in which they have no control.

Emotionality

The third basic process involved in emotional

development is emotionality, which refers to an

individual’s predisposition toward more negative ver-

sus more positive emotions and reactions. Children

with more negative emotionality are prone to more

feelings of sadness, anxiety, and anger, whereas chil-

dren with more positive emotionality may have

a greater propensity for happiness and resilience.

Emotional reactivity, emotional regulation, and

emotionality all interact together and the various com-

binations resulting from different levels of each of the

three dimensions yield numerous possibilities for out-

comes. Simply being high in negative emotionality

may not necessarily result in negative outcomes for

a child because the child may also be quite low in

emotional reactivity (i.e., the child is more prone to

negative feelings, but these negative feelings are not

easily invoked), or the child may also be high in emo-

tional reactivity but be quite effective in emotion regu-

lation (i.e., the child is prone to more negative feelings

and such emotions are quickly evoked and strongly

expressed, but the child is able to just as quickly regu-

late his or her negative emotions and return to base-

line). Alternatively, a child may be high in emotional

reactivity and low in emotional regulation but have

more tendencies toward positive emotionality, and

thus, it is not problematic that he or she reacts quickly

and vigorously and is not an efficient regulator

because the highly positive emotions are not problem-

atic or requiring regulation. Thus, emotional reactivity,

emotional regulation, and emotionality may interact

together to serve as either protective factors against

emotional problems and disorders later in life or may

serve as potential risk factors. Furthermore, emotional

reactivity, emotional regulation, and emotionality are

each thought to be influenced by both innate character-

istics of the child and by social relationships, particu-

larly parent–child relationships early in life.

Emotional Understanding

As children develop, they become more sophisti-

cated in their emotional understanding. Young chil-

dren not only show an awareness of their own

emotional states, but they also become more adept at

evaluating and appropriately responding to others’

emotions. They also become increasingly better able

to describe the causes and consequences of various

emotions as they grow and become increasingly

knowledgeable about emotional display rules (i.e.,

social customs for when, how, and to whom certain

emotions are appropriate to express).
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Children learn a great deal about emotional under-

standing through their own experiences of various

emotions and the concurrent discussions that ensue

about their emotional states. Parents are more likely

to talk about feelings with their children during times

when their children are experiencing distress or anger,

and children, in turn, are more likely to engage in

casual conversations about feelings when they are

mildly upset. These casual conversations are impor-

tant sources of learning for children and result in

greater levels of emotional understanding later in life.

Influences on
Emotional Development

Child Characteristics: Temperament

Temperament plays a fundamental role in current

conceptualizations of emotional development and is

one of the main contributors to children’s emo-

tional reactivity, emotional regulation, and emotional-

ity. Temperament is typically defined as a set of

inherited personality traits that are observable from

the beginning of life. It refers to the child’s organized

style of behavior that appears early in development,

such as fussiness or fearfulness, and shapes the

child’s approach to his or her environment and the

environment, in turn, helps further shape the child’s

approach. Many different researchers have put forth

different opinions regarding the various constructs

that constitute temperament, including a broad range

of individual characteristics, such as activity, sociabil-

ity, impulsivity, mood, approach-withdrawal, inten-

sity, threshold, rhythmicity, distractibility, attention

span, persistence, and adaptability. Despite these dif-

ferences, the dimensions that are consistent across

definitions are those pertaining to emotions. Thus,

temperamental differences in infants and children

may be reflected in consistent individual differences

in the amount and severity of expressed negative or

positive affect, fearfulness, irritability, ease of being

soothed, and withdrawal from, or attraction to, novel

situations across a variety of contexts.

In their key longitudinal study on temperament,

Stella Chess and Alexander Thomas describe four

types of temperaments that children can be classified

into: easy, difficult, slow-to-warm-up, and normal/

moderate. The easy category represents about 40% of

children and is characterized by children who are

approachable, are adaptive to the environment, possess

the ability to regulate basic functions (e.g., eating,

sleeping, and elimination) relatively smoothly, display

predominantly positive emotionality, and settle easily

into new routines. The difficult category represents

about 10% of children and is characterized by children

who are predominantly negative or intense in mood,

not very adaptable, and arrhythmic with regard to basic

functions. Children with a difficult temperament may

show distress when faced with new or challenging

situations and/or may have a general distress proneness

or irritability, especially when limitations are placed on

them. These infants cry frequently in spite of their

needs being met, seem to show no regular pattern

for when they eat or sleep, and are difficult to soothe.

The slow-to-warm-up category represents approxi-

mately 15% of children and is characterized by fearful-

ness or inhibition. These children are cautious in their

approach to new or challenging situations. They are

more variable in regulation and adaptability and may

show distress or negativity toward some situations. They

fit their namesake: They are slow to warm up to situa-

tions and people, but they do eventually adapt with

effort. Finally, about 35% of children fall into the

normal/moderate category, which is characterized by

more typical babies, that is, ones who are more moderate

and fall in between categories. They are not as easy as

easy babies, but not as difficult as difficult babies. They

may display some negativity, but not as consistently as

those with difficult temperaments. They also may dis-

play some inhibition, similar to the babies in the slow-

to-warm-up category, but again not as consistently. They

also have more regularity to their biorhythms than those

in the slow-to-warm-up or difficult categories.

Similar to these concepts of temperament, Jerome

Kagan also described two temperament categories in

children that represent extremes of behavior: inhibited

versus uninhibited children. Inhibited children are

characterized by shy, restrained behavior and fearful-

ness, whereas uninhibited children are characterized

by sociable, bold, and approaching behaviors. Kagan

views temperament traits as being based on qualita-

tive and innate differences.

The key question of interest with regard to emo-

tional development is what are the links between tem-

perament and later risk for emotional problems or

psychopathology? Numerous researchers have investi-

gated this question and have found support for moder-

ate links. In particular, having high emotionality as

an infant has been linked to anxiety, depression, and

attention problems in middle school. Falling in the
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inhibited category as an infant is associated with dis-

plays of shyness and withdrawal in middle childhood,

more social withdrawal in adolescence, and more

dependence and introversion in adulthood. Falling in

the uninhibited category as an infant, on the other

hand, predicts more externalizing problems and

increases in aggression later in childhood. However,

temperament alone is not the sole risk factor for

adjustment problems later on, and not all infants who

have more problematic temperaments experience

emotional difficulties later in life.

Regarding developmental outcomes and the risk

for psychopathology, temperament itself is not neces-

sarily the problem. The key issue is the goodness of

fit between the parents and the child’s temperament.

Early in life, infants are not able to regulate their own

emotions, and thus, it is the parents’ task to help their

infant regulate negative emotions and manage the

intensity of positive emotions. Parents’ responses to

infants’ temperament can help to attenuate or accentu-

ate temperamental extremes. For example, if a child

is highly reactive and intense and needs more care but

the parent is able to effectively meet the child’s needs

and helps soothe and regulate the infant’s negative

emotionality, then the parent has successfully attenu-

ated any potential problems arising from the more dif-

ficult temperamental behaviors. On the other hand,

parents who do not successfully help their child in

appropriate emotion expression and regulation, or

even exacerbate it due to their own negative reactions

to the child’s behavior, may actually increase the risk

of problems for their child. Thus, how parents interact

with their child’s temperament and the goodness of fit

between the child’s temperament and the parents’

reactions are what matter most.

Relational Influences

The family is clearly the most important relational

influence on children’s emotionality and emotional

development. Traditional research has typically focused

on the importance of the parent–child relationship for

children’s emotional functioning. Although the parent-

child relationship is the most significant single category

of family influence on child development, other family

relationships must also be considered to obtain a more

comprehensive account of family influence on chil-

dren’s emotional development. Emerging research over

the past two decades has highlighted the importance of

also considering influences of the marital relationship

on children’s emotional development. Although other

factors (e.g., peers, schools, culture) also undoubtedly

affect children’s emotional development, a consider-

ation of these additional influences is beyond the scope

of this entry.

Parent–Child Relationship

Children have some of their first experiences with

internal affective states, including anger, fear, and

happiness, in the context of their relationships with

their parents. Furthermore, the quality and intensity of

children’s emotional experiences are affected by the

quality of their relationships with their parents. Par-

ents may be highly influential in young children’s reg-

ulation of their own affect. For example, in parents

with their own emotional difficulties, such as depres-

sion or anxiety, repeated experiences with enduring

intense negative emotion can be particularly challeng-

ing for young children as they attempt to regulate

their own emotions. Dimensions of parenting pertain-

ing to emotionality (e.g., acceptance, emotional avail-

ability, sensitivity, and attachment) have been found to

have substantial implications for children’s emotional

development. Greater acceptance and responsiveness to

children’s needs by parents is strongly predictive of

greater sociability, self-regulation, and prosocial behav-

ior in children, whereas parental behaviors that are

more indicative of a lack of responsiveness and avail-

ability are linked with poorer outcomes in children,

such as increased aggressiveness and social withdrawal.

The effects of parental behavior on children’s emo-

tional adjustment are more than a matter of just the

behaviors that parents direct toward their children or

even the emotional intensity of parent–child interac-

tions or parenting. Rather, they reflect the underlying

emotional quality of the relationship between parents

and their children. Thus, the ways parents and children

interact together are influenced by the emotional bond

or attachment that has formed between the parent and

child.

John Bowlby and Mary Ainsworth contend that

infants’ patterns of interactions with their parents

develop into patterns of attachment style. In infancy

and early childhood, attachment security is assessed

based on Ainsworth’s Strange Situation task, which

consists of a sequence of brief contexts for observing

the children’s functioning in relation to the parent’s

presence, absence, and return. Children’s attachment

securities are classified to distinguish parent–child
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relationships in terms of the child’s effectiveness in

deriving security from the parent in these various con-

texts, as well as the parent’s effectiveness in provid-

ing security.

Parents who are sensitive, responsive, and consistent

in meeting their infants’ needs over time are more

likely to have infants who develop a secure emotional

attachment. Children with secure attachments are able

to optimally use their parents as a secure base and as

support in the context of the attachment relationship.

Thus, the child demonstrates a coherent strategy for

using the parent as a source of security. For example,

after the parent returns from the separation, the child

seeks to reconnect with the parent and is able to recover

easily from any emotional distress caused by the sepa-

ration, returning to happily playing. Children who have

a secure attachment feel confident that their parents are

there for them when they need them and are able to

successfully reach their parents in times of physical,

social, emotional, or other needs and be comforted.

When parents are unable to consistently meet their

infants’ needs, then an insecure emotional attachment

is more likely to develop. Children who are not

securely attached may not feel safe or comfortable

seeking help from their parents because they have not

successfully had their needs met in the past. Instead,

they may try to hide their emotions or needs. This is

typical with children with avoidant attachments. Upon

the parents’ return, avoidantly attached children con-

spicuously avoid proximity or contact with their par-

ents, and they are not responsive to parental attempts

at interaction (e.g., they may look away, turn away,

and fail to proactively initiate interaction). They are

more fussy and distressed during the separation and

yet have more difficulty in arousal control upon

reunion. Parents of avoidantly attached children are

more tense, irritable, and avoidant of close physical

contact and overstimulation, thus fostering less confi-

dence in their children about the parents as reliable

sources of comfort and security.

Children can also demonstrate anxious or resistant

insecurity in their attachment relationships with their

parents. They too are unable to effectively use their

parents as a source of security in times of stress, and

their strategies reflect extreme dependence. Anxious

or resistant children are more clingy initially, and

when insecurely attached children do attempt to seek

out their parents for help, they mix anger (e.g., strug-

gling while being held, holding their bodies rigidly,

hitting, or pushing away) with excessive contact and

proximity seeking. They are not comforted by their

parents’ attempts at consoling and have considerable

difficulty settling down and returning to a more regu-

lated state.

Bowlby and Ainsworth argue that these early attach-

ment patterns form the basis for all other relationships

that children will develop. Children use their early

attachment relationships and emotional experiences

with their parents as the interpretative lenses through

which to view, interpret, and respond to all other rela-

tionships and interactions. In other words, they develop

internal representations or schemas about how relation-

ships work based on their relationships with their

parents. Levels of parent–child attachment security

provide a global sense of emotional security that influ-

ences children in many broad domains. Furthermore,

children who have successfully had their emotional

needs met early on are better at regulating their own

emotions as they develop and thus have more success

in modulating their outward expressions of emotions,

such as their behavior and other communication,

because they can better modulate their internal states.

Marital Relationship

The parents’ marital relationship is another key

factor contributing to children’s emotional develop-

ment. The quality of the marital relationship and the

ways marital conflict are handled set the emotional

climate for the family and the child. Marital conflict

has both positive and negative elements however, and

depending upon how it is handled, it can have either

positive or negative effects on children’s emotional

development. Heightened levels of negative conflict

can influence children directly and indirectly.

Increased conflict can directly influence children,

leaving them feeling vulnerable and emotionally

insecure about the stability of their family. E. Mark

Cummings and Patrick Davies proposed an emotional

security hypothesis, which extends the ideas from

attachment theory and suggests that children can

develop a sense of emotional security not just to the

parent–child relationship but also to the marital rela-

tionship. From their hypothesis, children react to the

meaning of conflict itself, rather than just the presence

of conflict, and the more they are exposed to it, the

more sensitized they become to it over time. Witnes-

sing more negative hostile and threatening forms of

conflict is particularly detrimental to children’s sense

of security about the marital relationship, whereas
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more positive expressions including humor, support,

and affection promote greater feelings of security.

Children as young as 10 months of age respond to

marital conflict with distress and act markedly differ-

ent to conflict than to marital harmony. Children’s

reactions to expressions of anger and affection in the

home change over time. In middle childhood, com-

pared with toddlerhood, children are less likely to

express their emotions overtly (e.g., by yelling, cry-

ing, laughing) during angry interparental exchanges.

As children develop, they are also increasingly more

likely to intervene in marital conflict scenarios.

Increased marital conflict can also influence chil-

dren indirectly, through negative changes in parent-

ing. Marital conflict is associated with inconsistent

child rearing and disciplinary problems, increased

parental negativity, intrusive control, and low levels

of parental warmth and responsiveness. Conflict in

the marital relationship may translate directly into

angry interactions with children or may drain parents

of the energy and emotional resources necessary to

effectively parent their children.

The negative effects of conflict on the parent–child

relationship and children’s emotional development are

well established. Increases in marital conflict during

infancy are predictive of insecure parent–child attach-

ment. Children’s relationships with their parents may

also change because of the negative effects on their

sense of trust or positive regard for their parents

caused by watching them behave in mean or hostile

ways toward each other.

Normal and Abnormal
Emotional Development

Early generations of research on atypical emotional

development documented correlations between child-

hood factors and later developmental outcomes. For

example, describing correlations between high levels

of marital conflict or negative parenting and child

depression or aggression. A second generation of

research is moving beyond mere correlations and seek-

ing to understand the processes underlying children’s

emotional development. This is exemplified in the field

of developmental psychopathology, which has under-

scored the importance of understanding the processes

underlying normal and abnormal development.

The developmental psychopathology approach

calls attention to the importance of understanding the

multiplicity of individual, biological, social, familial,

and other processes underlying the development of

childhood problems. For example, multiple emotional,

cognitive, behavioral, and physiological processes

have been implicated as mediators between marital

conflict and children’s adjustment. The developmental

psychopathology approach seeks to study children

over time to provide an understanding of the develop-

mental processes and pathways that precede and

account for the development of clinical disorders

in children. The developmental psychopathology

approach also advocates simultaneously examining

both abnormal and normal development and risk and

resilience to provide a more accurate, appropriately

complex and comprehensive picture of the processes

that account for the risk and emergence of psychopa-

thology in children. Psychopathology is viewed as

reflecting deviations from normative patterns over

time. Inherent in this concept are the notions of multi-

finality, in which the same pathways lead to different

outcomes, and equifinality, in which more than one

pathway leads to the same outcome. The approach

assumes that change is possible at any point along the

pathway toward abnormality or normality, although

change is constrained by prior adaptation. Further-

more, emphasis is placed on the significance of con-

text for understanding developmental patterns: What

may be dysfunctional or harmful in one context may

be adaptive in another.

The developmental psychopathology approach is

particularly adept in understanding why some children

who experience negative environmental circumstances

growing up (e.g., high marital conflict, poor parenting)

develop emotional difficulties, whereas others do not.

For example, in examining children of depressed par-

ents, the pertinence of such an approach is highlighted.

Children of depressed parents are at heightened risk

for a full range of adjustment problems, including

emotional difficulties such as sadness, depression, and

anxiety. However, not all children with depressed par-

ents develop problems, and not all children develop

problems at the same point in their development. This

provides evidence that other environmental factors

must be considered. The developmental psychopathol-

ogy approach leads researchers to examine a multiplic-

ity of factors at multiple levels to understand the

processes that modify children’s adjustment. For exam-

ple, children may be affected by parental depression

through direct exposure, altered parent–child interac-

tions and attachment, and increased marital conflict

and family discord.

Emotional Development 333



Thus, it is evident there is a need for a complex

flexible theoretical model that can incorporate these

diverse findings and yield a viable explanation of the

multiple potential pathways of development. It is not

as simple as just a genetic predisposition causing

emotional problems, and it is not just the presence or

absence of certain factors that can lead to normal or

abnormal emotional development; rather, it is the way

in which these factors transpire and interact that helps

account for children’s adjustment at any given time.

Tina D. Du Rocher Schudlich

See also Attachment; Family Influences; Parenting;

Parenting Styles; Risk Factors and Development;

Social Development
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EMOTIONAL INTELLIGENCE

Presently there is no one definition of emotional intel-

ligence (EI) that is universally accepted. Psychologists

have approached EI from different vantage points.

Some researchers see it as the interplay of cognitive

ability with emotional knowledge and regulation and

have utilized self-report measures to assess the con-

struct (e.g., Reuven Bar-On, Daniel Goleman). Other

researchers have viewed EI as a distinct intelligence

and have measured it in the same way as traditional

IQ (e.g., John Mayer, Peter Salovey, and David

Caruso). EI is a term that has been defined and

revised by theorists and researchers in the field of

psychology. A useful definition has been proposed by

Mayer and Salovey, who have noted that EI is the

ability to perceive accurately; appraise and express

emotions; access and/or generate feelings when facili-

tating thought; understand emotions and emotional

knowledge; and regulate feelings to promote cognitive

and emotional growth.

EI is most relevant because it can be a powerful

predictor of how successful a person can be in life,

and it has been postulated that if children are appro-

priately taught, EI can be increased. In this entry, defi-

nitions of EI will be presented, ways of measuring the

construct will be explained, and significant research

findings will be discussed.

At Stanford University in the 1960s, a researcher

made the following proposition to 4-year-old children.

‘‘I have to do an errand; if you can wait until I come

back, you can have two marshmallows for a treat. If

you cannot wait, you can have only one. But you can

have it right now.’’ Then the researcher left.

Following his departure, some children grabbed the

marshmallow as soon as he walked out the door.

Others lasted for a few minutes, but eventually the

temptation was too much. Those with emotional self-

control were determined to wait. These youngsters cov-

ered their eyes, or put their heads down. Others turned

around in their chairs or distracted themselves by play-

ing games or singing. Eventually the experimenter

returned and gave the patient children their extra treat.

Twelve to 14 years later, these children were evalu-

ated as teenagers. Those 4-year-olds who were able to

resist temptation were now, as adolescents, viewed by

their parents as more socially competent, personally

effective, self-assertive, and better able to cope with

the frustrations of life. They tended to be more confi-

dent, trustworthy, and dependable. They were better at

taking initiative and developing projects. And, they

were still better able to delay gratification to pursue

their goals. In addition, those children who, at age 4,

waited for the researcher to return had dramatically

higher SAT scores as high school seniors. The third of

children who grabbed at the marshmallow as preschoo-

lers had an average verbal score of 524 and a quantita-

tive score of 528. The third who waited the longest

had average SAT scores of 610 (verbal) and 652
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(quantitative)—a 210 difference in total score. This

study, conducted by psychologist Walter Mischel,

demonstrates both the short-term and future advantage

of restraining emotions and delaying impulses. This is

the essence of emotional self-regulation—one domain

of emotional intelligence. Individuals who are better at

emotional self-regulation are more primed for success—

whether it is pursuing a career, building a business, or

establishing relationships.

What Is Emotional Intelligence?

The term emotional intelligence entered the American

lexicon in 1995 when Daniel Goleman published his

book Emotional Intelligence: Why It Can Matter More

Than IQ. It became a bigger buzzword, when Nancy

Gibbs wrote an October 2, 1995, Time magazine cover

story, titled ‘‘The EQ Factor.’’ Her emphasis was that

new brain research suggested that emotions, not IQ,

may be the true measure of human intelligence.

Though Goleman received the most attention for

his groundbreaking work, Peter Salovey and John

Mayer originally used the term emotional intelligence

in 1990 and later refined their definition in 1997.

From their theoretical perspective, EI refers specifi-

cally to the cooperative combination of intelligence

and emotion. The authors label their model as a four-

branch ability model and divide the abilities and skills

of EI into four areas: the abilities to (1) perceive emo-

tions, (2) use emotions to facilitate thought, (3) under-

stand emotions, and (4) manage emotions.

Branch 1 reflects the perception of emotions and

involves the capacity to recognize emotions in another

person’s facial and postural expressions. Branch 2,

facilitation, involves the capacity of emotions to assist

thinking. Branch 3, the understanding of emotion,

reflects the capacity to analyze emotions, appreciate

their probable trends over time, and understand their

outcomes. Branch 4 reflects the management of emo-

tions, which involves the rest of personality. Emotions

are managed in the context of the individual’s goals,

self-knowledge, and social awareness.

A second definition of EI was postulated by Gole-

man based on the work of Salovey. He defined EI as

the capacity for recognizing one’s own feelings and

those of others, for motivating oneself, and for man-

aging emotions well in oneself and in one’s relation-

ships. He sees these abilities as distinct from, but

complementary to, cognitive intelligence traditionally

measured by IQ tests.

He noted that these two types of intelligence—

cognitive and emotional—relate to different areas of

the brain. The intellect is based on the workings of

the neocortex, the more evolved part of the brain. The

emotional centers are in the more primitive subcortex.

EI involves the interplay of the emotional centers in

tandem with the intellectual centers.

In developing his definition, Goleman expanded on

the work of Howard Gardner, who developed the the-

ory of multiple intelligences. Two of these multiple

intelligences were personal in nature: interpersonal

intelligence (social skills) and intrapersonal intelligence

(self-knowledge). In 1998, in the text Working With

Emotional Intelligence, Goleman modified his focus in

order to understand how these talents work in life. He

began to label these as emotional and social competen-

cies, which he described as learned capabilities based

on emotional intelligence that results in outstanding

performance at work. These include the following:

Self-awareness (knowing one’s internal states, pre-

ferences, resources, and intuitions). This is self-

awareness or recognizing a feeling as it happens. This

is considered to be the keystone of EI. These compe-

tencies include emotional awareness, accurate self-

assessment, and self-confidence.

Self-regulation (managing one’s internal states,

impulses, and resources). This relates to the ability

to soothe oneself; that is, to shake off depression, irri-

tation, stress, and anxiety. This is the fundamental

skill of emotional self-regulation. He sees these com-

petencies as including self-control, trustworthiness,

conscientiousness, adaptability, and innovation.

Motivation (emotional tendencies to guide or facili-

tate reaching goals). This relates to the ability to self-

motivate oneself. These competencies include achieve-

ment drive, commitment, initiative, and optimism.

Empathy (awareness of other’s feelings, needs, and

concerns). These competencies include understanding

others, helping others develop, developing a service

orientation, leveraging diversity, and maintaining

political awareness.

Social skills (adeptness at inducing desirable responses

in others). This requires handling emotions in rela-

tionships well and accurately reading social situations

and networks; interacting smoothly; using these skills

to persuade and lead, negotiate, and settle disputes

for cooperation and teamwork. These competencies
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include wielding influence, communicating effec-

tively, managing conflict, providing leadership, serv-

ing as a change catalyst, building bonds, collaborating

and cooperating, and creating team capabilities.

The first three—self-awareness, self-regulation, and

motivation—are considered personal competencies;

whereas the last two—empathy and social skills—are

considered social competencies.

The third major contributor to the definition of the

construct of EI is Bar-On. He refers to this construct

as emotional-social intelligence (ESI). Bar-On views

ESI as a cross section of interrelated emotional and

social competencies, skills, and facilitators that deter-

mine how effectively one understands and expresses

oneself, understands others and relates with them, and

copes with daily demands. These include the follow-

ing five components:

1. The ability to recognize, understand, and express

emotions and feelings

2. The ability to understand how others feel and relate

with them

3. The ability to manage and control emotions

4. The ability to manage change, adapt, and solve

problems of a personal and interpersonal nature

5. The ability to generate positive affect and be

self-motivated

How Is Emotional
Intelligence Measured?

Measurement of EI has involved two major approaches,

according to Gerald Matthews, Moshe Zeidner, and

Richard Roberts. The first measurement approach

has aligned with Mayer, Salovey, and Caruso’s

model of EI. To be considered a standard intelli-

gence, Mayer, Salovey, and Caruso suggest that EI

must (a) be operationalized as a mental ability,

(b) meet correlational criteria that indicate it as a uni-

tary ability that represents a new kind of perfor-

mance relative to earlier measures of intelligence

and personality dispositions, (c) exhibit growth with

age, and (d) predict outcomes of importance.

These three authors have developed the Mayer-

Salovey-Caruso Emotional Intelligence Test (MSCEIT),

which meets all four criteria. This test has eight

tasks: two to measure each of the four branches of

EI. The MSCEIT is considered an ability test, similar

in nature to a more traditional IQ test. The examinee

is asked to do a task and receives a score. For exam-

ple, for Branch 1, Perceiving Emotions, in the sub-

test Faces, the examinee is asked to identify the

emotions in faces. The authors conclude that the

MSCEIT is a convenient-to-administer test that is

highly reliable at the total score area and branch

levels and provides a valid measure of EI.

The second measurement approach has utilized self-

report measures to operationalize the models of EI pre-

sented by Goleman and Bar-On. Several measurements

have been developed based on Goleman’s model. One

of these is the Emotional Competency Inventory, devel-

oped by Richard Boyatzis, Goleman, and Hay/McBer

(now the HayGroup), which is a multirater (360-degree)

instrument that provides self, manager, direct report,

and peer ratings on a series of behavioral indicators of

EI. It measures 20 competencies, and the rater is asked

to describe him- or herself or the other person on a scale

from 1 (the behavior is only slightly characteristic of

the person) to 7 (the behavior is very characteristic of

the person) for each item. These items are then com-

posed into ratings for each of the competencies.

Bar-On developed a self-report measure of emo-

tionally and socially intelligent behavior called the

Emotional Quotient Inventory (EQ-i). It was the first

measure on this construct published by a psychological

test publisher, the first to be peer reviewed, and the

most widely used measure of its kind. It contains 133

items in the form of short sentences and employs a

5-point response scale. It has five composite scales

and 15 subscales. The composite scales are (1) intra-

personal, (2) interpersonal, (3) stress management,

(4) adaptability, and (5) general mood.

What Are the
Significant Research Findings?

Views of EI differ according to the purpose of the

researchers (e.g., studying EI as a standard intelli-

gence or as the capacity for processing and regulating

emotions). Consequently, there is no consensus defini-

tion of EI. A more precise definition should be

expected to emerge as researchers test the assump-

tions behind the different models of EI. Notably, more

research is needed to delineate EI from constructs

such as temperament and personality. Programmatic

research by Mayer, Caruso, Salovey, and colleagues

is beginning to delineate how EI converges and

diverges from standard intelligence.
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Research utilizing Mayer, Salovey, and Caruso’s

model suggests that there is a mild to medium overlap

between general EI and verbal intelligence (i.e.,

crystallized intelligence). In contrast, results of a meta-

analysis of 10 studies suggest that no more than 4% of

the variance of the EQ-i can be explained by cognitive

intelligence. This suggests that ESI and cognitive intel-

ligence are not strongly related and are most likely

separate constructs. In addition, there is neurological

evidence suggesting that neural centers governing ESI

and those regulating cognitive intelligence are located

in different areas of the brain. Specifically, it has been

hypothesized that the ventromedial prefrontal cortex

appears to be related to basic dimensions of ESI,

whereas the dorsolateral prefrontal cortex is thought to

govern significant aspects of cognitive intelligence.

No differences have been revealed between males

and females regarding overall ESI. However, there

are a few statistically significant though small differ-

ences between the sexes for a few of the factors.

Females appear to have stronger interpersonal skills

than males, but males have a higher intrapersonal

capacity, are better at managing emotions, and are

more adaptable. The Bar-On model reveals that

women are more aware of emotions, relate better

interpersonally, demonstrate more empathy, and are

considered more socially responsible than men. In

contrast, men appear to be more self-reliant, cope bet-

ter with stress, be more flexible, solve problems bet-

ter, be more optimistic, and have better self-regard.

In terms of age, results from the EQ-i revealed that

older groups scored significantly higher than the youn-

ger groups on most scales, and individuals in their late

40s have obtained the highest mean scores. The results

seem to suggest that as a people get older, they

become more socially and emotionally intelligent.

Current research has been exploring the relation-

ships between EI, behavior, and performance (e.g.,

school grades, self-actualization, stress management,

wellness, leadership, and occupational performance).

Some noteworthy studies are highlighted here. In

a path analysis study, James Parker and colleagues

found that there was a .41 correlation between ESI

and scholastic performance among high school stu-

dents, indicating a moderate statistically significant

correlation. Results seem to indicate that at least 17%

of academic performance is a function of ESI in addi-

tion to cognitive intelligence.

A series of studies using large samples from the

Netherlands, Israel, and North America evaluated the

relationship between self-actualization and EI. Results

indicated that emotional-social intelligence more so

than cognitive intelligence influences one’s ability to

do one’s best. Bar-On notes that a high IQ does not

guarantee that one will actualize their potential, but

a high EQ, more so than a high IQ, gives a person

a better chance. This bolsters the notion that adults

who eventually reach their goals are those who, as

children, had the self-discipline to wait for the extra

marshmallow.

Conclusion

Emotional life requires a unique set of competencies

and as surely as any academic or cognitive domain

can be managed with lesser or greater skill. As noted

by Goleman, how adept a person is at EI is necessary

to understanding why one person excels in life while

another with equal cognitive skills falls short. Emo-

tional aptitude may be conceptualized as a meta-

ability that determines how well a person uses their

raw intellect to navigate the rivers and shoals of life.

Philip J. Lazarus and Nick Benson
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EMOTION AND MEMORY

People’s memories of past events possess different

qualitative characteristics, including overall vividness.

Certain events are recalled with high clarity and a great

degree of detail, whereas other events are barely

remembered. Research on the effects of emotion on

memory has shown that emotion can play an important

role in determining such differences in recall. Positive,

negative, and neutral emotions can influence whether

an event or information will be richly and vividly

recollected. Investigations of emotion and memory

have included studies of emotion and general autobio-

graphical memories, eyewitness testimony, flashbulb

memories, and memories for traumatic events. This

entry examines each of these topics.

Emotion and General
Autobiographical Memories

Events that are pleasant are often processed at a deeper

level and, thus, recalled more accurately and faster

than events that are unpleasant. Due to more vivid

imagery associated with pleasant items, memory for

positive information is more accessible, durable, and

frequent than is memory for negative information.

Margaret Matlin proposed that this phenomenon is

part of the Pollyanna Principle. Another aspect of the

Pollyanna Principle is the fading affect bias, which

states that unpleasant memories fade faster than pleas-

ant memories, because the emotion associated with

unpleasant events weakens in intensity more than the

emotion associated with pleasant events. Thus, over-

all, people have the tendency to focus on positive life

experiences and are motivated to view their life

events as relatively pleasant.

However, the Pollyanna Principle does not seem to

apply to people with depressive tendencies. Indivi-

duals who are depressed tend to focus on negative

events, and as a result, unpleasant emotions do not

fade more quickly than pleasant emotions. With a pro-

found sense of hopelessness, depressed individuals’

autobiographical memories are biased toward unplea-

santness. These individuals often recall mood-congruent

material; that is, they have the tendency to recall

more negative than positive material because nega-

tive material is congruent with their current mood.

Depression is linked to less specific retrieval of posi-

tive memories. For example, investigations of

patients who have recently attempted suicide reveal

that their recent autobiographical memories consist

of mostly negative episodes. Furthermore, there is

a delay in these patients’ ability to retrieve positive

memories. Individuals who are at risk for depressive

moods possess automatic negative and depressive

biases, while also attempting to suppress their nega-

tive tendencies to inhibit the influence of depressive

biases. As a result of this conflict, they often become

relatively uncertain about the meaning of ambiguous

information, and their memory for such information

is tainted.

Emotion and Eyewitness Testimony

Individuals who experience a history of negative or

traumatic events, such as a history of sexual or physi-

cal abuse, have reduced memory specificity. As a reg-

ulating strategy, these individuals routinely retrieve

autobiographical memories in a less specific way to

avoid being confronted with past painful memories.

This strategy may be perceived as advantageous and

protective in the short term. However, as Dirk Her-

mans and his colleagues suggested, in the long term,

a cognitive avoidance strategy may turn out to be
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maladaptive, due to using an avoidant coping style to

deal with feelings, thoughts, and problems.

Overall, about one in three people who have experi-

enced a traumatic event report having memory difficul-

ties retrieving details about the event, probably because

they were so emotionally distracted that the normal

memory encoding processes were interrupted at the

time the event occurred. Researchers in the area of eye-

witness testimony have indicated that similar to other

types of traumatic events, witnessing a crime involves

intense emotion, and such experience is capable of dis-

rupting memory encoding and recall. The strong emo-

tions that are elicited in a crime situation tend to draw

attention to the central, salient themes of the sequence

of the event, and thus, memory for the core elements

is facilitated by the experience. On the other hand,

peripheral details of the events are often impaired

because attention is drawn to critical themes, leaving

little capacity to process specific details. The phenome-

non is known as the Easterbrook hypothesis, which

states that in a traumatic condition, such as a crime

situation, high emotional arousal narrows one’s range

of focus on the important aspects of the events, and as

a result, memory for noncentral, irrelevant details is

decreased or even distorted.

For example, when a bank robbery was depicted

in a film in Elizabeth Loftus’s research, participants

who viewed a traumatic version, in which a boy was

abruptly shot in the face, later recalled much less detail

from the beginning of the film (e.g., the number on the

boy’s jersey), compared to participants who saw a non-

traumatic version of the film. This finding reveals that

a high degree of anxiety and emotional intensity will

narrow attentional focus, drain available processing

resources, and reduce memory ability. Directly related

to the Easterbrook hypothesis is the weapon focusing

hypothesis. When a weapon is used in a crime, wit-

nesses often have clear memories of the weapon

involved but hindered memories of other aspects of the

crime, including central elements like the criminal’s

face. This phenomenon is especially applicable to peo-

ple who have a high state of anxiety when seeing

a weapon. A heightened sense of anxiety can trigger

panic that leads to distorted memory, because different

aspects of the event are not well encoded into memory.

Emotion and Flashbulb Memories

Another intriguing phenomenon in the study of emo-

tion and memory was first referred to as flashbulb

memory by Roger Brown and James Kulik. These

investigators proposed that individuals’ memory for

a shocking and novel event, like the assassination of

John F. Kennedy, often seems to be preserved in a pho-

tographic form that contains many circumstantial

details that are resistant to forgetting. Brown and Kulik

suggested that this type of memory is processed

through a special brain mechanism called Now Print,

in which the brain’s flashbulb, like the camera’s flash-

bulb, freezes the moment when the unusual event

occurs, and, consequently, memory for the event is

stored with piercing clarity and precise details. How-

ever, a key element that determines whether the Now

Print mechanism is activated is the consequentiality of

the event. A surprising event that has high personal

involvement and significance is more likely to trigger

a flashbulb memory. For instance, according to

research findings, more African Americans than Euro-

pean Americans reported possessing flashbulb memo-

ries of the assassination of Martin Luther King, Jr., and

Californians showed more flashbulb memories that

were accurate and detailed for the 1989 earthquake in

Loma Prieta (near San Francisco) than Atlanta resi-

dents who heard about the event from the news.

Other investigators have argued against Brown and

Kulik’s view that flashbulb memories are formed

through a special brain mechanism, because research

has revealed that flashbulb memories are prone to for-

getting over time, just like memories for ordinary

events. People’s recollections of shocking, highly

emotion-driven public events, such as the Challenger

explosion, the bombing of Iraq in 1991, and the ver-

dict of the O. J. Simpson trial, often contain distor-

tions and can be remarkably inaccurate. As time

passes, people forget or become confused about the

circumstances in which they first heard about the

event, and, thus, their memories for the event can

show substantial degrees of decaying and fading.

Nevertheless, false flashbulb memory recollections

are often accompanied by high degrees of confidence

by individuals. In other words, despite inaccurate

recall, individuals tend to be very confident about

their false memories being correct, leading to a mis-

match between subjective feelings of confidence and

objective accuracy of recollections.

Although flashbulb memories can fade and pro-

duce reconstructive errors over time, they are some-

times more durable and accurately remembered than

many memories of ordinary events. These vivid flash-

bulb memories are likely to be strengthened through
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repetitive discussion and rehearsal. People talk and

think about the surprising event repeatedly for an

extended period of time following the event, resulting in

an increased memorability for the event. Overall, intense

emotion and personal significance associated with an

event lead to more accurate and vivid remembering of

the event because these elements make an event distinc-

tive and different from mundane occurrences.

Emotion and Memories
for Traumatic Events

It is a common belief that memory for emotionally

traumatic events is accurate, vivid, and detailed.

Although it is often true that memory for emotionally

laden traumatic events is fairly well preserved, it is

not an exception to find striking errors and distortions

in people’s recollections of past traumatic life events.

For example, it has been shown that recollections of

children who have been through certain traumatic

events, such as being kidnapped at gunpoint or being

attacked by a sniper at school, often contain a signifi-

cant number of inaccuracies, even though their mem-

ories appear to be vivid and full of details. Distortions

of traumatic memories can be the result of perceptual

errors due to stress experienced during the shocking

episode. Seeing a mustache on the attacker’s face when

the attacker does not have facial hair is an example of

a perceptual error caused by a high level of emotion

during the event. Traumatic memories can also change

over time and, thus, contain errors because of retrospec-

tive biases. Memory of an event can be later recon-

structed in a way to fit a person’s current emotional

state after some time has passed. For example, people

with a reduced level of posttraumatic stress tend to

recall an original traumatic event as less threatening

than their original recall of the event compared with

those with a heightened level of posttraumatic stress.

Children are more vulnerable to the influence of

misinformation and more apt to confuse the sources

of their knowledge than are adults, resulting in mis-

takenly incorporating inaccurate information into their

memory or failing to distinguish between an imagined

and an actual event. However, inaccurate memories

of traumatic events have also been demonstrated in

adults who survived some brutally traumatic events

like Nazi concentration camps. Thus, even extreme

trauma cannot ward off possible memory erosions over

time. Similarly, combat flashbacks, often reported by

war veterans, can be as visually intense as if the

individuals are reliving moments of the actual combat

episodes. And yet, under close examination, this type

of flashback is often a combination of memories of real

events and constructions of imagined events. People

who are easily hypnotized and have an inclination to

engage in imaginative and fantasy-based activities are

most likely to make claims of having flashbacks of trau-

matic past experiences. The authenticity and truthful-

ness of such flashbacks, however, have been highly

questioned by researchers.

Further Research

Emotion seems to play a major role in how people’s

memories are initially constructed and later recon-

structed during the retrieval process. High levels of

emotion may enhance some aspects of memories

while impairing other aspects of recollections. Investi-

gators have used various paradigms when studying

the effect of emotion on memory. Further research on

this topic will continue to shed light on the role that

people’s emotional lives play in their autobiographical

memories and on the mechanisms by which emotions

exact their toll on memory.

Lin-Miao L. Agler and Karen M. Zabrucky
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EMPATHY

The empathic teacher and the empathic student are

important topics for consideration by educational psy-

chologists. Contemporary approaches to empathy con-

ceive of empathy as a social interaction between any

two individuals with one individual experiencing the

feelings of a second individual. Although there is

some degree of correspondence between the affect of

the observer and the affect of the observed, the affects

are not identical. The process of empathy is currently

acknowledged to be contingent on both cognitive

and affective factors, the particular influence varying

with the age and other attributes of the individual and

with the situational context. The model proposed by

Norma Feshbach emphasizes the cognitive ability to

discriminate affective states in others, the more

mature cognitive ability to assume the perspective

and role of another person, and the affective ability to

experience emotions in an appropriate manner. Martin

Hoffman’s developmental model also has three

components—cognitive, affective, and motivational—

and focuses on empathic responsiveness to distress in

others as the motivation for altruistic behavior.

Definitional concerns, methodological problems,

and theoretical controversies have characterized this

area of study. Nevertheless, the status of empathy as

an important variable meriting consideration and

empirical study has dramatically changed during the

past 30 years. Its relevance to a number of disciplines,

including neuroscience, psychology, sociology, politi-

cal science, education, medicine, and the arts, has no

doubt contributed to the burgeoning interest and activ-

ity in the study of empathy.

Measurement

The task of assessing empathy remains a formidable

problem. The multidimensionality of the construct and

the internal properties of its components leave a wide

hiatus between (a) the critical role afforded to empathy

in the individual’s development and social behavior

and (b) its data base. Assessment procedures for chil-

dren’s empathy vary as a function of stimulus modality

(e.g., stories, audiotapes, cartoons, paper-and-pencil

questions, slides, and narration), as well as response

modality (e.g., reflexive crying and self-reports). More

recently, measures of physiological arousal, such as

heart rate and electrodermal responses, are being used

to assess empathy.

Adult measures tend to be paper-and-pencil, question-

naire-type instruments. However, recent measurement

developments entail the analysis of facial musculature

responses to others and neuronal responses, the latter per-

taining to so-called mirror neurons that match the neural

reactions of another person.

Origins

The answer to the ontogenetic pattern of empathic

development is unresolved. Infant responsiveness to

the crying of other infants has been noted in infants as

young as 2 weeks. Studies also show that infants youn-

ger than 1 year of age can respond differentially to

faces depicting different affective states. In the studies

by Carolyn Zahn-Waxler and Marian Radke-Yarrow,

very young children exhibited ‘‘empathy-like beha-

viors.’’ And while there is a close theoretical and empi-

rical relationship between empathy and prosocial

behaviors, empathy is theoretically distinct from and

should not be considered as synonymous with helping,

caring, sharing, or any other positive social behavior.

Generally, it can be said that a cluster of empathy-related

skills appear very early in an individual and become

more differentiated and purposeful with age. Indivi-

duals, at any age, vary in empathic responsiveness, the

source of which may be biologically/temperamentally

or situationally/environmentally determined.

Antecedents of Empathy

The literature relating parent attitudes and child-

rearing practices to children’s empathy as well as labo-

ratory and field training studies indicates that empathy

can be taught and that empathy can be learned. How

parents rear their children influences the development

of empathic understanding and behavior. Mothers

who are responsive, nonpunitive, and nonauthoritarian

and who manifest empathic and caring behaviors

enhance the development of empathy. Conversely,
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parent practices that are negatively related to the

development of empathy include use of threats and

physical punishment, inconsistency, and reliance on

extrinsic rewards. The strength of these parent–child

interrelationships is much greater for mothers and

their daughters than for fathers with either their sons

or daughters, data that are consistent with overall find-

ings that females are modestly, but consistently,

higher in empathy than males.

Functions of Empathy

Empathy appears to play an important mediating role

in a wide range of cognitive, affective, and social

behaviors. These may include greater social under-

standing, greater emotional competence, heightened

compassion and caring, greater regulation of aggres-

sion and other antisocial behaviors, and greater proso-

cial and moral behaviors. Studies relating empathy

to such prosocial behaviors as cooperation, sharing,

donating, and other altruistic acts have generally

yielded positive findings, especially in adults, as have

studies relating empathy to reduced social prejudice.

Because of its multifaceted structure encompassing

cognitive and affective dimensions, empathy is linked

to other important domains of behavior, such as com-

munication and academic achievement. There are

a number of studies showing associations between

empathic understanding or the training of empathic

skill and academic performance; for example, the Bon-

ner and Aspy study relating empathetic understanding

and grade point averages, the Feshbach and Feshbach

training studies, the Feshbach and Feshbach longitudi-

nal study of the relationship of empathy to reading and

spelling skills in elementary school-age children, and

the Kohn program on ‘‘caring school communities.’’

Empathy should be distinguished from emotional intel-

ligence, a concept that has received considerable atten-

tion in recent years. However, empathy is proposed to

be a component of emotional intelligence.

Teacher Empathy

The salience of empathy to the educational process is

especially reflected in the extensive literature on

teacher empathy that was initially fueled by Halsey

Rogers’s approach to the therapeutic process and

human development. For Rogers, empathy entails an

understanding of the perspective and feelings of the

client. The assumption underlying a focus on teacher

empathy is the expectation that empathic communica-

tion by the teacher will result in students experienc-

ing greater acceptance and in students developing

more positive attitudes toward themselves and toward

schooling.

The thrust of many of the teacher empathy studies

has been on instructional techniques for enhancing

teacher empathy. Most of the instructional programs

entail complex, multimodal methods with varied

effects, making it difficult to link teacher empathy to

student outcomes. However, a few studies linking

teacher empathy to student learning and behavior

have found that teacher empathy is related to positive

student outcomes.

Empathy in the Classroom

Today, there are a number of programs that directly or

indirectly use empathy as an adjunct tool in teaching

children. Earlier efforts with regard to empathy and

education focused on enhancing empathy in teachers as

a component of teacher competence by training them

in human relations and social understanding. The focus

of more current research is to show the relationship

between teacher empathy and student behavior.

Future Research

Empathy appears to be a significant variable in human

development and social interaction. Its complexity

and internal representation, while challenging, do not

preclude consideration and investigation. Promising

research developments, such as the discovery of neu-

ral correlates, may help resolve some of the ambiguity

in the study of empathy. Although more research is

required, the process of empathy appears especially

germane to the field of education, particularly educa-

tional psychology.

Norma D. Feshbach
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ENGLISH AS A SECOND LANGUAGE

English as a second language is English for nonnative

speakers. Because it involves learning across the life

span, it is sometimes considered to be a subfield of

educational psychology. English for nonnative speak-

ers is referred to by several acronyms: ESL (English

as a second language), EFL (English as a foreign lan-

guage), EAL (English as an additional language), and

ELL (English language learning). There are also

related acronyms, such as TESOL (teaching English

to speakers of other languages). The history of ESL

instruction and research will be covered in this entry,

as will current practices and key issues in the field.

Introduction

English holds preferential status because it is studied

as a second or additional language by more people

than any other human language; it has become the

global lingua franca—the language of commerce, sci-

ence, technology, and other professional endeavors. It

has been estimated that for every native speaker of

English, there are four nonnative speakers who use it

as a second or other language. Braj Kachru described

three principal contexts in which English is learned:

the inner circle, the outer circle, and the expanding

circle. In inner-circle countries, such as Britain, the

United States, Australia, New Zealand, and Canada,

the majority of speakers use English in all aspects of

their lives. In the outer circle, in countries such as

India, Pakistan, Hong Kong, and Singapore, English

is important for historical reasons and, in many

instances, is an official language, but it is not the

mother tongue of many of the citizens. The expanding

circle consists of countries where English was not

important historically but where it is now widely used

as an additional language; for example, Japan.

The theory and pedagogy of ESL draw on many

disciplines, including linguistics, education, psychol-

ogy, anthropology, and sociology. In the past several

decades, an amalgam of these areas has developed as

applied linguistics, a field that encompasses not only

language learning and teaching, but translation, lexi-

cography, and other applied language issues.

Communicative Competence

A central concept in ESL is communicative compe-

tence, a term first coined by Dell Hymes, a linguistic

anthropologist. Communicative competence includes

the skills and knowledge necessary to successfully

convey meaning through language. Applied linguists

Michael Canale and Merrill Swain developed a model

of communicative competence that describes the com-

ponents of language that are crucial to successful

communication. These components are grammatical

(linguistic), sociolinguistic, strategic, and discourse

competence. Grammatical competence refers to the

ability to manipulate language forms according to

grammatical rules; a person demonstrates grammati-

cal competence by using grammatical forms accu-

rately, but he or she may not be able to articulate the

rules (as is the case for most native speakers). Socio-

linguistic competence is demonstrated when an indi-

vidual uses language appropriately in different

contexts. The status of participants, the purpose of the

interaction, and local norms all affect what is consid-

ered to be appropriate; for example, one would use

different language when speaking to a judge in court

than one would when communicating the same

message to a close friend. Strategic competence is

the ability to use verbal and nonverbal communica-

tion strategies to rectify or avoid communication
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breakdowns and to enhance communication. Several

researchers have developed extensive lists of commu-

nication strategies, such as paraphrase, repetition,

word coinage, clarification requests, and so forth. Dis-

course competence refers to the ability to link forms

and meanings coherently in both written and spoken

language. This includes using discourse markers, such

as first, next, then, and finally, to help the listener

follow a sequence of events, for example. Several

researchers have developed elaborated versions of

Canale and Swain’s model, but the same skills and

basic concepts are emphasized. Communicative com-

petence is the ultimate goal of many ESL learners and

teachers.

Historical Overview
of Teaching English

Although the teaching and learning of second lan-

guages (L2s) has been a concern of educators for

many centuries (e.g., John Amos Comenius wrote

about his nouvelle méthode in the 1600s), this over-

view will be limited to the past 200 years. The oldest

method of language teaching is grammar translation

(sometimes called the classical method); this stemmed

originally from the teaching of Latin in Europe but

spread to other contexts. This method is still used

today in some settings to teach English; in China, for

example, the impact of the grammar translation

method is still felt quite strongly. Grammar translation

focuses on the translation of sentences and texts from

the first language into the L2 and vice versa. In addi-

tion, explicit grammatical explanations are provided

with examples, along with exercises that focus on

each grammatical rule. Vocabulary instruction is

based on the text that the students are translating;

thus, vocabulary learning does not progress from sim-

ple to complex. There is no emphasis on speaking or

listening, because the intent is to produce people who

can read and write in the new language. An advantage

of grammar translation is that it can be undertaken

independently, without an instructor, or with an

instructor who is not very proficient in the language

to be learned. Grammar translation was favored ini-

tially by the educated classes; it was viewed not only

as a method for learning to read classic works such as

Shakespeare but also as a valuable mental exercise.

In 1880, François Gouin published a book outlining

a new approach to language teaching called the series

method. This method was a radical departure from

grammar translation, founded on the premise that an

L2 should be learned much like the first, focusing on

everyday spoken language rather than literary texts.

Gouin followed the language learning progress of his

young nephew and developed the series method based

on his observations. No translation is involved (hence,

it belongs to a group of methods that are referred to as

being ‘‘direct’’); students are taught a series of con-

nected sentences accompanied by appropriate actions

or behaviors. For instance, to explain how to describe

a girl lighting a stove, the students would learn sen-

tences such as ‘‘She puts down the wood in front of

the stove,’’ ‘‘She crouches down in front of the stove,’’

and ‘‘She opens the door of the stove.’’ Another fea-

ture of the series method is the lack of grammatical

explanation; students are expected to learn grammar

implicitly through exposure in the series of sentences.

Finally, the series method emphasized the importance

of accurate pronunciation.

Around the same time that Gouin produced his

method, Charles Berlitz and others introduced other

direct methods to teach L2s. In the Berlitz approach,

which is still in use today, students are taught in the

L2 exclusively, and their lessons are carefully ordered

from concrete, simple forms to increasingly more

complex and abstract language. In the first lessons,

students learn some nouns such as pencil, pen, book,

chair, and so on—items that are in the immediate

environment. They also learn a few questions and

answers, such as ‘‘What is this?’’ and ‘‘This is

a pen,’’ to help generate additional language. As stu-

dents progress, they learn more nouns, adjectives,

verbs, and verb tenses. Grammatical points are intro-

duced one at a time, in an inductive manner.

In the 1920s, there were several advocates of what

is known as the reading method. In this case, students’

only goal is to become proficient readers in the L2. It

was argued that English learners in India, for example,

would benefit more from reading than from any other

linguistic skill; furthermore, reading was thought to be

easier to acquire. The reading method makes use of the

first language for explanations, and there is a heavy

emphasis on vocabulary development. The reading

method also focuses on the use of graded texts, reading

strategies, and rapid reading techniques. This method

was the first to introduce language instruction for a spe-

cific purpose. In some parts of the world, reading in

English is still emphasized more than any other skill

because university textbooks and many technical and

scientific materials are often available only in English.
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A major shift took place in the 1950s with the

advent of the audiolingual method. This method

drew on both the linguistic and psychological

theories of the day: structuralism and behaviorism,

respectively. Linguists used contrastive analysis,

comparing the first language and English, to predict

areas of difficulty for language learners; this infor-

mation was then used to design lessons. A strong

reliance on spoken language was a consequence of

the linguistic principle that oral language is para-

mount and that written language is simply a by-

product of speech. Behaviorist concepts of habit

formation and reinforcement resulted in a heavy

emphasis on repetition, mimicry, and memorization

of controlled units of language. A typical audiolin-

gual lesson consisted of a dialogue presented to the

class by the instructor, using only the L2. The dia-

logue was repeated by the students several times in

chorus, and then in smaller groups. The emphasis

was on speaking accurately, both in terms of gram-

mar and pronunciation. Students were given positive

feedback for correct productions; errors were

avoided by the use of intensive drill. Students were

often assigned homework in the language lab where

they practiced grammatical patterns. Reading and

writing were secondary in importance to the devel-

opment of good speaking skills. Because of its sci-

entific reputation, as well as heavy financial support

from governments and publishers, the audiolingual

method became extremely influential.

As a reaction to the behaviorist underpinnings of

audiolingualism, the cognitive code approach devel-

oped in the late 1960s. The main premise of this

approach is the need for the learner to explicitly

understand the rules of the language at all levels,

rather than simply memorizing dialogues or other

chunks of language. Instructors actively teach phono-

logical and grammatical rules, and all four skills

(reading, writing, listening, and speaking) are taught

together.

Other alternatives to the audiolingual method were

classified by H. Douglas Brown as the ‘‘designer

methods’’ of the 1970s. These were idiosyncratic and

largely atheoretical approaches to language teaching

developed by charismatic professionals, most of

which are not practiced extensively today. In the

Silent Way, developed by Caleb Gattegno, students’

exposure to vocabulary is extremely limited in the

first month. Words are represented on wall charts,

and each letter is color-coded to provide a visual

representation of sound and spelling correspondences.

Students are encouraged to rely heavily on each other

rather than on the teacher, who is to remain as silent

as possible. The Silent Way requires considerable

training on the part of the teachers.

Another method, developed by Georgi Lozanov, is

Suggestopedia, which originated in Bulgaria. In this

approach, students are given a new persona. Classes

are small and take place in a comfortable setting with

easy chairs. The teacher is required to use Baroque

music for the séance component of the lesson, during

which the students are instructed to use yogic breath-

ing in time with the music while the teacher relays

the dialogue in a whisper, a dramatic voice, and in

a normal reading. Lozanov claimed that the new per-

sonas taken on by the students alleviate a fear of mak-

ing errors; he also stated that the vocabulary gains

with Suggestopedia are far superior to those of any

other method.

Like Suggestopedia, one of the aims of community

counseling learning, which is based on principles of

Rogerian psychology, is to reduce anxiety. The stu-

dents sit in a circle while the teacher (counselor)

stands behind them. When one student chooses to say

something to another, he or she utters a sentence in

the first language and the counselor translates it into

the L2. The student then repeats the translated utter-

ance, and the counselor moves to the recipient to

translate a reply. The students then work together on

a tape recording of the lesson to work out the linguis-

tic features of the new language.

James Asher, the proponent of the total physical

response (TPR) approach to language learning, main-

tained that physical actions reinforce the learning of

vocabulary. In response to a series of the teacher’s

commands, students are required to act out a sequence

of events (much like Gouin’s series method). For

instance, students may be shown a sequence of actions

that mimes washing the dishes. Their instructor then

encourages them to respond to commands such as ‘‘Put

in the plug,’’ ‘‘Turn on the tap,’’ ‘‘Put soap in the

water,’’ ‘‘Turn off the tap,’’ and so on. Asher argued

that, by acting out the behaviors, students developed

a physiological memory of their new language. Asher

believed that the acquisition of a L2 was the same as

the acquisition of the first language, and he encouraged

a silent period in adults that parallels that observed in

many children. Once learners feel comfortable with

the commands, he claimed, they will start to speak on

their own.

English as a Second Language 345



ESL Teaching Today

In the early 1980s, communicative language teaching

(CLT) became the most popular approach to ESL in

North America. At the same time, in Europe the

notional-functional approach was widely implemen-

ted. Both are still widely practiced today, either in

their original form or in an adaptation. The notional-

functional approach broke away from a reliance on

grammatical structures as the organizing principle for

L2 courses and focused instead on functional uses of

language, such as greetings, invitations, apologies,

opinions, and notions (contexts) such as shopping for

groceries.

CLT emerged out of the communicative compe-

tence framework established by Canale and Swain

and Stephen Krashen’s model of L2 acquisition.

Krashen argued that L2 acquisition depended on

exposing the learner to comprehensible input—that is,

language that the learner could understand with the

use of contextual clues. He suggested that the input

should be at a level just slightly higher than the lear-

ner’s own proficiency. For this reason, he advocated

the use of TPR in the early stages of acquisition,

because the meaning of the actions and accompanying

language are readily apparent. Perhaps the most con-

tentious aspect of Krashen’s theory was the distinction

he made between learning and acquisition. Krashen

maintained that learning involved consciously putting

into memory vocabulary and grammar, whereas

acquisition was the subconscious ‘‘picking up’’ of an

L2. He claimed not only that learning played a very

small part in the overall development of an L2 but

also that learning could not turn into acquisition. In

other words, learning and acquisition were viewed as

two unconnected processes, and learning simply acted

as an editor of acquired spoken and written forms.

Another aspect of Krashen’s theory that was

widely challenged was his claim that the only require-

ment for mastering an L2 is that the learner is

exposed to enough comprehensible input which grad-

ually becomes increasingly complex. Michael Long

challenged Krashen’s claim, arguing that comprehen-

sible input is a necessary but insufficient component

of language acquisition and that interaction, which

involves negotiation of meaning, is essential.

Many ESL teachers embraced CLT and designed

lessons that provided comprehensible input but did

not explicitly teach grammar. Borrowing from notional-

functional approaches in Britain, many classroom

curricula were developed around themes such as ‘‘going

to the doctor’’ and functions such as ‘‘making an argu-

ment.’’ Often lessons centered on vocabulary develop-

ment, role playing, and group work.

Although students in CLT classrooms often became

relatively fluent in English, they persisted in making

grammatical errors. Eventually, applied linguists such

as Swain, Richard Schmidt, and Long argued that

L2 learners needed a focus on form within a com-

municative framework. Swain put forward the output

hypothesis; she maintained that unless pushed by

interlocutors, students analyze their L2 at a semantic

level but pay little attention to syntactic structures. By

focusing on their own output, that is, their own pro-

ductions in the L2, they are pushed to become more

accurate syntactically because of the feedback they

receive. Similarly, Schmidt proposed the noticing

hypothesis. He suggested that unless learners have

certain linguistic elements brought to their attention,

they will not notice them in the input; in other words,

a grammatical structure that is not salient or transpar-

ent will not be acquired unless teachers instruct the

students, either explicitly or by focusing their atten-

tion on that form in a task that requires its use.

Recently, some educational theorists have shifted

away from viewing L2 learning as a purely psycho-

logical phenomenon and toward viewing it as a social

construction. The emphasis is on language as a social

practice that takes place among people as they negoti-

ate and co-construct meanings in a range of contexts.

In pedagogical situations, a sociocultural approach

does not focus on language learning as an indepen-

dent activity. Students are encouraged to interact,

using each other as supports while creating collective

and collaborative discourse relevant to their own

experiences, interests, feelings, and ideas. There is

also recognition that identity is inseparable from situ-

ational and cultural contexts and language. Thus,

social positions and the relative power that they entail

are considered to play a key role in language learning

processes.

Most of the preceding discussion has focused on

language classrooms, but ESL is also taught through

content in K–12 settings to immigrant or aboriginal

children. There is a variety of delivery methods for

school-age children, including pull-out for one-on-

one instruction or small group work, separate ESL

classrooms, and adapted lessons of subject matter that

are appropriate for both ESL and native-speaking stu-

dents. Bernard Mohan and his colleagues proposed
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the knowledge framework approach to adjusting the

basic school curriculum to make it accessible to ESL

students in mainstream classrooms, while at the same

time helping them to recognize how English works.

Teachers are encouraged to analyze the subject matter

to be taught and the students’ texts to determine

which knowledge structures (classification, princi-

ples, evaluation, description, sequencing, and choice)

are evident and which linguistic structures are

expressed there. For example, in a science text deal-

ing with a topic such as pollution, there are likely to

be discussions of cause and effect (principles) and

types of pollution (classification). Each of these

knowledge structures is characterized by particular

linguistic forms. Cause and effect is often repre-

sented by phrases such as is due to, because of, and

as a result of. Mohan advocates the use of key

visuals (e.g., time lines, flow charts, tables, dia-

grams) to help students see the relationships among

concepts and the words that express them. Schools

that have used this model have found it to be quite

successful, but it is extremely time and effort inten-

sive for individual teachers to modify their lessons

along these lines.

Two other approaches that are sometimes used to

teach English to K–12 learners involve dual lan-

guage and bilingual programs. The former can be

characterized as two-way immersion. In New

Mexico, for example, there are several schools in

which half the students are native English speakers

and half are native Spanish speakers. The students

study in both languages and develop oral and liter-

acy skills in both. Bilingual schools are patterned

after immersion schools in that subject matter is

taught in the students’ first language and in English,

usually a half day of each language. In Edmonton,

Alberta (Canada), children can choose from more

than a dozen languages that are taught in conjunc-

tion with English.

There is growing concern in some communities that

students in K–12 classrooms are not becoming profi-

cient in English. One of the most vocal advocates for

ESL students is Jim Cummins, who proposed that chil-

dren’s oral fluency can be misleading because they

quickly learn basic interpersonal communication skills,

but they take much longer to acquire cognitive aca-

demic linguistic proficiency. To achieve academically,

students require up to 8 years of language support, but

most school districts do not have the resources to pro-

vide the programs that ESL students need.

EFL

Most of the methods and approaches described previ-

ously in this entry can be found in practice some-

where in the world today in EFL settings. Because the

goals of learners in these contexts are so diverse,

communicative competence is not necessarily the ulti-

mate objective. Thus, reading courses may be all that

is required of students in some situations, because

their content textbooks are written in English. How-

ever, there is a growing desire for oral proficiency, in

some locations, that has resulted in some novel peda-

gogical developments. In both Korea and Spain, for

example, whole English-speaking towns have been

established, where native speakers of English go on

a paid holiday for the express purpose of talking with

Korean or Spanish EFL learners in English. Every

encounter is an opportunity for a learner to have an

authentic conversation with an English speaker.

Factors That Affect
Ultimate Attainment of English

There are several variables that determine whether

a learner can become completely proficient in English.

Age of learning has long been proposed as having

a major influence on ultimate attainment. It was

thought that puberty was a critical period for L2 lear-

ners; however, research by James Flege and his collea-

gues showed that there are many individuals who

started learning English much earlier than adolescence

who are easily identified as L2 speakers. They have

proposed that there is a sensitive period very early in

life for complete language acquisition. Others have

suggested that some adult learners have attained full

proficiency; they argue that other factors, such as

amount of exposure, motivation, quality of instruction,

issues of cultural identity, and native language, have

more impact on ultimate attainment than age.

Current Issues

There are several controversial issues in English teach-

ing today, one of which has to do with the variety of

English that should be taught, particularly in EFL set-

tings. Some people believe that a standard version of

English such as Received Pronunciation (the Queen’s

English) or standard American English is the best

model for communication. Others have argued that the

local variety of English should be taught, such as
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Indian English in India. The students’ purposes for

learning English and who they intend to interact with

should determine the model that they require.

Another ongoing issue has to do with ESL assess-

ment, which is not only a thriving business but also

a high-stakes enterprise for L2 learners. Organizations

such as Educational Testing Services produce tests

such as the TOEFL (Test of English as a Foreign Lan-

guage) and the TOEIC (Test of English for Interna-

tional Communication). The TOEFL is used by most

postsecondary institutions in North America as an

admission criterion for international students. The

TOEIC is often required for job promotions in non-

English-speaking countries. Because the stakes are so

important for test-takers, what they choose to study

and what is taught are often dictated by the nature of

the tests. In the past, these tests and others focused on

discrete elements of English, but they now tend to

integrate linguistic skills.

Another matter that concerns many instructors is

the question of whether an English teacher should be

a native speaker. Nonnative instructors have argued

that they have a better understanding of the difficul-

ties faced by their students; they also offer a more

realistic model of what can be accomplished. How-

ever, in many EFL contexts, employers give prefer-

ence to native speakers of English, even though many

have little or no training. Others argue that native

speaker status is immaterial and that there are two

fundamental requirements of any good ESL or EFL

teacher: high proficiency and high linguistic aware-

ness in English and strong pedagogical skills.

In recent years, there has been a growing recogni-

tion that ESL and EFL instructors should be profes-

sionals and should meet standards established by

national or international organizations. Furthermore,

standards have also been developed for programs.

There are still many contexts in which English is

taught where neither the instructor nor the program

has been approved or meets any set of standards, but

this will likely change in the coming decades.

Tracey M. Derwing and Judy Cameron

See also Bilingual Education; Bilingualism; Multicultural

Classrooms
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EPISODIC MEMORY

Episodic memory refers to a division of declarative

memory responsible for storing and retrieving infor-

mation about one’s own personal experiences. Epi-

sodic memory is the theoretical component of the

memory system that allows one to revisit and relive

events that occurred within one’s personal history.

Once experienced, events such as one’s first day of

school, graduation day, and one’s first kiss can each

be called into consciousness and relived at a later time

because of episodic memory.

Episodic memory is defined in a manner similar to

another common memory system, autobiographical

memory. Indeed, episodic memory and autobiographi-

cal memory are similar enough that some theorists

have suggested that the two terms be treated as synon-

ymous. However, this proposal has been met by some

resistance from advocates of autobiographical mem-

ory, who point out that memory theorists who study

autobiographical memory tend to focus their attention

on how participants remember events of personal sig-

nificance, while those interested in episodic memory

display far less emphasis on memories for events of

autobiographical significance. Some theorists have

taken steps to further distinguish between autobio-

graphical memory and episodic memory by listing

measurable differences between the two systems. For

example, one such difference would be that episodic

memories are typically retained for a short period of

time, whereas autobiographical memories are retained

for a longer time.

Episodic Memory in
Educational Psychology

Specific attempts by educational psychologists to

study episodic memory have been relatively rare. This
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is surprising in that there are some intuitive applica-

tions of episodic memory research that those in

the education field may find potentially valuable.

Although it seems plausible that more advanced

knowledge of the application of episodic memory

research to education domains might allow for the

development of educational curricula that students are

more likely to remember, little research has been per-

formed on this idea to date. Recently, some psycholo-

gists have argued that an increased emphasis on

episodic memory in educational psychology could

lead to curricula specifically designed to make it more

likely that students remember teaching and learning

experiences. Exploration of the intersection between

these two active research areas may prove to be a pro-

ductive avenue for future research.

History of the Concept

In 1972, Endel Tulving proposed a distinction between

episodic memory and semantic memory (the memory

system responsible for storing facts and general

knowledge regarding the way the world works). In his

framework, however, episodic memory is not truly

independent of semantic memory but rather is a subsys-

tem that is highly dependent on semantic memory.

To help operationalize the differences between

episodic memory and other forms of memory, Tulving

proposed that we have two ways of accessing the events

from our past: remembering and knowing. In Tulving’s

conceptualization, we ‘‘remember’’ a piece of informa-

tion from the past when the information is accompanied

by the conscious recall of specific details associated

with original experience of the information. In contrast,

we sometimes remember information from the past but

have no conscious recollection of any details about how

we learned the information. Tulving referred to this

type of access to the past as ‘‘knowing.’’

Upon its introduction, the distinction between epi-

sodic memory and semantic memory was readily

accepted as a useful heuristic for classifying memory

tasks and procedures. However, controversy soon

bloomed when it was proposed that episodic memory

and semantic memory were functionally and biologi-

cally distinct systems.

Evidence for Separate Systems

Tulving and his colleagues have developed a number

of lines of evidence intended to differentiate episodic

memory from semantic memory. These lines of evi-

dence range from the phenomenological, to the tradi-

tionally behavioral, to the physiological. On the

phenomenological end of the evidence, Tulving points

out that episodic memories have an affective tone

associated with them that is missing in semantic

memory. A more traditionally behavioral area where

episodic memory has been theorized to dissociate

from semantic memory is in how likely subjects are

to lose information from the respective systems. Some

have proposed that episodic memory is more vulnera-

ble to forgetting than is semantic memory.

Physiological evidence for a distinction between

episodic and semantic memory systems comes from

neuropsychological case studies. The best example of

these case studies comes from patient K.C. (amnesic

case studies are frequently referred to by their initials in

the neuropsychological literature to provide a degree of

protection for their anonymity). K.C. exhibits symp-

toms consistent with a distinction between episodic

memory and semantic memory in that his episodic

memory was almost entirely destroyed in a motorcycle

accident, while his semantic memory remains rela-

tively intact. K.C cannot recall any personal experi-

ences but is able to learn new facts. Although

a handful of similar cases exist, brain damage similar

to that observed in K.C. is extraordinarily rare. These

cases demonstrate that it is possible to have a func-

tional semantic memory in the absence of episodic

memory.

Functional neuroimaging studies have been used to

identify the physiological underpinnings of episodic

memory. Distinct patterns of cortical activation asso-

ciated specifically with episodic memory have been

identified. Neuroimaging studies have typically found

medial and left lateralized activation patterns associ-

ated with retrieval of episodic memories. In particular,

the medial frontal cortex and left hippocampus tend

to be active during episodic memory retrieval.

Criticisms of the
Separate Systems View

Although the previously discussed evidence has been

interpreted by Tulving and others as support for the

idea that episodic memory is a memory system dis-

tinct from semantic memory, some have argued that

this distinction is unnecessary. In keeping with the

scientific value of parsimony, it has been argued that

there may not be a need to hypothesize multiple
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memory systems. Indeed, several of the studies cited

as evidence for a distinction between semantic mem-

ory and episodic memory have been questioned by

the theory’s critics. For example, critics note that the

hypothesized distinction between forgetting rates in

episodic memory and semantic memory does not

seem to be supported by the data.

Research

Since the episodic memory distinction was first pro-

posed in 1972, hundreds of studies of episodic mem-

ory have been conducted, and episodic memory

remains an active area of research today. Although

memory theorists continue to debate whether episodic

memory is a truly separate system from semantic

memory, most agree that the concept of episodic

memory has utility.

Jeremy K. Miller
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EQUILIBRATION

Developmental theorists make a distinction between

developmental states and developmental mechanisms.

Developmental states are chronologically arranged

snapshots of children’s skill levels at particular points

in time. An example of a sequence of developmental

states would be the four stages of cognitive develop-

ment that were proposed by Jean Piaget in his classic

theory (i.e., sensori-motor, preoperations, concrete

operations, formal operations). As children enter a new

stage, they acquire a new set of skills and move to

a new level of performance. Developmental mechan-

isms, in contrast, are the factors that are used to explain

children’s progression through developmental states

(i.e., why a child progresses from one state to another

in a sequence). The primary developmental mechanism

in Piaget’s theory is called equilibration. Equilibration

pertains to restoring the balance between two compet-

ing tendencies in the mind: assimilation and accommo-

dation. Piaget used the notion of assimilation to

describe the process of incorporating experiences and

information into existing knowledge structures in the

mind. Metaphorically, children find a ‘‘home’’ for this

information in their existing knowledge structures. To

say that a child has assimilated an idea or experience

is to say that he or she understood the idea or experi-

ence. Piaget thought that mental assimilation was anal-

ogous to the biological assimilation that takes place

when the human body extracts what it needs from food

and incorporates the extracted nutrients into existing

organs and tissues.

Sometimes an idea is so discrepant from what

a child believes or knows that it cannot be assimilated.

Piaget used the notion of accommodation to describe

the process of changing the existing configuration of

knowledge in the mind in order that the troublesome

idea can be assimilated. In most cases, assimilation is

always partial in the sense that children only assimilate

that portion of an experience that is consistent with

their current understanding. And unless an experience

or idea is identical to previous ones, every act of

assimilation usually precipitates accommodation of

knowledge as well. For example, when a child encoun-

ters a new species of dog for the first time and is told

that it is a dog, this information finds a home in the

existing network of ideas (i.e., it is assimilated), but

the network is also changed as the child’s mind creates

a new representation corresponding to the new subtype

of dog (i.e., there is accommodation).

In his book, Play, Dreams, and Imitation, Piaget

argued that ‘‘imitation is a continuation of accommo-

dation, play is a continuation of assimilation, and

intelligence is a harmonious combination of the two’’

(p. 104). This quote suggests that when one assimi-

lates, one inserts one’s own ideas into reality; when
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one accommodates, one’s schemes and ideas come

into closer conformity with reality and tend to be

fairly direct copies of it. Play and fantasy, moreover,

are examples of overassimilation (i.e., putting too

much of one’s ideas into reality). In contrast, children

engage in overaccommodation when they try to

directly copy the actions of someone (without putting

their own ‘‘spin’’ on the actions).

To illustrate assimilation and accommodation fur-

ther, consider the following example. Young pre-

schoolers who are passengers in their parents’ cars

often think that the moon is following them when

they drive at night. The physics of the explanation of

what is actually happening is too abstract for young

children to comprehend, so they could not assimilate

even this explanation if it were provided. Ultimately,

however, their knowledge of the physical world will

change enough that they may eventually understand

the explanation as young adults.

Piaget argued that confronting discrepant ideas is

absolutely essential for knowledge growth. If children

never had experiences or heard information that con-

tradicted the erroneous ideas that they construct by

themselves, they would never develop the correct

conceptions. Thus, the ‘‘readiness’’ idea of waiting

until a child’s mind matures enough to teach a topic

to them is actually an implication of nativism, not

Piaget’s constructivism. Piaget did not believe that

ideas were inborn as nativists do; rather, he believed

that children build up their ideas step by step.

Moreover, Piaget argued that assimilation and

accommodation work in opposition to each other. The

central tendency for assimilation is to keep the exist-

ing knowledge structure the same and find a place for

new information in this structure. The central ten-

dency for accommodation, in contrast, is to change

the existing knowledge structure. It is not possible to

keep things the same and change them at the same

time. Thus, only one or the other—assimilation or

accommodation—‘‘wins out’’ in a given situation.

This ‘‘battle’’ between these processes means that

change in children’s misconceptions can be frustrat-

ingly slow for teachers. That is, even when a miscon-

ception is repeatedly pointed out and explained to

children, they may cling to the erroneous idea for

some time. Perhaps this implies that assimilation

normally takes precedence over accommodation.

When the battle is resolved over some idea and a bal-

ance is restored between assimilation and accommo-

dation (i.e., equilibration has occurred), children’s

understanding usually moves to a higher plane and

often becomes more abstract as well. For example,

for children to come to understand that dogs and peo-

ple are both animals, they have to change their con-

cept of ‘‘animal’’ in such a way that it is more

abstract (e.g., ‘‘a living thing that can move itself’’

from ‘‘furry four-legged things’’).

Piaget argued that equilibration was particularly

adaptive because the changes that are incorporated

into mental structures are such that the mental system

of ideas becomes capable of anticipating future pro-

blems that might arise. That is, the change not only

allows a child to assimilate a particular idea that once

was difficult to grasp but also helps the child grasp

related ideas that he or she has not yet encountered.

In this way, equilibration works in a manner analo-

gous to how the immune system creates structures

(i.e., antibodies) that can deal with problems that arise

in the future (i.e., reoccurrence of a virus that was

encountered before).

James P. Byrnes
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ERIKSON’S THEORY OF

PSYCHOSOCIAL DEVELOPMENT

In one biography, Erik Erikson is referred to as an

architect of identity. He was trained in psychoanaly-

sis, and one of his main scholarly interests was
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describing the nature of humankind. He engaged in

personal and cultural observations in his theoretical

writings about identity formation. His major contribu-

tion was the formulation of an elaborate life-span the-

ory of identity formation based on eight life stages.

Each stage is based on age-appropriate and culturally

defined crises, or turning points, which demand that

the individual choose between dialectic and opposing

developmental outcomes. Each stage outcome pro-

vides a contribution to identity formation in the form

of ego strengths.

Erik Erikson’s theory of psychosocial development

has been useful in helping teachers and educators to

understand child development for more than 50 years.

It remains a solid theoretical perspective for under-

standing child and adolescent development and adult

learning. There is an ever-expanding body of research

that demonstrates Erikson’s many ideas can be empir-

ically supported as being valid and practical.

Definitions of Identity

Identity is defined in many ways. Most often Erikson

refers to ego identity, or the portion of personality that

functions to direct, guide, and select thought and

action. It is the part of personality that refers to the

consistency and sameness that a person uses as a style

of individuality and its meaning about the self for sig-

nificant others like family members, teachers, or

friends. Identity can be thought of as a form of rela-

tively persistent character one shares with others.

In addition to ego identity, Erikson also refers to

the stable and coherent, but yet evolving, character

one develops with a group’s ideals in the form of

social identity. Social identity is most readily

observed in the expectations and commitments to the

values, goals, and ideals of institutions such as reli-

gion, politics, occupation, and the family. In particu-

lar, social identity is based on the ideology that is

formed within a commitment to a particular institu-

tional value. For example, an occupational identity

based on the achievement motive of capitalism differs

from an occupational identity based on the conformist

motive of a communism ideology. Religious identities

differ within Protestant, Catholic, Islamic, Hindu,

Jewish, or other forms of religious social ideologies.

Likewise, political identities vary among party, state,

or group ideologies.

Families vary as to the values, goals, and aspira-

tions that parents have for their children, and

identification with family ideologies will vary widely

within any given community. Many factors will con-

tribute to whether youth will identify (or not) with

their own family values and ideologies. Indeed, indi-

viduals strive toward psychology unity, where various

domains of identity across the various institutional

ideologies merge into a comfortable coherent and

consistent sense of individuality. Extreme differences

in values or incompatible goals or values in adopted

commitments create angst or anxiety that links with

self-consciousness and discomfort, leaving a person

with a sense of fragmentation. A fragmented self (or

incompatible elements within either an ego identity or

a social identity) will lead to uncomfortable states of

anxiety and a sense of inner conflict.

Eight Life Stages

The eight life stages that facilitate identity formation

are set by societal expectations to accomplish specific

developmental tasks. Each of these tasks, as it is suc-

cessfully resolved, provides an innovative strength

to both ego- and social-identity development. These

stages are based on an epigenetic principle wherein the

individual is driven toward, is aware of, and interacts

with life dilemmas. Human growth is based on a dialec-

tic struggle of inner (psychological) and outer (social)

forces where each stage of life involves a crisis or turn-

ing point. Each of the life stages provides a critical

point to increase potential for growth in identity based

on an ontogenetic evolution. Healthy development is

based on the assumption that every stage comes to its

ascendance: A crisis is resolved and is, ideally, con-

cluded with an effective and meaningful identity reso-

lution. To complete a life stage, a person must

synthesis (or resynthesize) early childhood identifica-

tions for novel and newly constructed identifications.

Put another way, the individual must both selectively

repudiate and assimilate childhood identifications with

new configurations of ego identity.

Each stage of life consists of issues regarding a des-

ignated age or stage, questions and virtues, appropri-

ate precursors, contributions to identity, and a radius

of social order. Erikson begins with infancy and a cri-

sis of trust versus mistrust. In general terms the ques-

tion to be answered is ‘‘What do I have and what can

I give?’’ The virtue is hope. In early childhood, the

crisis is autonomy versus shame and doubt. The ques-

tion is ‘‘What can I will freely?’’ and the virtue is

will. Somewhat later in childhood the crisis becomes
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initiative versus guilt, and the question is ‘‘What can I

imagine I will be?’’ The virtue is purpose. For the

school-age child, the crisis is industry versus inferior-

ity, and the question is ‘‘What can I learn to make?’’

The virtue is competence. In adolescence, the crisis is

identity versus role confusion. The question is ‘‘Who

do I choose to be ideologically and occupationally?’’

The virtue is fidelity. In young adulthood, the ques-

tion the crisis is intimacy versus isolation. The ques-

tion focuses on ‘‘What I can give to another?’’ The

virtue is love. In middle adulthood, the crisis is gener-

ativity versus stagnation. The question is ‘‘What I can

give and care for?’’ The virtue is care. As one

approaches old age, the crisis is integrity versus

despair. The question is ‘‘What is the essence of my

existence?’’ The virtue is wisdom.

The radius of social order begins with the impor-

tant power of the maternal person and expands

through school, community, technology, and beyond.

In infancy, the contribution to identity is time per-

spective versus time diffusion, and the radius is the

maternal person. In early childhood, the contribution

to identity is self-certainty versus identity conscious-

ness, and the radius is parental care. In childhood, the

contribution is role experimentation versus negative

identity, and the radius is the basic family. For the

school-age child, the contribution is the anticipation

of achievement, and the social radius is the neighbor-

hood, school, and technology. In adolescence, the

contribution is identity consolidation, and the social

radius includes peer groups, models of leadership, and

ideological perspectives of the social institutions asso-

ciated with occupation, family, religion, and politics.

Importance of
Psychosocial Moratorium

Each of the first five life stages provides an important

precursor to identity formation, and the remaining

three offer further consolidation through the virtues of

love, care, and wisdom. However, Western societies,

in particular, provide an extended period of time for

role experimentation to explore identity options and

select and make commitments to those identity frag-

ments that will become integrated into a uniformed

sense of ego identity and social identity. This period

of time is called a psychosocial moratorium. It is

a period when schools, parents, and communities

allow for experimentation and offer opportunities for

teenagers and sometimes even emerging adults to

explore what they can do to select and prepare for an

occupation, profession, or career. During this time,

youth can find many teachers, parents, adults, and

others ready to role model and assist in preparing

them through education, mentoring, and apprentice-

ship experiences. Failure of youth to effectively

utilize the psychosocial moratorium can result in

a negative identity whereby youth identify with nega-

tive features or characteristics of society that cause

the youth to appear rebellious or alienated.

Women’s Identity

The most controversial aspect of Erikson’s theory of

identity development is his writings on gender differ-

ences. In early psychoanalytic writings based on

observations during play therapy, boys were observed

to use play building blocks to make towers, whereas

girls made circles or walled enclosures. This led to

notions of boys using outer or phallic space and girls

using inner biological space in their psychology

development and to the belief that girls’ development

was based, in large part, on their biological destiny of

procreation and motherhood. Thus, identity formation

for men occurs with identity formation functioning

clearly as a precursor to intimacy formation. In con-

trast, for women, identity formation unfolds concur-

rently with intimacy formation. There has been ample

critique of this controversial statement on gender dif-

ference; however, there is little strong empirical

research evidence of a longitudinal nature to establish

whether or not this hypothesis is accurate. Most of the

evidence that has been presented to indicate Erikson’s

notion of biological destiny for women’s identity for-

mation trajectory has been of a qualitative nature and

could easily be interpreted arguably as supporting or

not supporting this assumption. Nonetheless, the posi-

tion on biological determinism was maintained by

Erikson throughout all of his lectures, writings, and

interviews. In a historical period of heightened femi-

nism, this position was unpopular and often criticized.

Identity Statuses

Theoretical perspectives are often difficult to define

and measure. Only limited aspects of Erikson’s theory

of psychosocial development have been defined well

enough to measure. The two stages most widely stud-

ied have been identity versus role confusion and inti-

macy versus stagnation.
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James Marcia identified two dimensions from

Erikson’s writings that are part of the developmental

process of identity formation. These dimensions

include a searching or crisis process and an outcome

of commitment. Using these two dimensions and

crossing them at the midpoint in the middle he cre-

ated four states (which he called statuses): no

searching and no commitment, no searching and

commitment, searching and no commitment, and

searching and commitment. In his framework,

searching, or identity crisis, involved active attempts

to formulate or construct an identity. Commitment

refers to the construction and formulation of a com-

fortable sense of identity. No searching and no com-

mitment is called identity diffusion. No searching

but with commitment is called foreclosure, a form

of identity where there is a passive acceptance of

identity of a previous generation or parents. Search-

ing but no reported commitment is called morato-

rium, an individual who is in the process of actively

trying to formulate a sense of self through discovery

and or self-creation. Finally, evidence of past search-

ing and current commitment is called identity

achievement. Clinical and social science research

reveals that adolescents and youth with diffused ego

identity are most likely to have mental health pro-

blems, whereas their peers who are identity achieved

are most likely to have the best mental health of the

four types of identity status types. These findings are

fully consistent with Erikson’s theory of ego-identity

formation.

Jacob Orlofsky and colleagues used three major

criteria for assessing a person’s level of intimacy as

suggested by Erikson:

1. Does the person have close relationships with male

and female friends?

2. Does he or she have an enduring heterosexual

relationship?

3. Are the person’s close relationships deep or superfi-

cial? (Depth includes openness, affection, respect,

loyalty, a capacity to accept and resolve differ-

ences, and mutuality.)

Based on these criteria, five relationships, or inti-

macy statuses, can be identified through interview

techniques. At the two extremes are the intimate and

the isolated statuses. The intimacy status involves

love and an enduring commitment. In the isolated sta-

tus, the person is withdrawn and has no close personal

associations. Between these two extremes are three

other types. The preintimate status is a loving rela-

tionship but with no enduring commitment. A stereo-

typed status is an association with male or female

friends that lacks depth and closeness. The pseudointi-

mate status is artificial; it only seems to have depth

and caring.

Wide use of the intimacy and identity statuses has

revealed that individuals who are identity diffused are

also intimacy isolated. In contrast, identity-achieved

individuals have considerably more intimate relation-

ships. This is again consistent with Erikson’s notions

of interstage linkages among identity and intimacy

resolutions in the fifth and six stages of ego-identity

development.

Power of Educational Institutions

Social institutions have a variety of processes by

which they motivate and encourage individuals to

develop. The strongest influence is through the

ascendance of age-based crisis points where the

expectation is that the individual will make a turning

point by resolving a challenge between two opposing

oppositions (e.g., identity formation versus role con-

fusion) during the teenage and emerging adult years.

Work and educational systems provide mentors and

teachers to help guide and direct youth to make

choices through role modeling, instruction, encour-

agement, and other positive educational techniques.

Erikson indicates that the best teachers are ones that

know how to balance play with work to make the

decision a pleasurable and positive experience. Edu-

cational research clearly demonstrates that positive

instructors and peers enhance identity formation

among students during the high school and college

years.

Gerald R. Adams
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ESSAY TESTS

Essay tests are a type of constructed-response

assessment in which test-takers display skills and

knowledge by writing responses to an assigned task,

question, or prompt. Instead of selecting answers to

multiple-choice questions, the test-taker may be

required to present an opinion on an issue, explain

a chemical process, describe a scene in a foreign lan-

guage, present conclusions drawn from a set of eco-

nomic data, write a narrative, or demonstrate other

skills and understandings in writing. The tasks may

be simple or highly complex, discrete or multiphased;

the response format may vary from a paragraph to

a letter, a multiparagraph essay, a proposal, and so on.

For centuries, essay testing was the primary form of

assessment. But with an emphasis on statistical rigor

and the advent of rapid-scanning equipment and other

technical advances in the mid-20th century, selected-

response tests (primarily multiple-choice tests) emerged

as a generally more objective, efficient, and cost-effec-

tive form for large-scale assessments. Selected-response

tests usually sample a broader content domain: In an

hour of testing time, test-takers might respond to 45

multiple-choice questions instead of only one or a few

essay questions. Furthermore, the more questions in

a test, the less a test-taker’s performance on any one

question influences the final score. These factors, in

addition to the right-or-wrong nature of the questions,

make selected-response tests ‘‘more reliable’’—that is,

test-takers’ scores are substantially more consistent

across different versions of the same test. As selected-

response testing evolved, essay testing was often dis-

missed as more subjective and less reliable.

In recent decades, however, developments in cog-

nitive psychology and an increased emphasis on more

authentic assessment have helped spur interest in hav-

ing test-takers display or perform certain skills. Essay

testing has become a highly rigorous discipline sup-

ported with research, technological advancements,

and published guidelines for best practices (although

theorists continue to debate conceptual issues, includ-

ing the extent to which test reliability should be

emphasized or readers should set aside their personal

reactions to essay responses).

Essay testing requires careful deliberation at every

stage. The process of specifying the domain of content

and skills to be assessed often includes surveys, focus-

group sessions, committee deliberations, or reviews of

professional and curriculum standards. The develop-

ment process may also include prototype testing of var-

ious formats, directions, topics, and evaluation criteria,

as well as questionnaires or interviews ascertaining

test-takers’ opinions about the tasks. Below are some

important steps in designing an essay test:

• Determine which skills and knowledge are best

assessed via essay tasks.
• Consider the extent to which writing fluency could

unduly affect measurement of other skills or

knowledge.
• Include a sufficient number of test questions—

possibly combining essay tasks and selected-

response questions—for desired content coverage

and reliable scores.
• Provide adequate time for each task.
• Consider how requiring test-takers either to hand-

write or word process essay responses may affect

test-takers’ ability to display the skills being

assessed.
• Give test-takers ample opportunity to prepare by

prepublishing information about the task types and

scoring standards, including sample questions and

sample responses with scores and commentary.
• Determine the extent to which evidence supports

the claim that the essay test is valid for its intended

purpose—that is, that the inferences and actions

based on test scores will be appropriate, meaningful,

and useful. For example, conduct studies to investi-

gate relationships between test-takers’ performance

on the essay test and demonstrations of the same

skills in other contexts.

In essay testing, how responses are scored becomes

an integral part of test design. First, the scoring meth-

odology determines what type of information will be

obtained. One common approach is holistic scoring,

in which a reader appraises the overall quality of

a response to assign a single score. Holistic scoring

can reflect the integrated nature of proficiencies such

as writing, reading comprehension, and/or critical-

thinking skills; moreover, it is an efficient approach to

scoring large volumes of responses. However, it does

not provide the diagnostic feedback or detailed infor-

mation that may be gained from more time-consuming

analytic scoring, in which a reader may evaluate the

different features or traits of a response separately or

else award scores based on the presence or absence of

specified components (e.g., particular facts about a

chemical process). In practice, testing programs may

employ variants of holistic or analytic scoring.
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Second, to make scoring more reliable, it is impor-

tant to develop explicit and carefully crafted evalua-

tion guidelines: the rubrics or scoring guides that

usually require the reader to apply a variety of specifi-

cally defined criteria (e.g., accuracy of information,

aptness of examples, clarity of expression). Ideally,

these criteria embody the consensus of the relevant

community of educators and readers. Rubrics also

stipulate the scale of numeric or descriptive score

levels that readers can assign.

For large-scale testing programs, operational scor-

ing procedures are usually highly structured and stan-

dardized. Scoring sessions may be centralized, with

all the readers gathered together, or distributed, with

readers geographically dispersed. Distributed scoring

can be done online, with readers accessing training

materials and scoring responses via an Internet appli-

cation. Online systems bring great efficiency to the

scoring process and allow the scoring leadership to

monitor it using up-to-the-minute data on reader per-

formance, including score distributions and rates of

interreader agreement.

Scoring protocols that help promote fairness and

accuracy include training of readers both before and

throughout the scoring session as well as mentoring

and monitoring by experienced readers who serve as

scoring leaders. Training should familiarize readers

with the principles of the scoring methodology, the

rubrics, the essay tasks, and the exemplar responses

that, for each topic or question, help define each score

level in the rubric. As part of the protocols, many test-

ing programs enhance score reliability by requiring

that two readers independently score each response,

with a third independent reading to resolve cases in

which, according to program standards, the initial two

scores differ too widely.

The field of essay testing continues to evolve.

Recent technological developments include automated

scoring by software applications that use semantic

analysis or other types of computational approaches

intended to emulate the judgments of human readers.

Ongoing research and refinements in essay testing are

also making it possible to assess a wider range of

skills and knowledge and enhance the authenticity of

essay tasks.

Mary E. Fowles and Nora V. Odendahl
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ETHICS AND RESEARCH

The knowledge base in educational psychology has

been developed by individuals who have conducted

research to uncover truths about the affective, cognitive,

and behavioral attributes of learners. The growth of any

discipline is dependent upon the worthiness of the

research that it produces. Research is defined as system-

atic investigation, including research development, test-

ing, and evaluation, designed to develop or contribute

to generalizable knowledge. Effective research must

meet the criteria of being relevant and ethically pro-

duced. When research does not live up to the standards

of defined practice, research misconduct inquiries and

investigations are used by institutions to identify the

objectionable practice and to remediate the affects.

Research ethics is a broad term that is used to

describe adherence to the shared values of efficiency,

truthfulness, accuracy, and objectivity. Ethical research

must use resources wisely and convey information

truthfully by carefully reporting results in a truthful

manner without bias. A more narrowly focused term—

responsible conduct of research—relates to more defin-

able practices that prescribe the research behavior

required of investigators.

Responsible conduct of research must take into

consideration the following eight elements:

1. Data acquisition and management

2. Mentor–trainee relationships

3. Publication practices and authorship

4. Peer review practices
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5. Collaborative research activities

6. Protection of human subjects

7. Research involving animals

8. Management of conflict of interest and commitment

More specifically, responsible conduct of research

refers to meeting the requirements relating to those con-

cepts mandated by Congress and the regulations promul-

gated by federal agencies. However, the broader view of

research ethics goes beyond what is required and relates

to what should be done regarding moral dilemmas that

surround how to make the best research decision.

The federal regulations relating to responsible

conduct of research stem from three acts passed by

Congress: the 1966 Animal Welfare Act (Public Law

[P.L.] 89–544), the 1974 National Research Act (P.L.

93–348), and the 1985 Health Research Extension

Act (P.L. 99–158). The 1985 Health Research Exten-

sion Act resulted, in 1989, in the establishment of the

Office of Scientific Integrity (OSI) and the Office of

Scientific Integrity Review (OSIR). In 1992 the Office

of Research Integrity (ORI) was established and took

over the activities of the former two offices, including

the monitoring of research misconduct.

In addition to the regulations developed from these

acts, the executive branch agencies of the government

have developed guidelines and policies that represent

requirements relating to their normal operation. For

example, the National Institutes of Health has issued

policies for grant awards, and the ORI has issued

a Model Policy and Procedures for Responding to

Allegations of Scientific Misconduct.

Beyond the federal policies are disciplinary codes

of ethics and institutional policies. Most disciplines

have outlined principles and, in some cases, appropri-

ate practices that relate to the ethical practice of

research. Universities and other institutions must also

have research policies if they are to receive federal

funds. Again, these policies may go beyond the

recommendations of the federal guidelines. Many of

these policies amplify and implement the federal

guidelines that make up the various elements of

responsible conduct of research.

Data Acquisition and Management

Issues relating to data acquisition and management

include collection of information, storage, ownership

of data, and sharing of data.

Collection of information is governed by principles

of effective research. The quality of research depends

upon the use of appropriate research methods. Investi-

gators need to be precise in the collection and han-

dling of data. The results must be carefully recorded,

analyzed, and interpreted. Data can be recorded in

numbered bound notebooks, by permanently dated

electronic files, or other permanent means.

Information should be stored in a safe place that is

not subject to the elements or catastrophes. Electronic

files should be backed up and stored away from the

original data. Other materials, such as samples or

videos, should be protected so that they do not

degrade. Confidential information must be stored in

areas that prevent unintended access.

Ownership of data that is generated by researchers

is a complex matter. There are various parties that

may have claims on the ownership of data. The uni-

versity or the institution that employs the researcher

and governmental or foundation funding sources have

a stake in the data collected. Researchers must report

the results of their work to the granting agencies, but

the control of the data generated is the responsibility

of the institution that received the funding. If the

funding source was a contract, the researcher will be

obligated to provide a product at the end of the

project. The organization that received the funding

has responsibilities to maintain the data collected.

Researchers who leave employment at one institution

and take a position at another must seek approval to

relocate the data that they have collected.

Mentor–Trainee Relationships

Responsible conduct of research includes developing

mentor–trainee relationships. Successful researchers

have an obligation to foster the development of others

who are learning to become researchers. It is the

responsibility of a good mentor to help the student

capitalize on the educational experience and to accul-

turate the student into the practices and ethics of the

profession. A mentorship relationship requires that the

mentor provide a supportive learning environment.

The mentor must devote a sufficient amount of time

to facilitate the development of the trainee. This will

include providing training, supervision, and honest

appraisal. The mentor, through example, will teach

the basics of data collection, interpretation, and publi-

cation and will give due credit to the trainee for his or

her contributions. The mentor will help the student
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understand the values of the profession and how to

maneuver within the accepted guidelines. Included in

the culture of the profession is the way it treats

authorship and publication practices.

Publication Practices and Authorship

Modern copyright first appeared in Britain in the 17th

century to protect the printing industry from others

who would duplicate their products. According to

Corynne McSherry, eventually the concept of copy-

right came to encompass protection of the intellectual

property of the author.

At most universities, faculty are assigned the copy-

right for their works of scholarship unless those rights

relate to a patentable product. This policy allows fac-

ulty to publish freely without restriction and dissemi-

nate to the public the results of their research and

scholarship. In situations in which research leads to

a new discovery that can be patented, publication

may be restricted until a patent can be assigned. A

patent prevents others from practicing the invention

and gives the developer the right to practice the

invention or seek licensing allowing others to com-

mercialize the discovery. Premature publication may

prevent the establishment of a patent.

Early disclosure of results of research is often pro-

vided at professional meetings and is later further

documented in scholarly publications. Fair practices

of publication require that all documents provide

a detailed and objective description of the research

that was conducted. It should describe the methods

used, indicate the results discovered, and provide an

open assessment of the findings.

When individuals collaborate on a publication, it is

often unclear as to who will be credited as the main

author and who will have a lesser role. Usually

authors are listed in publications in the order of the

importance of their contributions. However, whereas

in some disciplines the most important contributor is

listed first, in others this individual is listed last. Dis-

putes can arise regarding the order of authorship when

the authors have failed to discuss this issue before-

hand. In psychology the code of ethics states psychol-

ogists must take responsibility and credit, including

authorship credit, only for work they have actually

performed or to which they have substantially contrib-

uted. In addition, principal authorship and other

publication credits must accurately reflect the relative

scientific or professional contributions of the individuals

involved, regardless of their relative status. The code

goes on to say that minor contributions to the research

or to the writing for publications are acknowledged

appropriately, such as in footnotes or in an introductory

statement.

Although it is recognized that only individuals

who have made significant intellectual contributions

to an article should be listed as authors, there is no

universal understanding as to what constitutes a signif-

icant contribution. In an attempt to bring clarity to this

ambiguity, the International Committee of Medical

Journal Editors (ICMJE) proposed a set of guidelines

that are often used. The ICMJE declared that authors

must have taken responsibility for portions of the arti-

cle’s content. This could include contributions to the

development and design, acquisition of data, or analy-

sis and interpretation of data. The author must have

had a role in the drafting of the article or be involved

in the critical revision of the content. The author must

also be in a position to approve the final version to be

published. According to the ICMJE, acquisition of

funding, collection of data, or general supervision of

the research group would by itself qualify an individ-

ual as an author without meeting the previously stated

criteria. The ICMJE further stated that the order of

authorship should be a joint decision of the coauthors.

The greatest contribution of the ICMJE was to sug-

gest that authors should provide a description of what

each person has contributed to the article and that

others who did not meet these criteria for authorship

but had contributed to the article should be acknowl-

edged but not listed as authors.

Responsible publication practices dictate that the

same research results should not be repeated in differ-

ent publications without citing the previous publica-

tion. Duplicate publications have the result of wasting

time and resources and also tend to overemphasize

results beyond their actual importance. A review of

the literature would unfairly weigh the results of the

research in favor of the author’s conclusions when it

has been repeated in multiple journals.

Peer Review Practices

Once an article has been written, it is customary to

submit it to a journal for peer review by colleagues

who have expertise in the topic and can provide a fair

review of the manuscript. Peer review helps deter-

mine which research is reliable, valid, and should be

published and which research has flaws and should
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not be made available to the profession. It is a univer-

sal process that takes place in all countries and has

the effect of professionals monitoring their own pro-

fessions. In the same way, peer review is also a part

of the process that will determine which research will

be funded. Grant reviewers will evaluate the concept,

methods of research, budget, and potential outcomes

of the research.

Peer review becomes an essential ingredient in the

career of the individual and influences the direction of

research an individual takes within the profession of

educational psychology. With so much at stake, it is

therefore important that the process be as open as pos-

sible and that it have certain safeguards. Peer review

must be conducted in a manner that respects the

confidentiality of the research and is free from the

reviewer’s personal bias. The feedback must be criti-

cal yet constructive in its nature so that the author

may benefit and so that the profession can be pro-

tected. It is also necessary that it be completed within

deadlines that permit publication in a timely fashion.

Scholars within a profession have the obligation of

investing time to review grants and publications within

the profession. Individual reviewers should know their

limitations when reviewing. They should review only

projects for which they are adequately qualified to ren-

der an informed opinion. In addition, reviewers should

be familiar with the literature in the field, be able to

judge the quality of the manuscript, understand the

methodology implemented, be knowledgeable about

the type of analysis employed, and be capable of eval-

uating whether or not the conclusion is supported by

the evidence. Beyond these requirements, the reviewer

must be able to identify any possible conflicts of inter-

ests that might exist. If a reviewer is working on the

same research as the author, he or she must disclose

this conflict to the editors and either excuse him- or

herself or be certain to review the material objectively

and not use information learned from the review in his

or her own research.

Collaborative Research

Collaborative research has many rewards but poses

interesting challenges. Before research begins, colla-

borators must have the same understanding of the

requirements, and thus, a uniform level of training

and supervision must be in place. This may include

an understanding of welfare of human subjects, ani-

mal subjects, and use of hazardous materials.

When researchers are working together with

others, either on a publication or a grant, the roles and

responsibilities of each researcher must be clearly

delineated. Collaborative activities require the clarifi-

cation of the following issues: Who will submit the

funding proposal? Who will submit the proposal pro-

tocol for evaluation to a subject review board? Who

will store the collected data? Who will have the

authority to make changes in the project? Who will

write the first draft of an article, and who will report

the results of the article? How will intellectual

property rights be distributed? These issues can be

resolved only if effective communication is estab-

lished among the collaborators.

If the collaborative research entails external fund-

ing, financial management can also become an issue.

The Office of Management and Budget produces two

documents, Circular A-21 and A-110, which provide

guidance regarding the financial management. All

members of the collaborative team need to be familiar

with these documents so that they are aware of

allowable expenditures, equipment use, and reporting

procedures.

When research involves the use of materials, it is

necessary to formulate agreements that address how

such materials will be transferred between researchers

and their institutions. This is usually accomplished

through transfer agreements that stipulate the condi-

tions under which the materials can be used and infor-

mation that can be disclosed as a result of their usage.

Protection of Human Subjects

Research that involves human subjects must be

designed and conducted in a way that maximizes ben-

efits to the subjects while minimizing risks. The pro-

cess of ensuring ethical treatment of subjects requires

that all proposed research be scrutinized by a human

subjects review board.

Research practices in the past that failed to protect

subjects led to the need for a formalized method for

evaluating and approving human subject research.

Much of the effort toward protecting human subjects

occurred following World War II. Evidence of atroci-

ties committed during the war and attributed to

research activity led to regulations known as the Nur-

emberg Code. This code and the later Declaration of

Helsinki established an international framework that

defines ethical treatment of human subjects. The Nur-

emberg Code established basic principles that make
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up the expectations for ethical treatment of human

subjects. They include the requirement of obtaining

voluntary consent of the subject, establishing the ben-

efit of the study in relation to risk, avoiding unneces-

sary suffering and injury, requiring adequate facilities

and qualified experimenters, and allowing the subjects

to discontinue involvement at any time.

Even though such guidelines existed as early as

1947, unconscionable research nonetheless occurred

following the war. In the United States, research on

the effects of radiation was conducted on subjects in

hospitals without their consent. In the 1950s and

1960s experiments on the effects of untreated syphilis

were conducted on unsuspecting African American

subjects by the U.S. Public Health Service in Tuske-

gee, Alabama. The resulting concern over these and

other violations of subjects’ rights led to governmen-

tal policy. In 1974 three sets of guidelines were devel-

oped by the U.S. government. First, the Congress

demanded that the Department of Health, Education

and Welfare (now Department of Health and Human

Services) further address standards for involving

human subjects in research. The resulting outcome

was Title 45 of the Code of Federal Regulations, Part

46 (45 CFR 46). In a similar time frame, the Food

and Drug Administration established its own rules for

human subject research (21 CFR 50 and 56). Also in

1974 the National Commission for the Protection of

Human Subjects of Biomedical and Behavioral

Research was established. Following these efforts, in

1991 many federal governmental departments and

agencies adopted a uniform set of regulations known

as the Common Rule, which makes up the guidelines

affecting human subject research (45 CFR 46, Subpart

A-D). The Common Rule requires that studies involv-

ing human subjects be approved by a human subject

review board or other appropriate institutional offi-

cials. The review board also should provide a continu-

ing review, at least once per year, of the approved

research. In some situations, the human subjects

review board may identify research as being exempt

from the federal requirements. The responsibility of

enforcing the Health and Human Services regulations

falls upon the Office for Human Research Protections

in the Office of Public Health and Sciences. To help

ensure that researchers understand the principles of

protection of human subjects, the National Institutes

of Health requires that investigators who submit

a grant application receive training on the protection

of subjects. The Common Rule requires that an

institution that is engaged in federally funded human

subject research must file a Federal-Wide Assurance

of Protection for Human Subjects.

Decisions regarding ethical treatment most directly

spring from the 1979 Belmont Report of the National

Commission for the Protection of Human Subjects of

Biomedical and Behavioral Research. The principles

identified in the report include (a) respect for per-

sons and their right to make autonomous decisions;

(b) beneficence, or the need to maximize benefits while

reducing risks; and (c) justice, or the obligation to dis-

tribute benefits and risks equally among subjects.

Research Involving Animals

Educational psychologists often study the behavior of

animals as a way of understanding principles that

govern human behavior. Because animals cannot con-

sent to becoming subjects and the research may not

benefit them directly, special care must be taken to

ensure their best treatment. Just as in the case of pro-

tecting human subjects, Congress has developed regu-

lations that address the responsible use of animals in

research. Two specific acts, the Animal Welfare Act

(1966, 1970, 1976, 1985, and 1990) and the Health

Research Extension Act (1985), have provided guid-

ance on responsible conduct. The Animal Welfare

Act concerns itself with the transportation, care, and

use of animals in research. The responsibility for the

regulations falls upon the U.S. Department of Agri-

culture (USDA) under Title 9 of the Code of Federal

Regulations. Guidelines were created from work in

the 1950s by the Animal Care Panel, who established

a professional standard for animal care in research.

This work eventually led to The Guide for Laboratory

Animal Facilities and Care, first published in 1963

and now titled The Guide for the Care and Use of

Laboratory Animals. The Public Health Services

(PHS) requires that investigators use this guidebook

when establishing and conducting an institutional pro-

gram of animal research. Just as human subject

research requires an approval board, animal research

has a similar counterpart, the Institutional Animal

Care and Use Committee (IACUC). The PHS defines

animals as any live, vertebrate animals used or

intended for use in research, research training, experi-

mentation, or biological testing or for related pur-

poses. However, educational psychologists intending

to use animals for research should take the broadest

view possible of the definition of an animal and
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should consult with their own institution’s IACUC

regarding their research.

Based upon the 1985 Health Research Extension

Act, PHS Policy, USDA regulations, and the Guide

for the Care and Use of Laboratory Animals, the

IACUC at each institution is empowered to administer

the care and use of animals in the conduct of animal

research. The IACUC has responsibilities for review-

ing and approving all proposals for animal research,

evaluating the animal care program of the institution,

inspecting the facilities, and responding to concerns

about animal care. The IACUC can also exercise

independent judgment to suspend research if the

guidelines for care and use of animals are not fol-

lowed. Federal oversight is also provided by the

Office of Laboratory Animal Welfare and the USDA.

Research must follow the federal government’s

Principles for the Utilization and Care of Vertebrate

Animals Used in Testing, Research, and Training.

These include guidelines on transportation, care, and

use of animals in research; designing research that is

relevant to human or animal health, advancement of

knowledge, or the good of society; use of appropriate

species and the minimum number needed for results;

avoiding or minimizing pain, discomfort, and distress

of the animals; using appropriate sedation analgesia

or anesthesia; painlessly euthanizing animals that are

suffering; feeding, housing, and caring for animals

appropriately; using only qualified and trained person-

nel; and consulting the IACUC about any exceptions.

In addition, a voluntary accreditation program is

administered by the Association for Assessment and

Accreditation of Laboratory Animal Care, a nonprofit

organization that accredits programs that pass

a detailed inspection. The Office of Laboratory Ani-

mal Welfare functions by relying on an assurance or

signed agreement that pledges the institution to com-

ply with all regulations and is monitored through an

annual report. The USDA uses an inspection mecha-

nism to ensure compliance.

Conflict of Interest and Commitment

Because one of the basic elements of research is that

it must be free from bias, it is essential that any possi-

ble conflicts of interest or commitment be identified

and rectified where possible.

Researchers with similar interests may experience

conflict with one another. For example, an educational

psychologist studying a new way of identifying anxiety

will be interested in the research of others on this topic

but may not want to share his or her results until he or

she can be protected by copyright or publication. The

reviewer who is conducting similar research must rec-

ognize a conflict of interest and be certain to protect

the confidentiality of the material being reviewed. Con-

flicts are often inevitable but, in and of themselves,

may not be bad. However, the researcher must be

aware of them and will need to communicate their

existence in order to avoid the perception that the

research is unduly affected by the conflicts.

The most common conflicts include those that result

in financial gain, those that affect work commitments,

and those that involve intellectual and personal matters.

Financial gain comes into play when a researcher

unfairly delays a competitor’s research so that he or

she can gain an advantage. A prime example might be

giving a lower score on a grant review so that one will

have a better chance of getting funding for his or her

similar research. At other times financial gain may not

be a negative event. According to the 1980 Bayh-Dole

Act, investigators and their institutions that receive fed-

eral funding are required to disclose their funding

through publications, copyrights, commercialization,

and other means so that knowledge can be dissemi-

nated to the public. This often will result in financial

benefit in one form or another.

Conflicts of work commitment can occur when the

researcher has committed to more activities than can

be easily accomplished. For example, when an indi-

vidual has accepted too many grants, too many peer

reviews, or too many consultantships, a conflict of

work commitment may exist. When the overcommit-

ment is due to the competing needs of grants, moni-

toring of those activities may be accomplished

through guidelines established by the Office of Man-

agement and Budget in its Circular A-21, which has

regulations on how researchers can spend their time.

Conflicts of a personal and intellectual nature

affect the honest and accurate conducting, reporting,

and review of research. When an investigator draws

conclusions that are based primarily upon personal

opinion or affiliations, bias can be ascribed to the

decision-making process.

Conflicts of all types need to be disclosed to avoid

perception of bias in the reporting of scientific evi-

dence. In the 1990s the federal government developed

policies through the PHS and the National Science

Foundation to address the handling of various con-

flicts. The policies require the researcher to report
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significant conflicts before research is conducted, to

manage conflicts of personal gain by reducing or

eliminating those conflicts, and to provide information

on how the conflicts have been addressed.

Research Misconduct

The volume of research conducted yearly continues to

mount. With so many researchers gathering and

reporting data, it is inevitable that a small number

may engage in unethical practices. Even with so much

research, it has been reported by Nicholas Steneck

from the ORI that misconduct in research is at or

below 1 case for every 10,000 researchers. He warns,

however, that the number of confirmed cases may

be underestimated and that underreporting is to be

expected.

Research misconduct is defined by the Office of

Science and Technology Policy as fabrication, falsifica-

tion, or plagiarism in proposing, performing, or review-

ing research or in reporting research results. This

definition is similar to earlier definitions established by

PHS and the National Science Foundation. Behavior is

considered to meet this definition when it is a signifi-

cant departure from accepted practices, has been com-

mitted intentionally or knowingly or recklessly, and

has been proven by a preponderance of evidence.

Although the federal definition provides a baseline for

identifying abnormal practices, it does not address all

of the subtle variations that constitute unethical behav-

ior as described earlier in this entry. Therefore, many

institutions add to the definition in order to encompass

a broader view of research misconduct.

When an institution receives PHS funding, it must

put in place a system to address accusations of research

misconduct. The mechanism must include the designa-

tion of persons who are authorized to receive and

investigate allegations of misconduct. It must have pro-

cedures for an initial inquiry hearing to determine if

the allegations are of merit. For those situations in

which the allegations seem to be well-founded, the

institutions must have a process to carry out a formal

investigation to discover the truth. There must be poli-

cies authorizing those responsible for the investigation

to impose sanctions or vindicate the researcher and to

report the results of the investigation to the ORI. There

must also be regulations to protect a whistleblower

who provides information in good faith.

William Wiener

See also American Educational Research Association;

Institutional Review Boards; National Assessment of

Educational Progress
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ETHNICITY AND RACE

The effects of race and ethnicity are complex and

multidimensional and have institutional and social

causes. This entry provides definitions for race and

ethnicity in the United States as researchers, scholars,

and institutional agencies currently use the terms.

Although there are both biologically derived defini-

tions and socially constructed definitions, the biologi-

cally derived definitions are being debunked, and

a more complex definition, related to racialization

(i.e., the categorization of people by race, which leads

to racial discrimination) is more widely accepted.

There are still many weaknesses in how researchers

collect information on race and ethnicity, specifically

when relying on definitions provided by the U.S. cen-

sus and assuming that these definitions are consistent.

However, it may be that understanding the fluidity of

these definitions can allow researchers to improve

data collection and data interpretation.

Race, ethnicity, and national origin have a signifi-

cant impact on the life chances or life opportunities of

individuals in the United States, and in the United

States, education has become the means by which it is

believed people gain social mobility—not solely by

what they learn in the classroom but also by the social

networks, prestige, and occupational credentials they

gain by attending institutions of learning. Therefore,

the intersections of race, ethnicity, and national origin

are more profound when the disparities in educational
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achievements by race, ethnicity, and national origin

are considered.

The debate over the racial and ethnic disproportion

in educational achievement has traditionally been

explained by Linda Darling-Hammond as a process of

biological fact. Due in part to the civil rights move-

ment, a growing number of researchers of color, and

a greater focus on institutional inequalities and their

effects, biologically derived explanations for dispari-

ties in educational achievement have given way to

cultural deficiencies explanations. Such perspectives

have been articulated by Richard Herrnstein and

Charles Murray and by Dinesh D’souza. The most

infamous of all these works has been the discredited

Herrnstein and Murray’s The Bell Curve. Most of

these works ignore the historical and systemic social

and institutional barriers that are still in place today.

Defining Ethnicity,
Nationalism, and Race

Within the racialization process of the United States,

Blacks are at the bottom of the racial hierarchy,

Whites are at the top, and other groups are in the

political process of managing their positions away

from Blacks and closer to Whites. Max Weber, who

equated ethnic group identification to a group’s belief

in a shared historical origin and common ancestry,

developed the historical sociological definition of eth-

nicity. In his definition, the emphasis is on belief. An

ethnic relationship is believed to be equivalent to

a blood relationship among the members of the ethnic

group; that is, members of an ethnic group believe

they share a common ancestry with members of the

same ethnicity. This definition of ethnicity has been

broadened to include the belief that a shared culture

can determine an ethnic identity. Looking at ethnic

identity as a process of a shared culture makes ethnic

identity a process of the present-day connections

between members of an ethnic group. Specifically, it

is the culture that they share today that helps to deter-

mine their shared ethnic group identity. Stephen Cor-

nell and David Hartmann have argued that this

emphasis on culture has complicated ethnic identities

and made them less salient. However, even though

cultural interpretations of ethnicity have grown in

prominence, the belief in a common ancestral original

history clearly distinguishes it from other sociocul-

tural groups found in society, such as motorcycle

riders, Goths, or even social class. Ethnicity may be

less salient, but the meanings of ethnic identity are

still important for members of the ethnic groups.

More complex than the definition of ethnicity is

the definition of race. Race has historically been

defined by the perceived visibly distinct physical

characteristics shared, or believed to be shared, by

members of a race, whereas ethnicity has been defined

as a process of belonging, at least contemporarily.

Race is based on what makes others physically differ-

ent and therefore truly not of the same biological ori-

gins. Racial definitions are usually a clearer way of

creating otherness. The biological basis or what a per-

son views as distinct traits between individuals marks

a group as genetically distinct from one’s own, and

ethnicity does not have the same function. According

to Weber, one becomes aware of one’s ethnicity when

one comes into contact with a person not of one’s eth-

nic group. However, a distinct ancestry or history

does not rule out the possibility of some shared blood-

line, even if distant. Race, on the other hand, denies

all but the minimal possibility of shared blood rela-

tionship. It is this outright biological distinctiveness

that is a part of the definition of race that allows not

just for the categorization of different racial groups

but also for the creation of a hierarchy based on the

belief that the visible racial distinctions represent only

the surface of greater, more meaningful differences

among races. In other words, race has historically

assumed a biological distinction, and more impor-

tantly, it has inherently assumed a biological hierar-

chy. Ethnicity, on the other hand, marks cultural

distinctiveness. There is, of course, a cultural hierar-

chy that is manifested by ethnic origins. For example,

English and German ethnicities are usually placed

higher within these categories than Italian or Greek

ethnicity. However, under the proper tutelage, ‘‘bad’’

or ‘‘deficient’’ cultural values can be overcome or

improved. Biological ‘‘deficiencies’’ cannot.

Of course, racial categorization has been a process

that has continuously shifted in its defined lines. More

so today, the biological association that exists with

the term race has been further debunked by the cur-

rent biological research that has shown the biological

insignificance of racial categorization or the socially

constructed nature of racial categories. Michael Omi

and Howard Winant have noted that this has validated

the claims of many social scientists and, furthermore,

allowed for social scientists to show how the defini-

tion of race is clearly tied to shifts in political and

societal needs and values. However, even though the
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definitions of race and ethnicity are constantly rede-

fined over time, these identities have real emotional

and social implications for all the members of society.

Housing, occupational, educational, and health oppor-

tunities are all affected by racial and ethnic status.

Individuals place themselves within the hierarchy

of the racial and ethnic ranks, and much of their psy-

chological identity is based on who they are and what

they believe people assume their racial and ethnic ori-

gins are. Recent studies on ‘‘color-blind racism’’ pro-

vide some insight as to how important race and ethnic

identities are, even for individuals who do not have to

consider or think about their own racial categories.

For example, studies on White undergraduates have

clearly shown a valuing or devaluing of other indivi-

duals based on their ethnic or racial group.

Joane Nagel argues that ethnicity is a core concept,

whereas national and racial categories are aspects of

ethnicity. This definition may be a more appropriate

definition for understanding the racialization process

outside of the United States, and it can provide buf-

fers for new immigrant groups arriving in the United

States. For example, the most important factor for

Africans in determining their reception in the United

States was their race. However, consider the case of

West Indians who are often protected from racializa-

tion in the United States. If they are assimilated into

American society, then for a portion of West Indians,

the effect of racialization outweighs their more favor-

able West Indian ethnicity or that, for some of these

immigrants, their West Indian ethnicity provides some

protection from a Black racialization. Ethnicity may,

therefore, provide a process undergone by new immi-

grant groups in the United States. Specifically, ethnic-

ity may give members of an immigrant group the

ability to integrate successfully within the racializa-

tion process, by buffering some members of the

immigrant group and allowing them to maintain an

ethnic identity and therefore keep themselves from

being considered (racially) Black. Nationalism, or the

concept of a national identity, is a theoretically com-

plicated idea, especially in the United States where

even American Indian identity is proclaimed as

a racial definition instead of a national definition, and

although there may be political reasons for the exclu-

sion of a national identity among American Indians,

the very lack of usage of American Indian nationhood

within the United States, as well as in the rest of the

Americas, makes a national identity foreign or strictly

understood as the identity linked to a territorial space.

However, when the concept of national identity has

been used in the social sciences, it has been closely

linked to the definition of ethnic identity. Nagel, for

example, has defined national identity as chauvinistic,

bordering, and articulating national character through

history and culture for the eventual purposes of creat-

ing statehood or nationhood. What makes Nagel’s

view of ethnicity so important is its ability to incorpo-

rate the global racialization process that took place

during the colonization and postcolonization periods.

During the colonization period, the racial and ethnic

hierarchical concepts from the West were imported

and incorporated throughout the world. In the United

States a northern European supremacy ideology arose;

in Latin America an ideology of approximating or

nearing Whiteness developed; and in Africa a process

of mimicking Europeanness was formed. What the

global colonialization period did was to set up an

internal racial or ethnic hierarchy among the colo-

nized nations and within the individuals in these soci-

eties that has continued during the postcolonial

period. This internalized hierarchy reflects the earlier

colonial Western racial hierarchy, although it is bound

within the specific context of a postcolonial country’s

historical colonial experience. The Western colonizers

developed a colonial administration that provided

opportunities to certain groups within the colonized

nation and allowed for the members of these groups

to establish themselves as superior within the inter-

nally constructed racial strata.

The racialization process becomes more complex

when immigrants from Latin America are considered.

In Latin America, the descendants of the Spanish con-

quistadores were placed on the top of the racial hier-

archy, followed by the mestizos, mulatos, indı̈genas,

and negros. This hierarchy remained in place through-

out the postcolonial period. An interesting phenome-

non of the postcolonial national identity construction

is how the process has developed a pro-Western or

positivist ideology that made Europe the center and

the creator of modern cultural, scientific, and progres-

sive societies. The process that determines one’s

racial position in Latin America may be more com-

plex than that in the United States, but it is still one

that is organized around a White or European

pinnacle.

These complexities of race and ethnicity are exac-

erbated for Latinas/os in the United States. When

Latinas/os arrive in the United States, they are con-

fronted with the fact that they often are not considered

364 Ethnicity and Race



to be White (as they may have been in their nation of

origin), and many, specifically because of their lower

economic status, are considered to be more like

Blacks. Immigrants who come to the United States

must have resources available or a support network

that allows for the migration to take place. Even the

very act of migrating may be indicative of a psycho-

logical orientation that allows for greater risk taking

and, possibly, greater rewards.

The U.S. Census and Race and Ethnicity

The U.S. Census relies on Statistical Policy Directive

No. 15, Race and Ethnic Standards for Federal Statis-

tics and Administrative Reporting, from the Office of

Management and Budget to define race and ethnicity.

Whether they use census data or collect their own data,

many scholars use the U.S. Census definitions provided

in the decennial census. An interesting consequence of

the U.S. decennial census racial and ethnic terms and

definitions is the inconsistencies that can exist from

decade to decade. The consequence is not that there

are changes in the examples used for the racial and eth-

nic categories but that the very definition of a race can

change to include groups previously designated as dif-

ferent, as with Mulattos and Blacks, or to remove

groups that were included in a former census, as with

Indians (Asians) and Whites. These changing defini-

tions over U.S. history has warranted caution on the

part of researchers of race and ethnicity when compar-

ing groups across time and has led credibility to the

constructiveness paradigm of race and how racializa-

tion happens in the United States.

Critical Race Theory

Critical race theory is an important construct in edu-

cation and race. Critical race theory is a perspective

that has been used by academics of color to help

explain, identify, and critique racist elements within

the structure of society. The critical race theory

framework originates from critical theory, which calls

on individuals to actively engage in social critique

and social change. Critical race theory attempts to

transform these institutional and social elements

within the classroom.

Scholars in this area have identified five key ele-

ments to applying critical race theory in the class-

room: (1) the centrality of race and racism and their

intersectionality with other forms of subordination in

education, (2) the challenge to dominant ideology

around school failure, (3) a commitment to social jus-

tice in education, (4) the centrality of experiential

knowledge, and (5) the transdisciplinary perspective.

Racial Beliefs or Racism

One of the consequences of having a racial hierarchy

is how it becomes justified through primordial or cul-

tural deficiencies explanations. The justification of

racial inequalities through primordial explanations

relieves the system of responsibility for those who

benefit from the racial status quo. Thomas Jefferson

found it difficult to dismiss primordial explanations

for Black inferiority even when examples to the con-

trary were abundant. These beliefs are not merely

important when attached to political leaders, but such

beliefs by individuals in society can continue to mani-

fest racial inequalities through the society. Addition-

ally, when primordial or cultural distinctions become

part of a society’s discourse, all members, including

those least aware, become engulfed in its ideological

premises. For teachers, especially White middle-class

teachers, this unconscious or conscious belief about

race can be highly detrimental to a student of color.

Gabriel Aquino
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ETHNOGRAPHY

Ethnography is a term that describes a broad range

of research activities, including both the process of

intensive field research and the textual product repre-

senting the results. Although scholars and practi-

tioners debate the nuances of what constitutes the

method of ethnography, a hallmark of ethnographic

research is long-term fieldwork within a particular

environment, setting, or group of people. Ethnography

has its roots in cultural anthropology and sociology

but is now widely used in many areas of social sci-

ence, including education.

People frequently equate ethnography with qualita-

tive research. However, not all qualitative research

is considered ethnographic. Furthermore, although

ethnographers rely heavily on qualitative techniques,

they incorporate a wide range of information in their

work, including numeric data. This entry discusses

unique aspects of ethnography, as well as issues and

debates on the topic, but first, a brief history of eth-

nography is presented.

History

Ethnography emerged in the study of exotic cultures

in the late 1800s and early 1900s, because the scien-

tific method of hypothesis testing seemed unsuitable

for studying the complexity of human societies. Eth-

nography grew in popularity because it emphasized

listening to group members in natural settings rather

than manipulating subjects under contrived experi-

mental conditions.

Anthropologist Bronislaw Malinowski was an early

pioneer in ethnography, publishing a groundbreaking

study of the Trobriand Islanders of New Guinea in

1922. Almost a half-century earlier, Frank Hamilton

Cushing’s study of the Zuni people of the American

Southwest for the Smithsonian Institution was the first

example of an anthropologist living with the people he

studied for an extended period of time. Sociology also

relies on ethnographic methods. In the 1920s and

1930s, the Chicago School of sociology studied inner

city issues firsthand, such as crime and vice, homeless-

ness, prostitutes, and gangs. Ethnography became pop-

ular in educational research in the 1970s in studies

with school-age students. Schools, classrooms, play-

grounds, and teacher’s lounges constitute some of the

many areas of ethnographic exploration in education.

Unique Characteristics
of the Ethnographic Process

As mentioned at the outset, ethnography as a process

relates to a family of methods involving researchers’

sustained immersion in particular social or cultural

contexts. Specifically, ethnography differs from other

types of research in its study design, the process of

data collection, and the role of the researcher.

The process of ethnography begins with a broad

research question or focus, but the emphasis evolves dur-

ing the course of fieldwork. The design of ethnographic

research does not follow a predetermined course. Instead,

meaning is constructed through an iterative process of

gathering information, refining questions, and analyzing

insights throughout the researcher’s extended firsthand

experiences among community members.

Participant observation is a fundamental method of

gathering ethnographic data. It reflects the research-

er’s active participation in the community’s daily life,

simultaneously experiencing, observing, and record-

ing social interactions among individuals in their nat-

ural environments. Although the unwritten rule in

anthropology has been for fieldwork to extend across

four seasons of a yearlong engagement, studies today

are often compressed into a much narrower time

frame. Modern ethnography, particularly outside of

anthropology, also finds the researcher engaged in

community activities but perhaps not living among

community members. In addition to gathering infor-

mation through participant observation, ethnographers

also learn from interviews, key informants, and tex-

tual and visual materials.
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The ethnographer’s role in pursuing an insider’s

perspective is not that of a detached observer of events.

Instead, the ethnographer is an integral part of con-

structing meaning through actions in the field, personal

observation, and the ethnographic path followed. The

ethnographer enters the community ignorant of the

group’s social practices and must rely on members’

willingness to share their knowledge. As a result, com-

munity members are often referred to as collaborators,

colleagues, or coauthors rather than participants.

Unique Characteristics
of the Ethnographic Product

In addition to aspects of the ethnographic process just

explored, the ethnographic product itself possesses

unique characteristics. Internal validity is the primary

gauge of an ethnographic text’s quality. An ethnogra-

phy must reveal the researcher’s knowledge construc-

tion process clearly enough that readers can evaluate

the text’s claims. An ethnography’s value is in its

ability to provide a thorough, convincing, and richly

detailed presentation of the insider’s view of a specific

situation rather than to generalize findings to other

settings. Furthermore, ethnography’s goal is not reli-

ability or replicability over repeated observations. In

fact, different researchers with different perspectives

could generate multiple ethnographies from a given

research setting. This is not to say that any version

would be acceptable; rather, any one of the many pos-

sible ethnographies would require the researcher to

demonstrate the ethnographic path leading to the

claims made by the text.

Issues and Debates
Surrounding Ethnography

Criticisms of ethnography revolve around the per-

ceived lack of structure surrounding the research pro-

cess, subjectivity involved, and the impossibility of

generalizing results to other contexts. Ethnographers

would argue that these limitations reflect strengths of

the approach relative to hypothesis testing research.

For example, lack of structure in research design

allows for a full range of possible learning to emerge

rather than results limited by the constraints of a spe-

cific hypothesis. Critics also claim that ethnography

lacks sufficient controls for ensuring objectivity.

Again, ethnographers would counter by arguing that

no research is apolitical. They would suggest that all

researchers bring their own biases and perspectives to

their studies, starting with the choices of research

questions and study designs. The ethnographer’s

unique perspective is evident in the text, allowing

readers to judge its influence on the work. Finally,

ethnographers contend that a lack of generalizability

is the price ethnography pays for rich detail and an

in-depth insider’s perspective.

Clearly, ethnography does not seek the same kinds

of knowledge as hypothesis testing research. Ethnog-

raphy has its own unique strengths and limitations.

The strengths of both hypothesis testing research and

ethnography are important to the pursuit of knowl-

edge because neither one alone is appropriate for

addressing the wide range of human issues to be

studied.

Angela K. Murray
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EVALUATION

Evaluation can be defined as disciplined inquiry to

determine the worth or merit of things, where things

may include programs, products, procedures, or

objects. Although there is agreement about the desir-

ability of conducting evaluations that lead to such

value judgments, there are numerous related evalua-

tion activities and models that do or do not do so.

Those have been called pseudo-evaluations because

they lack such judgments. These less-than-formal
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evaluations may be a piece of a larger set of evalua-

tive activities, or they may be self-contained studies

that do not identify the value issues embedded in what

is being evaluated. In addition, it is possible that they

are based on points of view that eschew making judg-

ments of worth. These differences of opinion emerge

from the complexities of defining, implementing, and

reporting evaluation studies as they attempt to deal

with the issues discussed in this entry.

Evaluation and Research

It may be informative to distinguish activities con-

strued as evaluation from those usually associated

with research. Although there is no simple way to dif-

ferentiate between the two, there are three dimensions

on which they may differ. First, an evaluation need

not have as its objective the generation of ‘‘new’’

knowledge. Evaluation is applied; research is basic.

Second, evaluations produce information that is used

to make decisions or form the basis of policy. Evalua-

tions yield information that has immediate use;

research may not. Third, an evaluation should be,

finally, a judgment of worth. True evaluations result

in value judgments; research need not and some

would say should not.

Personnel Evaluations

Personnel evaluations involve making judgments

about an individual’s performance as well as contri-

butions to his or her work while providing guidance

to improve the individual’s performance. Personnel

evaluations intend to be unbiased, moral, reason-

able, sufficient, and precise assessments of an indi-

vidual’s work. Generally, persons are evaluated over

a specified time period with a particular model or

approach.

There are multiple personnel evaluation approaches

and systems. Most systems, however, determine indi-

vidual effectiveness and contributions to their organiza-

tions as they relate to personal goals or workload

agreements. Usually, the evaluations are conducted

with predetermined and agreed-upon instruments, stan-

dardized categories of professional contributions and

growth, and jointly acceptable goals. Scoring rubrics

are applied to each evaluation category. The results of

personnel evaluations are used for decisions about pro-

motion, salary adjustments, additional training, or other

personnel matters.

Program Evaluations

Program evaluations, perhaps the most popular form

of evaluation, are systematic inquiries into the value,

merit, and worth of educational, medical, or training

programs. Proper program evaluations include not

only an estimate of the effects of the program but also

judgments about materials associated with the pro-

gram, possible side effects of the program, and the

worthiness of the goals of the program. Program eva-

luations can determine the quality or effectiveness of

programs and provide ways to improve the program.

For the most part, this encyclopedia entry describes

issues and procedures related to program evaluation

because of its relative popularity.

The Special Place of Goals

Evaluation studies are set in contexts where goals,

standards, outcomes, or similar targets for improve-

ment have been identified. How the goals are articu-

lated and the importance attached to them form the

basis for judging the object being evaluated. It is gen-

erally acknowledged that defining the goals specifi-

cally and rigorously is an essential first step for

defining the program or project and directing the eval-

uation. There are those, however, who would disagree

with the statement and advocate goal-free evalua-

tion—evaluating what has been accomplished rather

than what was envisaged.

Nevertheless, goals are subject to evaluation as

well. A true evaluation makes a judgment of worth

about the goals themselves. That judgment moves the

evaluator away from a ‘‘goal attainment’’ model (no

matter how stated or how determined, the purpose of

the evaluation is to decide whether the goals have

been met), to a more sophisticated evaluative stance.

If, for example, the goals are trivial, it matters not

whether they are met. On the other hand, a program

seeking to promote high standards and attain substan-

tively important goals can be successful even if the

goals are not completely met.

There are positive reasons as well for an evaluator

to make judgments about the goals: It may be the case

that the goals need to be defended. For example, the

goals of subject-matter curricular areas are susceptible

to criticisms about the goals. ‘‘Fuzzy’’ mathematics has

been criticized because hypothetically students do not

learn to compute well. Evolution has been criticized

because it is just a ‘‘theory.’’ On the other hand,
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intelligent design has been trumpeted as a competitor

to evolutionary theory. In each of these cases, an evalu-

ator and an evaluation should have a defense about the

appropriateness of the goals. The needs of students and

learners should dictate the appropriateness of the goals.

The level at which the goals are articulated and to

whom they apply are potential pieces of an evalua-

tion. For example, educational institutions or other

organizations may have goals that are not directly

related to the students they deal with. A college or

university may seek, for example, to increase its

retention rate or aspire to national recognition of its

programs. In achieving those goals, the institution

may not have affected how well a student in that insti-

tution is educated. On the other hand, if the institution

had goals related to a newly defined general education

program, it should have direct effects on students. It

is an important part of an evaluation to determine

who the audience is for both the set of activities and

the outcomes of the evaluation. Those audiences are

called stakeholders in the evaluation literature and

have various degrees of affiliation with the program

and potential impacts, both direct and indirect, from

the program. Also, the goals may be more appropriate

for one group than for another.

If an evaluation focuses on just the stated goals of

a program or project, it is likely to miss important out-

comes. The search for side effects and unintended con-

sequences, both positive and negative, should be as

important a focus for an evaluation as is the judgment

about the goals and the attainment of the goals. For

instance, an increased emphasis on drill and practice in

a mathematics curriculum could have the unintended

effects of increasing or decreasing students’ interest in

the subject or making them more or less able to solve

problems. If a civics curriculum did not include a set

of goals related to civic participation, it would be an

inferior curriculum no matter what else it did. Also, it

might have goals that preclude active civic participa-

tion, in which case it would immediately be considered

undesirable. To the extent possible, a true evaluation

identifies all of the important effects despite whether or

not they are articulated by the goals.

Formative and Summative Evaluation

Whereas the goals of an evaluation are judgments of

worth or value, the roles of evaluation may be either

formative or summative. Formative and summative

distinctions typically apply to the focus and timing of

the evaluation. If the evaluation is focused on the

early stages of a program or project, and the intent is

to provide information to the developer that can be

used to change that program or project, the evaluation

is a formative one. If the evaluation seeks to make

a final judgment about the object, the evaluation is

a summative one. Just as is true for other distinctions,

whether a particular evaluation effort is formative or

summative can be the subject of discussion. Michael

Scriven first made the distinction between formative

and summative evaluations in the late 1960s.

Federal agencies, such as the National Science

Foundation, often expect both internal and external

evaluators of their projects. The roles of these evalua-

tors overlap substantially with the notions of forma-

tive and summative evaluation. Although neither is

necessarily relegated to one approach, the internal

evaluator attends to issues most closely related to for-

mative aspects of an evaluation; the outside evaluator

tends to focus on the summative aspects and the over-

all effects of the program or project.

Change Over Time

The nature of many evaluations is to show change

over time. Some evaluation methodologies provide

baseline data and structure the evaluation to show

growth from that baseline. Perhaps too infrequently,

evaluations are designed to show whether there are

enduring effects as well, by including a long-term fol-

low-up study. When the intent of educational pro-

grams is to produce growth or change, a summative

evaluation should determine the amount or type of

change from the beginning of the program to the end.

Formative evaluations provide direction for improving

the program during the time frame defined by a base-

line and an end point. The summative evaluation is

focused on the difference between the beginning and

the end.

Needs Assessments

New projects or programs should be designed and

implemented to respond to a particular set of needs

for a specific set of purposes. How the needs are iden-

tified and justified are questions of a needs assess-

ment. A needs assessment is an evaluative process

used to determine whether proposed changes are both

merited and necessary. Needs assessments determine

desirable improvements of a program, curriculum, or
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aspects of a professional training and materials associ-

ated with a program. Needs assessments use a variety

of methods to ascertain the conditions that need to be

changed. Those methods include the documentation

of performance, completion of specified tasks, obser-

vations, classroom data, and examination of current

research evidence. Needs assessments evaluate current

practices and determine needs for future trainings or

programs. One set of judgments about the effective-

ness of an intervention involves examining the rela-

tionships between the initial needs assessments and

the end products of the program or project.

A caveat is that needs assessments may not dis-

cover needs. Needs assessments may actually uncover

symptoms of needs in the forms of programmatic pro-

blems or desirable changes sometimes described as

wants. Determining what are wants and what are

needs is an extraordinarily important facet of a needs

assessment.

Costs and Benefits

Because most evaluations are concerned with improv-

ing something and making life better for participants,

it makes sense that, to some greater or lesser extent,

evaluators would adopt utilitarian views of the enter-

prise. To the utilitarian goal of making things better

for more persons, one can add that it is often desirable

to be able to choose among competing alternatives

and determine not only whether the outcomes are

desirable but also whether one is getting the largest

effect for each unit of effort. One way to address such

concerns is through a cost analysis.

Cost analyses take varied forms including cost fea-

sibility, cost-effectiveness, cost-benefit, and cost util-

ity. To assess all of the costs, however, it is necessary

to go beyond financial concerns (what does the pro-

gram cost monetarily) to attempt to measure all of the

costs, including such things as psychological costs, if

any, to participants. In addition, economists talk about

opportunity costs, those costs that are related to what

other things could have been done rather than what

had been done.

Cost analyses, especially cost-benefit analyses, are

not easy things to do. Despite the difficulty of asses-

sing the costs of an educational program or interven-

tion, costs may be easier to delineate than are the

benefits of that program or intervention. Enumerating

benefits can be costly and time consuming. A cost-

benefit analysis is often called for by those who wish

to make the judgments of worth discussed earlier.

Educational programs, for instance, can provide

experiences that have both short- and long-term

effects. Without proper follow-up studies, therefore,

the prudent evaluator may wish not to claim that

a cost-benefit analysis has been conducted.

An evaluator should not eschew cost analyses sim-

ply because they are difficult. Both the effects of the

intervention and the amount of time and money

devoted to the evaluation should be viewed in some

sensible way in terms of whether consumers are ‘‘get-

ting their money’s worth.’’

Professional Organizations

Professional organizations produce and orchestrate

frameworks and structures of professional practice for

evaluations. These organizations function as forums

where professionals discuss varied perceptions and

approaches to conducting evaluations and understand-

ing evaluation processes. Professional evaluation

organizations intend to improve evaluation theory and

practice. At the annual conventions of the American

Evaluation Association, the American Educational

Research Association, and the American Psychologi-

cal Association, professionals present and discuss eva-

luations, evaluation models, and evaluation theories

with the goal of improving practice in mind.

Professional Standards

The professional evaluation standards developed by

the Joint Committee on Standards for Educational

Evaluation are used to guide and structure evaluations

of educational and training programs, as well as other

projects and materials. The standards hold evaluators

accountable for making useful and accurate conclu-

sions of merit and worth of the objects being evalu-

ated. Evaluation standards include utility standards,

feasibility standards, propriety standards, and accu-

racy standards. Utility standards require an evaluation

to be useful to the various participants, audiences, and

stakeholders. The utility of an evaluation depends on

having met the needs of those affected (stakeholders)

by the program or product being evaluated. Feasibil-

ity standards require evaluations to be practical, real-

istic, and sensible. Evaluations, therefore, need to be

conducted with only the necessary levels of assets

such as time, personnel, or materials. Propriety stan-

dards guard the rights of those participating in the
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evaluation. Rules for the study of human subjects and

issues related to confidentiality guide the propriety

standards. Accuracy standards require that conclu-

sions about merit and worth be justified and true.

Conclusions about merit and worth derive from

accurate and defensible evidence collected in the

evaluation.

Even though there are such things as evaluation

standards, evaluators and consumers of evaluations

still need to make judgments about the desirability of

any of the given standards.

A Model for Evaluations

There is a plethora of evaluation models, problems,

and examples. They come from most of the traditional

disciplines of the social sciences, humanities, and, of

course, the field of education. The National Science

Foundation has published a brochure, ‘‘User-Friendly

Handbook for Mixed Method Evaluations,’’ to guide

evaluators who wish to approach an evaluation from

a variety of perspectives. Mixed method evaluations

bridge the gap between those who view evaluations in

terms of social science methods and those who view

them in more ethnographic terms.

Figure 1 suggests one way to define approaches to

evaluation studies. An evaluator chooses one or more

of the existing evaluation models, applies his or her

skills to a problem, and conducts a study within a set of

constraints. The three dimensions are general. The par-

ticular labels represent, more or less, the subset of skills

and problems that will be addressed in an evaluation.

General Models

1. Traditional. An emphasis on consistency between

goals, experiences, and outcomes—goal attainment

models

2. Decision oriented. An emphasis on collecting infor-

mation from a variety of sources to provide a basis

for giving information to decision makers and

improving the program or product

3. Case study. An emphasis on using a variety of

ethnographic methods to understand activities

and values and on being responsive to diverse

audiences

4. Integrative. An emphasis on identifying crucial

issues, side effects, and costs and benefits and mak-

ing defensible value judgments

These models may incorporate different modes of

inquiry. That is, a traditional evaluation focusing on

goal attainment could randomly assign units to some

treatment and determine the effectiveness of that treat-

ment. A case study could include more than one setting

so that comparisons could be made between the effects

in one location versus those in another. The particular

methods of gathering evidence—experimental, quasi-

experimental, and nonexperimental designs—depend

not so much on the model that is adopted as on the

questions being asked and the resources available to

answer them.

Presently there is a major dispute about the desirabil-

ity of using methods other than randomized controlled

trials or experimental field trials in either evaluation or

research studies. Experimentation is called the gold

standard methodology and is placed at the top of a hier-

archy of possible research and evaluation methods.

Experimental studies are considered the most desirable

way to ascertain the impacts of programs and to deter-

mine cause and effect in such studies.

The emphasis on the superiority of experimental

methods has met with considerable criticism. Respon-

sible critics acknowledge the power of experimental

methods in certain settings for specific purposes. It is

generally acknowledged that a well-designed random-

ized controlled trial can ascertain specific effects and

assign cause. However, circumstances surrounding an

evaluation may make it extremely difficult to conduct
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Figure 1 A heuristic for viewing evaluations

Source: Edward Kifer.
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an experiment. For example, the resources available

for an evaluation may not be sufficient to conduct

a randomized field trial. The setting for a program

may preclude the proper implementation of the pro-

gram and, therefore, give erroneous results. It may

not be possible to randomly assign participants to

treatments, for example, to smoking and nonsmoking

conditions. Critics argue that the issue is not the desir-

ability of experimentation; rather, it is determining

the extent to which it is possible, given a particular

setting, to design an appropriate experiment and be

able to maintain its internal validity. The fidelity of

the treatment is essential.

Additionally, not all evaluations are on such a large

scale that the resources are available to conduct either

an experiment or a quasi-evaluation. Evaluations con-

ducted in local settings with limited resources can still

produce important and useful information. School sys-

tems and individual schools may seek information

about one practice or another or about one approach

versus another. The approaches and skills mentioned

here may be sufficient to produce defensible answers

to proposed problems. Big is not always good in

evaluations.

Skills

1. Design. An emphasis on asking appropriate ques-

tions and gathering evidence that responds to those

questions

2. Analyze. An emphasis on procedures and instru-

mentation that are congruent with the proposed

evaluation design

3. Implement. An emphasis on data collection and

data analysis; a search for consistency between this

and (1) and (2)

4. Report. An emphasis on writing for an appropriate

audience; reporting complex results in straightfor-

ward, understandable ways. Differentiating reports

for varied audiences and stakeholders

There is great diversity in what an education evalu-

ator is asked to evaluate. It can be something as short

as a professional development presentation to a huge

curriculum project. Much of the debate about proper

methodology is set in a context of large programs

with substantial evaluation budgets. However, not all

(and probably a small percentage of) evaluations are

of that type. Still, the evaluator has the difficult task

of making sure the evaluation contains a sound set of

potentially answerable questions no matter how

‘‘small’’ the evaluation.

The design of the evaluation follows the questions

to be asked about the object being evaluated. It is, of

course, constrained by the available resources and the

setting in which the evaluation occurs. Still, consis-

tency between what is to be ascertained and how it is

to be ascertained is crucial. Although there are argu-

ments about the efficacy of ethnographic techniques

in evaluation studies, few deny that how a program is

implemented is a crucial factor in its success. The

most obvious way to assess the ‘‘fidelity’’ of the treat-

ment is through observational methods.

Technical concerns are important, too. The proper

selection or construction of an evaluation tool can

influence greatly the results. Sometimes there is little

information to guide the evaluator. For example,

although constructed response items and tasks are

increasingly popular in educational assessment and

evaluation, little is known about how best to design

them. Technical concerns such as reliability, interrater

consistency, and rubric specificity have trumped design

issues. How and what is collected must be congruent

with the goals of the evaluation. Such concerns suggest

a substantial training need of potential evaluators—

technical expertise.

A proper assessment of the evidence is the bridge

between the important questions and the reporting of

the results. An insightful analysis, be it a statistical or

a content analysis, of the evidence provides the means

to inform a variety of audiences of the purposes,

goals, and effects of what is being evaluated. Multiple

methods are often needed to produce the types of evi-

dence needed for a proper analysis of the thing being

evaluated.

Whereas the writer of a typical research article typ-

ically wants it published in a highly ranked, reputable

journal and thus aspires to statistical sophistication

demonstrating the newest techniques, the evaluator

has the task of communicating important findings to

a variety of audiences. Defensible evaluation publica-

tions range from a one-page glossy flyer to a well-

crafted CD. In between are short reports targeting par-

ticular audiences and persons. The evaluator should

choose carefully how to approach a particular audi-

ence and how sophisticated to make the presentation

of the evidence. It should go without saying that the

evaluator tells the same basic story to different audi-

ences, just in simpler or more complex ways.
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Constraints

1. Values. An emphasis on what it means to evaluate

(make judgments of worth); identifying the values

issues embedded in the evaluation, looking at value

orientations, and discerning potential value conflicts

2. Contexts. An emphasis on how a setting of an eval-

uation impinges on what can be done effectively

3. Design. An emphasis on how a design of an evalua-

tion can affect the type and strength of conclusions

that might be reached

It would be interesting to know whether an evalua-

tor has ever believed that he or she has sufficient

resources to conduct the evaluation that is needed.

Although resources, both financial and human, con-

strain what can be done by the evaluator, there are

other constraints as well.

An evaluator should attempt to make judgments of

worth of what is being evaluated. That means it is nec-

essary to identify the values issues inherent in the eval-

uation, through the needs assessment or relevant

professional literature and standards, and make sure that

those issues are addressed in all aspects of the evalua-

tion. The design must include provisions for collecting

appropriate evidence so proper analyses and reporting

of the values issues are a central part of the evaluation.

A good example of how contexts influence what

can be done in evaluations is in the international arena

and the evaluation of educational achievements. Partic-

ipation by countries is often conditioned on observing

traditions about what can be tested and how. On the

home front, one example is what can be taught (e.g.,

evolution in some states). These constraints influence

the very nature of comparative evaluation studies.

Finally, the evaluation question and the design

determine what will be found. What goes in comes

out. The evaluator must recognize that there is

another day and another set of evaluations.

Corrie Orthober and Edward ‘‘Skip’’ Kifer

See also Assessment; Measurement
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EXPERIMENTAL DESIGN

An experimental design is a specific strategy employed

in research to answer a question of interest. In the field

of educational psychology, accumulation of knowledge

is based on research. For example, an educational psy-

chologist may wish to address the question of whether

or not a specific method for teaching mathematics to

primary school children results in superior performance

on a standardized test when contrasted with an alterna-

tive method. Another educational psychologist might

conduct a study to determine whether or not noise neg-

atively affects the reading ability of children whose

school is situated in close proximity to an airport.

The three research strategies typically employed

within the discipline of educational psychology are

observational research, the experimental method, and

correlational research. Whereas observational research

is typically informal and subjective, the experimental

method is formal and objective. Alternatively, whereas

the observational method sacrifices precision for rele-

vance, the experimental method sacrifices relevance for

precision. The use of the term precision in defining the

experimental method implies the two elements of con-

trol and precise quantification, both of which are lacking

in observational research. On the other hand, the use of

the term relevance in defining observational research

reflects the fact that the latter method observes human

behavior in the natural environment as opposed to study-

ing it in under the artificial conditions associated with

the laboratory experiment. A hybrid of observational

and experimental research is the field experiment, which

attempts to utilize experimental methodology to study

behavior in the real world. Correlational research also

attempts to provide some balance between precision and

relevance, in that it can quantify the behavior of people

in the real world, yet at the same time employ statistical

means to impose some sort of control over the phenome-

non being studied. The general subject of experimental

design is most germane to research that employs the

experimental and correlational methods.

Basic Definitions

The British statistician Ronald Fisher was primarily

responsible for developing modern concepts of
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experimental design within the framework of agricul-

tural field experiments he conducted at the Rothamsted

Experimental Station in England during the period

1919 to 1939. Among other things, Fisher introduced

the concepts of randomization; blocking, which can be

employed to control for extraneous variables; and fac-

torial designs, which allow the researcher to simulta-

neously study the impact of multiple variables.

Regardless of the experimental design one employs,

prior to conducting a study a researcher should specify

a methodology that optimizes his or her ability to uti-

lize the appropriate type of data to answer the question

of interest in as efficient and precise a manner as possi-

ble. Among other things, sound experimental design

involves identifying and controlling for potential

sources of unwanted variability, as the latter can com-

promise one’s ability to identify a cause-effect relation-

ship between the variables of interest. It is important to

note, however, that ethical and institutional considera-

tions will often impose practical limitations on the type

of research deemed acceptable. Consequently, the chal-

lenge to any researcher will be to design an ethically

acceptable study that provides experimental control,

yet at the same time has enough experiential realism

such that the researcher will be able to generalize the

behavior of subjects beyond the environment in which

they are studied.

The most common type of hypothesis evaluated

within the context of an experiment is a prediction

regarding the relationship between two variables—

specifically, an independent variable and a dependent

variable. The independent variable is commonly

referred to as the experimental treatment, because it

represents whatever it is that distinguishes the groups

employed in an experiment from one another. The

number of groups employed in an experiment repre-

sents the number of levels of the independent variable.

The measured responses of the subjects in an experi-

ment represent the dependent variable, and if the

experimenter’s hypothesis is accepted, the magnitude

of subjects’ scores on the dependent variable should

depend on the level of the independent variable to

which subjects were exposed.

True Experiment
Versus Natural Experiment

A distinction is often made between a true experiment

and a natural experiment (which is often referred to

as an ex post facto study). The true experiment (which

is referred to also as a true experimental design) is

considered the gold standard of experimental design.

In the simplest type of true experiment, subjects are

randomly assigned to either an experimental group or

control group. The experimental group only is intro-

duced to a specific treatment manipulated by the

experimenter to determine whether or not the treat-

ment influences the behavior of subjects with respect

to the response of interest, which will represent the

dependent variable.

Although, because of practical or ethical considera-

tions, it may not always be possible for a researcher

to design a true experiment, the latter type of experi-

ment optimizes one’s ability to identify an existing

cause-effect relationship between an independent and

dependent variable, as well as to rule out one or more

alternative hypotheses. The defining characteristics of

a true experiment are that each of the subjects is ran-

domly assigned to one of two or more groups and that

the independent variable is manipulated by the experi-

menter. Random assignment optimizes the likelihood

the groups will be equivalent to one another prior to

the introduction of the experimental treatment.

At the conclusion of a true experiment, a researcher

employs an inferential statistical test to determine

whether or not there is a statistically significant differ-

ence between the mean scores of the two groups on

the dependent variable. If a significant difference is

obtained, it is likely to be due to the independent vari-

able. It is important to note, however, that sound

experimental design is a prerequisite for meaningful

statistical analysis. A statistical procedure applied to

a faulty experimental design will, for all practical pur-

poses, be useless, because such a procedure is little

more than an algorithm that is incapable of judging

the suitability of its use.

To illustrate a true experiment, assume 100 stu-

dents are randomly assigned to two different groups,

each of which will be taught mathematics by one of

two methods to be identified as Method A versus

Method B. It will be assumed that all 100 students

will be taught in the same school at approximately the

same time of day (specifically, one class at 10 a.m.

and the other at 11 a.m.) by the same teacher. Note

that random assignment of subjects to the groups opti-

mizes the likelihood that before being introduced to

the two teaching methods (which will represent the

independent variable), the two groups will be equiva-

lent with respect to, among other things, math

achievement (which will represent the dependent
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variable). At the conclusion of the study, if students

taught by Method A perform significantly better on

a standardized math achievement test than students

taught by Method B, the researcher would have

a strong basis for concluding that Method A is supe-

rior to Method B for teaching mathematics.

The feature that distinguishes the true experiment

from the natural experiment is that in the natural

experiment, subjects cannot be randomly assigned to

a group. This is because in a natural experiment, the

variable that distinguishes the groups from one

another is not manipulated by the experimenter but

instead is a preexisting subject characteristic, such as

one’s gender or race. Although some researchers

employ the term independent variable to refer to the

variable that distinguishes the groups from one

another in a natural experiment, others limit the use

of the terms independent and treatment variable to

the grouping variable employed in a true experiment.

Consequently, terms such as subject variable or attri-

bute variable may be used to designate the grouping

variable employed in a natural experiment.

To illustrate a natural experiment, let us assume an

educational psychologist wishes to compare the effi-

cacy of the educational systems of two towns, Town

A versus Town B, each of which comprises 1,000 stu-

dents. The psychologist conducts a study in which he

or she compares the scores of students in the two

towns (which will represent the independent/grouping

variable) on a standardized academic achievement test

(which will represent the dependent variable). Results

show the average score of students in Town A is sig-

nificantly higher than the average score of students in

Town B. Because the subjects employed in the study

were not randomly assigned to the two groups (i.e.,

towns), the researcher will not be able to conclude

that Town A has a superior educational system.

Although the observed difference in academic

achievement may, in fact, be due to Town A having

a superior educational system, extraneous variables

(such as socioeconomic status, environmental condi-

tions, etc.) could also account for the difference. Any

extraneous variable that is beyond the control of an

experimenter by virtue of the fact that subjects are not

randomly assigned to groups represents a potentially

confounding variable. A confounding variable is any

variable that systematically varies with the different

groups. Because subjects are not randomly assigned

to groups, the natural experiment is much more sub-

ject to confounding than the true experiment, and

because of the latter, if a difference between groups is

obtained in a natural experiment, it does not allow

a researcher to draw conclusions regarding cause and

effect. For example, in the study under discussion, it

is possible that the parents of students in Town A pro-

vide their children with more intellectual stimulation

outside of the classroom than do the parents of stu-

dents in Town B, and it is the latter variable, rather

than the different educational systems, that is primar-

ily responsible for the superior academic performance

of students in Town A.

In the final analysis, the type of information one

can acquire from a natural experiment is correlational

in nature. Correlational information only allows

a researcher to conclude a statistical association exists

between the grouping variable and the dependent vari-

able. Thus, given the design of the study that was con-

ducted, although the researcher can conclude that

higher academic achievement is associated with Town

A, he or she cannot pinpoint the cause of the difference.

It should be noted the most elementary type of cor-

relational design involves evaluating the scores of

subjects on two variables to determine whether or not

they are statistically associated with one another. A

major goal of such research is to determine whether

a subject’s score on one of the variables, referred to

as the criterion variable, can be predicted from his or

her score on the other variable, referred to as the pre-

dictor variable. For example, a correlational design

might investigate whether there is a predictive statisti-

cal relationship between the number of out-of-class

activities a student participates in and a student’s

grade point average. More complex correlational stud-

ies can be designed that involve more than one pre-

dictor variable and one or more criterion variables.

Internal Versus External Validity

An experiment is said to have internal validity when

its design is such that the researcher can rule out the

likelihood of confounding variables. Although even

with random assignment of subjects to groups there

still remains the possibility of confounding, the latter

is minimal, and consequently, in contrast to the natu-

ral experiment, a true experiment will typically be

viewed as having internal validity. Consequently, if

a significant difference on the dependent variable

is observed between groups in a true experiment,

a researcher will be able to argue the difference is due

to the independent variable.
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If the results of an experiment can be generalized,

it is said to have external validity. More specifically,

if the behavior of subjects on the dependent variable

can be generalized to other persons, places, and time

periods, a study will have external validity. Realisti-

cally, however, the external validity of most experi-

ments will be limited, in that the degree to which the

results of a study may be generalized will typically

be limited to individuals who are comparable to the

subjects employed in the study. Additionally, when

a study is conducted in a laboratory or some other

controlled setting, the results may not generalize to

the behavior of people outside of such settings. As

noted earlier, a researcher will be challenged to design

a study that achieves a reasonable balance between

experimental control and experiential realism. Typi-

cally, the greater the internal validity of a study, the

lower the external validity, and vice versa. With

respect to the latter, the true experiment is often

depicted as being high in internal validity yet low in

external validity, whereas observational research is

depicted as being high in external validity yet low in

internal validity.

Threats to Internal Validity

Donald Campbell and Julian Stanley made an impor-

tant contribution to the literature on experimental

design when they made a distinction between preex-

perimental designs, quasi-experimental designs, and

true experimental designs. These authors noted that

unlike the true experimental design, both preexperi-

mental and quasi-experimental designs lack internal

validity by virtue of the fact that subjects are not ran-

domly assigned to experimental conditions or because

a study lacks one or more control groups. A study

characterized by either of the latter will not allow

a researcher to effectively isolate cause and effect with

respect to the relationship between the independent and

dependent variables. Lack of internal validity associated

with preexperimental and quasi-experimental designs

can be traced primarily to the potential impact of the

following potentially confounding variables: history,

maturation, instrumentation, statistical regression, and

mortality.

History can be defined as events other than the

independent variable that occur during the period of

time that elapses between a pretest and a posttest on

a dependent variable. To illustrate the potential

impact of history as a confounding variable, consider

a hypothetical study that represents an example of

a one-group pretest-posttest design, which is one

example of a preexperimental design. Assume that

100 high school juniors are administered the SAT

exam in September (which represents the pretest),

after which they take a 3-month course designed to

improve SAT performance. The students are then

administered the SAT again in January (which repre-

sents the posttest). In the study, the SAT course can

be viewed as representing the independent variable

(i.e., the experimental treatment) and the difference

between the pretest and posttest scores of the students

as the dependent variable. If, in fact, students’ January

SAT scores are significantly higher than their Septem-

ber scores, the researcher might be tempted to attri-

bute the increase to the SAT course. One cannot,

however, rule out the possibility the increase might

have been due to some other variable that was also

present between September and January. For example,

it is possible that during the 3 months students were

enrolled in the SAT course, their classroom teachers

presented lessons that were responsible for the

increase in SAT performance. Consequently, without

a control group composed of a comparable group of

students who also took the SAT in both September

and January but who did not take the SAT course,

one would not be able to effectively rule out history

as a potentially confounding variable.

A second threat to internal validity is maturation,

which refers to developmental changes of a biological

or psychological nature that occur within an organism

as a result of the passage of time. Among other

things, during the course of a study (which can be

brief in duration or span a period of many years) sub-

jects may grow stronger, become more or less agile,

become fatigued, or become more or less intelligent.

To illustrate the potential impact of a maturational

variable on a dependent variable, assume 100 two-

year-old children, who are identified, based on a pre-

test, as below average in visual-motor coordination,

are provided with physical therapy. After 6 months of

physical therapy (which represents the treatment vari-

able), the posttest scores of the children are signifi-

cantly higher than the pretest scores. Although one

might surmise the physical therapy was directly

responsible for the change in visual-motor coordina-

tion (which represents the dependent variable), it is

entirely possible the improved performance of the

children could have been due to physical maturation

and that, in fact, the physical therapy had little or
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nothing to do with the change in visual-motor coordi-

nation. Consequently, without a control group of chil-

dren who were not provided with physical therapy,

the researcher would not be able to effectively rule

out maturation as a potentially confounding variable.

Instrumentation refers to inconsistencies with

respect to the accuracy of the instruments employed

to measure a dependent variable over a period of

time. Such things as instrument malfunction or fatigue

or boredom on the part of human observers charged

with recording the responses of subjects are instru-

ment-related examples that can compromise the inter-

nal validity of a study. Statistical regression is the

phenomenon that a subject who obtains an extreme

pretest score on a dependent variable will be more

likely to yield a posttest score on the same variable

that is closer to the mean. Consequently, in some

instances, a change in a subject’s posttest score can

be the result of regression toward the mean rather

than due to a treatment variable presented between

the pretest and posttest. Another threat to internal

validity is subject mortality. Specifically, rather than

the treatment variable, differential loss of subjects in

two or more groups during the course of a study may

be responsible, in some instances, for a between-

groups difference on a dependent variable.

Common Designs

In most cases the primary reason a design is catego-

rized as a preexperimental design is because it lacks

a control group. Yet in spite of the limitations associ-

ated with a preexperimental design, an educational

researcher may occasionally employ such a design

because ethical or other considerations may make it

impossible or impractical to use a quasi- or true

experimental design. A quasi-experimental design is

more likely to be employed in educational research

than is a preexperimental design, even though the

internal validity of such a design is also compromised.

In most instances, lack of random assignment is

responsible for compromising the internal validity of

a quasi-experimental design. Because many educa-

tion-related issues are difficult to study through use of

a true experimental design, a researcher may have no

choice but to use a quasi-experimental design to

investigate a hypothesis of interest. Typically, such

designs will contrast the performance of two or more

intact groups, such as students in different classes or

towns. Use of preexisting groups in the latter type of

situations does not allow a researcher to assume

equivalence, as there is no reason to believe the dif-

ferent groups represent random samples.

A hypothetical study will be described that repre-

sents an example of a nonequivalent control group

design, which is one type of quasi-experimental

design. Assume two classes of 100 students in the

same school are taught mathematics at approximately

the same time of day by the same teacher. One class

is taught by a method to be identified as Method A,

whereas the other class is taught by a different

method, to be identified as Method B. At the begin-

ning of the school year, students in both classes are

administered a standardized math achievement test

that will represent a pretest measure of the dependent

variable. The different teaching method each class is

exposed to will represent the independent variable. At

the conclusion of the school year, both classes are

administered a posttest on the dependent variable. A

determination with respect to whether one teaching

method is superior to the other is based on the differ-

ence between the pre- and posttest scores of the two

classes. At the conclusion of the study, a change score

is computed for each student by computing the differ-

ence between a student’s pretest and posttest scores

(it will be assumed that both classes exhibit superior

performance on the posttest). If the mean change

score of students in the class that was taught by

Method A is significantly greater than the mean

change score of students who were taught by Method

B, one might be tempted to conclude that Method A

is superior to Method B. The latter conclusion, how-

ever, could be challenged by virtue of the fact that

students were not randomly assigned to the two clas-

ses. For instance, there is the possibility that during

the school year, the students in the class taught by

Method A were more likely to have been exposed to

conditions outside of the classroom that were condu-

cive to increasing their skills in mathematics. If, on

the other hand, students had been randomly assigned

to the two classes at the beginning of the year, the

likelihood of the latter would be minimal, and conse-

quently, the design of the experiment would then con-

form to the requirements of a true experimental

design. More specifically, use of random assignment

would transform the design into a pretest-posttest con-

trol group design, which is one type of a true experi-

mental design.

Another example of a quasi-experimental design is

a time-series design, in which multiple measures are
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obtained on a dependent variable before and after an

experimental treatment. One type of time-series

design is the multiple time-series design in which

multiple measures on a dependent variable are

obtained for two intact groups (i.e., groups that are

formed on the basis of nonrandom assignment) before

and after one of the groups is exposed to some inter-

vention. For example, academic achievement scores

might be obtained for a cohort of students for each

year during a period 5 years before and 5 years after

the introduction of a new curriculum in a school dis-

trict. The latter scores are then compared over the

same time period with the scores of what is consid-

ered to be a comparable cohort of students in another

school district that did not implement the change in

curriculum.

Another type of design that is often categorized as

a time-series design is a single-subject design. This

design is commonly employed with a single individ-

ual in order to demonstrate the efficacy of a behavior

modification procedure on some form of maladaptive

behavior. For example, in an ABAB design, a baseline

measure of the maladaptive behavior is obtained

during the initial time period, labeled A. During the

second time period, labeled B, the treatment is admin-

istered and if successful, there will be a decrease in

the frequency of the behavior. To confirm the treat-

ment was responsible for the decrease in the behavior

during time B, it is withdrawn during the third time

period, labeled A. During the final time period,

labeled B, the treatment is reintroduced in order to

permanently eliminate the maladaptive behavior.

Although not categorized as time-series designs,

longitudinal and cross-sectional designs are also

employed in educational research to evaluate subjects’

behavior over a prolonged period of time. The longi-

tudinal design typically involves a large cohort of

subjects who are repeatedly evaluated in order to

determine whether or not change occurs with respect

to a variable of interest with the passage of time. As

an example, to determine whether or not intelligence

changes during the course of one’s lifetime, a cohort

of individuals may be administered an intelligence

test every 10 years. The same question can also be

addressed through use of the cross-sectional design,

which evaluates multiple cohorts comprising subjects

of different age levels with respect to the variable of

interest. For example, a researcher might compare the

scores on an intelligence test of cohorts comprising

individuals who are 10, 20, 30, 40, 50, and 60 years

of age. Because nonrandom subject mortality and his-

torical variables can compromise the internal validity

of longitudinal and cross-sectional designs, respec-

tively, neither conforms to the requirement of a true

experimental design.

A common distinction in designing an experiment

is that between an independent and dependent sam-

ples design. In an independent samples design, each

group comprises different subjects, whereas in

a dependent samples design, the same subjects are

exposed to all of the experimental treatments. A

dependent samples design can also involve matching

or blocking subjects. Matching subjects requires that

a researcher initially identify one or more variables

that are positively correlated with the dependent vari-

able. Such a variable is referred to as a matching vari-

able. To illustrate, consider an experiment composed

of two experimental conditions in which a researcher

stipulates that 10 subjects will serve in each condition.

To match subjects, the researcher initially selects 10

subjects to serve in Condition 1. The researcher then

identifies 10 different subjects to serve in Condition

2, with the stipulation that each subject in Condition 2

is comparable to one of the subjects in Condition 1

with respect to the matching variable (e.g., intelli-

gence). The latter study, which will comprise 10 pairs

or blocks of subjects, is evaluated as a dependent sam-

ples design. Although a dependent samples design is

more sensitive than an independent samples design in

identifying treatment differences, it is less commonly

employed due to the practical problems associated

with employing subjects in two or more conditions or

in matching subjects.

The design of an experiment can be considerably

more complex than what has been described up to this

point. An example of a more complex design com-

monly employed in psychological research is the

factorial design, which is able to simultaneously eval-

uate the impact of two or more independent variables

on one or more dependent variables. A major advan-

tage of the factorial design is it allows the researcher

to identify an interaction between variables. An inter-

action is present when subjects’ performance on one

independent variable is not consistent across all the

levels of another independent variable.

David J. Sheskin

See also Descriptive Statistics; Inferential Statistics;

Scientific Method; Statistical Significance
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EXPERT TEACHERS

A number of forces concerning educational policy

have come together to raise the awareness and

research concerns over the identification and prepara-

tion of expert teachers for America’s school systems.

Criteria for identifying expert teachers are being iden-

tified and studied from different perspectives, includ-

ing those of teachers, principals, and students, and

then examined closely as these research findings are

applied to the preparation of future teachers and the

induction of beginning teachers into the schools.

No Child Left Behind

There are two major components of the No Child Left

Behind (NCLB) legislation that dominate current dis-

cussions related to K–12 education. The first is the

closing of the achievement gap between groups of

students, by focusing on standardized achievement

tests of student knowledge and skills each year to pro-

vide an index of adequate yearly progress (AYP) for

students in U.S. schools. The repercussions of failure

to make AYP are severe and have dramatically chan-

ged curricula and teaching practices as teachers and

administrators focus on preparing students to succeed

in the local testing setting that varies state to state.

In 2001, President George W. Bush enacted NCLB

legislation, which reauthorizes the Elementary and

Secondary Education Act of 1965. These reforms were

intended to increase accountability for states, school

districts, and schools; provide greater choice for par-

ents and students; give more flexibility to states and

local educational agencies in the use of federal educa-

tion dollars; and put forth a greater emphasis on evi-

dence-based teaching methods that increase student

academic achievement (Executive Summary). To meet

many of these intents, NCLB calls for an increase in

the number of highly qualified teachers in the class-

room (Section 2101). Whereas much debate in the lit-

erature exists about the definition of highly qualified

teachers (also referred to as excellent teachers, effec-

tive teachers, and expert teachers), according to the

NCLB legislation, a highly qualified teacher

• holds a bachelor’s degree;
• is certified or licensed in his or her state;
• has demonstrated subject matter competence, as

defined by the state in each of the core academic

subjects he or she teaches; or
• does not have certification or licensure requirements

[because they were] waived on an emergency, tem-

porary, or provisional basis (Section 1901).

Defining Expert Teachers

Aside from the NCLB definition of expert teachers,

many researchers have attempted to define the quali-

ties of excellent teaching. In addition to determining

the attributes of excellent teachers, researchers have

examined the extent to which preparation helps tea-

chers become excellent teachers as measured by stu-

dent achievement. For instance, researchers have

found that content preparation is positively related to

student achievement in a curvilinear manner in which

a threshold exists beyond which preparation is not sig-

nificant in predicting student achievement. However,

other research has indicated that for higher-level

courses (usually in high schools), the amount of con-

tent training a teacher has had becomes very impor-

tant. Although teachers often are required to be tested

by their state to indicate competency, studies have

reported more frequently that course-taking is a better

indicator of teacher excellence than are teachers’ test

scores alone. This is probably because teacher assess-

ments have not been adequately designed to accu-

rately gather authentic measures of critical thinking,

problem representation, pedagogy, and actual teaching

practices.

The debate regarding the assessment of teacher

effectiveness is whether coursework in education

is more important than subject-matter coursework
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completed in arts and sciences and related areas. Sev-

eral studies have demonstrated that, indeed, education

courses are more critical to teaching than are subject-

matter courses. A different perspective places value

on both pedagogical knowledge, as gained from edu-

cation courses, and subject-matter knowledge where

an interaction between the two exists. Finally, at the

other end of the continuum are studies that have

found that students demonstrate greater achievement

when taught by teachers who are certified in their

field, who have earned a master’s degree, or who are

enrolled in graduate courses. However, when examin-

ing this research, it is important to remember that the

schools in which students are often failing are the

schools in low-income neighborhoods where multiple

languages are spoken and where a larger proportion

of teachers are less qualified, less experienced, and

more often teaching out of their certification area. As

research has shown, many qualified teachers teach

in schools where students are from a higher socio-

economic status. Thus, when examining teacher

effectiveness, one must account for the complex rela-

tionship between teacher qualification and experience

and student socioeconomic status.

The argument that effective teachers are those who

are certified in their field, have a master’s degree, or

are enrolled in graduate studies follows the line of

research about experts in general. Literature on

experts indicates that experts have more domain-

specific knowledge, the ability to form more accurate

and better problem representations, the capacity to

recognize problem-types, and the skill to be forward-

working and top-down processors. Moreover, the

research on expertise demonstrates that experts self-

regulate and, as a result, are more flexible and can

change representations faster. They also impose auto-

maticity of lower-level cognitive processes, which

frees memory capacity for more complex information.

Finally, experts are experts in a specific domain; they

are not experts in everything.

Researchers in the field indicate that defining an

excellent teacher is difficult for a number of reasons.

First, unlike fields with competitions or tournaments

that identify an expert (e.g., chess and bridge), there

exists no such process in education. The closest objec-

tive measurement is student performance on standard-

ized achievement tests. Yet, this measurement of

expertise is confounded by the entry characteristics of

the students when the teacher receives the students

assigned to him or her, not to mention the issue of

socioeconomic status and other factors confounded

with test scores.

National Board-Certified Teachers

A close approximation to an objective measurement

of teacher expertise is board certification, created by

the National Board of Professional Teacher Standards

(NBPTS). Research from this elaborate and multifac-

eted process found that there were 13 prototypical

features of expert teachers. The features are as

follows:

1. Better use of knowledge

2. Extensive pedagogical content knowledge, including

deep representations of subject-matter knowledge

3. Better problem-solving strategies

4. Better adaptation and modification of goals for

diverse learners and better skills for improvisation

5. Better decision making

6. More challenging objectives

7. Better classroom climate

8. Better perception of classroom events and better

ability to read the cues from students

9. Greater sensitivity to context

10. Better monitoring of learning and providing feed-

back to students

11. More frequent testing of hypotheses

12. Greater respect for students

13. Display of more passion for teaching

These NBPTS attributes of expert teachers are consis-

tent with the attributes of expert teachers identified by

researchers in the field.

A Qualified Teacher
in Every Classroom

According to NCLB regulations, the subject-matter

competence for elementary teachers is defined by

a state test of the basic elementary school curriculum

and the state’s high, objective, uniform, state standard

of evaluation (HOUSSE). Secondary teachers respon-

sible for core academic subjects, such as English, read-

ing or language arts, mathematics, science, history,

civics and government, geography, economics, the
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arts, and foreign languages, must demonstrate compe-

tence in the content area(s) they are teaching. For

secondary teachers, subject-matter competence must

be met in each core academic subject they teach. This

can be met by passing a state test in each subject or

by completing an academic major, graduate degree,

coursework equivalent to an undergraduate degree,

or advanced certification. This competence can also

be met by completing the state’s HOUSSE in that

subject.

The criteria for the HOUSSE (see the NCLB

Toolkit)

• are set by the state for grade-appropriate academic

subject-matter knowledge and teaching skills;
• are aligned with challenging state academic content

standards and student achievement standards and

developed in consultation with core content specia-

lists, teachers, principals, and school administrators;
• must provide objective, coherent information about

the teacher’s attainment of core content knowledge

in the academic subjects in which a teacher teaches;
• are applied uniformly to all teachers in the same

academic subject and the same grade level through-

out the state;
• take into consideration, but are not based primarily

on, the time a teacher has been teaching the aca-

demic subject; and
• are made available to the public upon request.

Beyond Pedagogy

Beyond general pedagogical knowledge and pedagog-

ical content knowledge, other characteristics have

been deemed important in excellent teaching. For

instance, studies of the many kinds of knowledge

attributed to teachers’ effectiveness have revealed the

following qualities and qualifications: general aca-

demic and verbal ability, subject-matter knowledge,

knowledge about teaching and learning, teaching

experience, and the set of qualifications measured

by teacher certification in addition to traits such as

enthusiasm, perseverance, flexibility, and concern for

children. Studies also show that effective primary tea-

chers utilize more engaging activities, demonstrate

greater enthusiasm about the subject matter, hold

higher expectations, praise student achievements, and

encourage self-regulation. Studies have also found

that being child-centered, being able to motivate stu-

dents, showing empathy, and demonstrating consis-

tency could increase the success of teachers.

Quantitative Definitions
to Expertise in Teaching

Two quantitative approaches have been used to iden-

tify and define expertise in teaching. Value-added

modeling is based on a statistical procedure that was

used to analyze data related to the characteristics of

a group of Tennessee teachers who consistently dem-

onstrated student learning.

Growth curve modeling employs a regression anal-

ysis to predict student learning over three points in

time and then compares predicted student achieve-

ment levels with actual student achievement. Those

teachers who produced higher levels of student

achievement than predicted were examined for char-

acteristics that contributed to expertise in teaching, as

measured by student achievement.

Both of these approaches are valuable tools

researchers can use to examine patterns of teacher

expertise while also attempting to account for student

characteristics.

Elementary and
Secondary Expert Teachers

Researchers have also distinguished between expert

teachers in the elementary versus secondary grades

because of the inherent differences between the struc-

tures of many of these typical classrooms. Specifi-

cally, teachers in the elementary grades are often

responsible for the total curriculum, except for special

areas such as music, art, and physical education. On

the other hand, a secondary teacher may be responsi-

ble only for a specific content area although there

may be different courses assigned within one general

area, such as mathematics, algebra, and geometry.

Teachers at the primary level may be teaching a group

of 25 students for the entire day, whereas secondary

teachers may be teaching five different classes of 25

students a day. Differences in classroom management,

discipline as well as transitioning from one topic to

another, will vary with the age of the students and the

content areas. Relationships between the teacher and

the students will also vary due to the time together in

the classroom and the nature of the relationships

developed. Although there are clear differences in the

issues faced by teachers of second versus tenth gra-

ders, there are also common elements of successful

teaching practices shared across these two different

settings.
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The Teachers for
a New Era Initiative

In 2001 the Carnegie Corporation, along with addi-

tional funding from the Annenberg and Ford founda-

tions, launched the Teachers for a New Era (TNE)

initiative, which focused on the preparation of excellent

teachers based on three fundamental design principles:

evidence-based decision making, the engagement of

arts and sciences faculty in the preparation of teachers,

and the preparation of teachers through clinical practice

and a systematic induction process for beginning tea-

chers in their first teaching assignments.

Eleven colleges and universities across the United

States were funded to follow these three principles

and provide evidence of the development of excellent

teacher preparation programs to be replicated and

extended. The criteria for demonstrating the prepara-

tion of expert teachers is demonstrable pupil learning,

that is, the evidence that the teacher has consistently

demonstrated that his or her students learn, as mea-

sured by a valid and reliable measure of academic

achievement. Although this national initiative holds

great promise for establishing further evidence on the

preparation of expert teachers, as measured by their

impact on their students’ learning, it is too early to

judge. Changes in curriculum in preparing teachers

were initiated only several years ago and the effects

of these changes will not be available until these new

teachers of TNE programs have completed their train-

ing and been given ample time to refine their knowl-

edge, skills, and dispositions as they directly influence

student learning for several more years. However, this

initiative holds great promise because of the consis-

tency of the application of the design principles and

the focus on demonstrable pupil learning as the crite-

ria for determining expertise in teaching.

International Perspectives

Studies have indicated that definitions of excellent

teaching have been problematic because excellent

teaching is contextually and culturally defined. For

instance, in the United States, participatory learning is

considered a strategy of excellent learning. In China,

however, where students are deferent to their teachers,

participatory learning is considered to be disrespect-

ful. Additionally, in some countries, such as Taiwan,

where texts are selected and teachers are given one

national curriculum, teachers’ expertise in teaching

and learning is very difficult to measure or evaluate.

Similarly, several studies have pointed out that excel-

lent teachers in urban schools must possess domain

knowledge in urban culture, urban political economy,

community, and social service support networks.

Expert Teachers
at the College Level

While student performance in high-stakes testing

often determines the effectiveness of teachers at the

K–12 level, student ratings have a significant impact

on the evaluation of teachers and their effectiveness

in higher education. For numerous years, students

have been asked to identify characteristics of effective

teachers. Effective teachers at the college level have

been studied since the 1950s, and the characteristics

have differed minimally. One study found that five

characteristics of effective teachers were frequently

cited as follows: capture students’ attention, stress

important material, make good use of examples and

illustrations, inspire class confidence in their knowl-

edge of the subject, and provide clear explanations.

Another study of undergraduates indicated that a

thorough knowledge of content matter, as well as

preparedness, organization, enthusiasm, and student-

orientedness, were critical in teaching expertise.

Scott W. Brown and Paula Johnson

See also Effective Teaching, Characteristics of; Teaching

Strategies
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EXPLICIT MEMORY

Explicit memory refers to the consciously mediated,

deliberate attempt to retrieve a memory from the past.

Explicit memory is critically important in educational

psychology because the most conceptual learning by

students and testing of knowledge by teachers engage

explicit memory encoding and retrieval processes. In

this entry, the major factors influencing explicit mem-

ory that are educationally relevant are reviewed, fol-

lowed by a description of the educational implications

of explicit memory processes.

Factors Affecting Explicit Memory

Explicit memory is generally measured by one of two

types of memory tasks: recognition or recall. Com-

mon classroom recognition tasks are multiple-choice

and true-false questions; common classroom recall

tasks are fill-in-the-blank questions and essays. In

general, both recognition and recall are enhanced

more by encoding processes that focus on concepts

and meaning than they are by encoding processes that

focus on perceptual attributes of information. Further-

more, both recognition and recall are affected more

by manipulations that influence the amount and type

of concept-based processing people perform than by

manipulations that influence the amount and type of

perceptual processing people perform. Together, these

two facts suggest that explicit memory is most effec-

tively enhanced when people attend to the conceptual

aspects of information.

A second consideration for understanding explicit

memory in the context of education is how information

is studied. Two phenomena, the spacing effect and

the testing effect, are particularly important. The

spacing effect refers to the finding that distributing

repetitions of information over time by placing other

events in between the repetitions yields considerably

better memory performance than repeating the same

item twice in succession. The testing effect refers to

the finding that people’s memory improves most

when they interleave memory retrieval attempts with

the study of information. Thus, alternating between

studying and retrieving produces faster learning of

information immediately and dramatically better

retention over time compared with repeated study of

information with only intermittent retrieval.

Finally, there are differences between recognition

and recall retrieval processes. Recognition memory

tends to be strongly influenced by the alternatives that

are presented along with a correct answer. Thus, if the

incorrect alternatives on a recognition memory test

are very similar to the correct answer, accurate recog-

nition will require a more precise memory than if the

incorrect alternatives are dissimilar to the correct

answer. Recall, on the other hand, tends to be thought

of as a process whereby a person uses cues he or she

is given, such as a question or concept, to search for

potential answers in their memory.

One perspective that provides a useful framework

for thinking about the process of recall distinguishes

between similarities and differences among memories.

Similarity among memory traces, such as being from

the same conceptual category (e.g., fruits), is useful for

searching through memory in an effort to find candi-

date responses. Once a candidate response is located, it

is useful to have information in a memory trace that

distinguishes it from other traces that are similar and

therefore also possible responses. In essence, differ-

ence information helps identify a candidate memory as

the exact trace a person was attempting to retrieve.

Educational Implications

The features of explicit memory reviewed in this entry

have implications for instructional techniques, students’

study techniques, and testing. Regarding instruction, it

is generally beneficial to use classroom instruction to

inspire students to process information meaningfully,

such that they can access their existing knowledge

base and integrate newly learned information with

their existing knowledge. This will allow them to

notice commonalities between new concepts and their
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existing knowledge base. However, it will also be use-

ful for classroom instruction to note features that distin-

guish a new concept from existing concepts. Together,

these two factors import the role of similarity and dif-

ference in explicit memory retrieval into the educa-

tional context, enabling improved access to new

information, as well as improved ability to determine

when the new information is (and is not) appropriately

applied. Furthermore, it is useful to review at periodic

intervals or to recommend that students take it upon

themselves to review concepts at regular intervals. This

takes advantage of the spacing effect, which promotes

improved long-term remembering by distributing repe-

titions of information over time and intervening events.

Third, students should be instructed to test themselves

as they study. This recommendation makes use of the

testing effect, where interleaved study and retrieval

have been shown to promote improved retention com-

pared with repeated studying with little testing.

Finally, the method of testing used has implications

for the kinds of knowledge students may be able to

assess. The instruction and study recommendations

noted in this entry are largely tailored to improving

recall performance (essay, fill-in-the-blank), although

they will also tend to be effective at improving recogni-

tion memory performance (multiple-choice, true-false).

If the assessment used is a multiple-choice test, it is

important for educators to be aware of the sensitivity of

recognition memory to incorrect response alternatives.

In particular, if only one response alternative on a multi-

ple-choice question is plausible or was encountered in

the classroom curriculum, students will be able to

answer that question accurately based on the fact that

only one possible answer contains a concept that they

encountered in the classroom. On the other hand, if

multiple response options are plausible and were

encountered in the classroom context, students will

need to possess more precise knowledge of class con-

cepts to answer that question accurately. In essence,

increasing the similarity between the incorrect test alter-

natives and the correct answer on a multiple-choice test

should allow instructors to evaluate the specificity and

precision of students’ knowledge of subject matter, as

opposed to simply assessing whether or not they have

encountered a concept in the classroom context.

Jason Arndt

See also Episodic Memory; Long-Term Memory; Memory;
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EXPLICIT TEACHING

The term explicit teaching refers to a method of

instruction in which the teacher, who serves as a pro-

vider of knowledge, presents skills and concepts in

a clear, systematic, and direct way that promotes stu-

dent mastery. Explicit teaching refers to the type of

direct, teacher-led instructional explanation a teacher

employs when describing curricular content and proce-

dures, strategy instructions, skills and concepts, and

rules for memorization through verbally detailed expla-

nations and examples. Explanations may include the

teacher modeling a skill or concept, followed by the

teacher guiding and providing feedback as the student

practices applying the skill or concept. Students are

provided many opportunities to apply, independently,

the skill or concept so as to ensure their mastery and

generalization of the skill. Explicit teaching methods

include the teacher reviewing previous material,

describing procedures, highlighting, modeling skills

using cues and prompts, questioning students directly

to ensure understanding, providing feedback and prog-

ress monitoring while presenting multiple opportunities

for students to practice the skill to mastery, and provid-

ing opportunities for students to apply the new skill.

During the modeling process, the teacher uses ‘‘think-

alouds’’; that is, the teacher talks aloud about what he

or she is thinking. The teacher provides specific exam-

ples of the sequence broken into small steps and the

mental processes that occur as the teacher thinks aloud

through the procedure, thereby modeling the incremen-

tal mental steps for the student. Think-alouds provide

the student with detailed sequential step-by-step infor-

mation which the student uses as an example when he

or she goes through the mental process of solving the

problem. Explicit teaching prevents confusion on the

part of the student by always describing each step and

by not assuming that a student should be able to
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combine steps. Explicit explanations assist the student

in knowing how and when to use the skill or concept.

To retain student attention and focus, instructional pro-

cedures are presented at a brisk pace.

Explicit teaching is appropriate when the student

must demonstrate a high level of mastery of a task-

specific strategy, when student acquisition of skills or

factual content is essential before further skills or con-

cepts can be acquired, when the student has little or no

background knowledge of concepts, or when the stu-

dent experienced initial failure with content. When the

complexity of the task is reduced by breaking the pro-

cedure into smaller steps, student mastery improves.

With small specific steps, opportunities for student

error are reduced. An explicit approach is appropriate

when limited time is available, mastery is essential, or

the task is complex or potentially hazardous.

Reading and Mathematics Instruction

Explicit teaching can be used for teaching reading strat-

egies, such as mastering phonemic awareness. Later,

explicit teaching ensures that the student is identifying

words correctly. As the student practices, the teacher

can confirm that the student is practicing the skill cor-

rectly through frequent monitoring and questioning.

Daily practice of automatic decoding and reading flu-

ency ensures a high level of student proficiency by

allowing the student to shift attention from decoding to

comprehension. Comprehension concepts, such as cause

and effect, reality and fantasy, and literal and inferential

questions, can be taught using explicit instruction.

Explicit teaching focuses on student mastery and

teaching subskills sequentially, usually through small

group instruction. In mathematics, explicit teaching is

used to demonstrate performing steps in algorithms.

The teacher describes aloud what he or she is thinking

at each step. The teacher leaves a completed model

with the student as a referent for cuing purposes. Imi-

tating the teacher’s process, students try solving simi-

lar problems. The teacher, monitoring the student’s

repeated practice, ensures a mastery level of basic

mathematics facts fluency and of operational proce-

dures by the student.

At-Risk Students

Explicit teaching is effective for helping low-performing

students acquire reading, spelling, and mathematics

skills. Students at risk for school failure, with learning

disabilities or other special needs, or with limited expe-

rience or proficiency with lesson content are most suc-

cessful when taught through explicit instruction with

educators maintaining a brisk lesson pace, fostering

high student accuracy, and prompting students rather

than telling them correct answers.

Procedure for Explicit Teaching

Explicit teaching provides a clear statement and pre-

vents vagueness and ambiguity, thus increasing the

likelihood of understanding by the student. Using

explicit teaching, the teacher

1. states the goals of the lesson;

2. reviews previous learning whose mastery is a

prerequisite to learning the new skill or concept;

3. presents new material in small steps with clear,

detailed, sequential step-by-step instructions and

explanations;

4. models each step by physically demonstrating the

directions and verbally describing the mental

processes;

5. provides active student practice until each step is

mastered;

6. guides, monitors, and provides systematic

feedback during students’ initial practice;

7. checks for student understanding through detailed

questioning;

8. provides students with high levels of successful

independent practice until mastery level is obtained;

9. provides students with opportunities for skill

application; and

10. continues weekly and monthly reviews to ascertain

students’ sustainability of mastery level of skill.

The emphasis of explicit teaching is on student

mastery. The pedagogical processes (i.e., modeling,

highlighting, feedback, review, practice, and applica-

tion) provide the teacher with many opportunities to

check on skill mastery by the student. The principles

of explicit teaching are inherent in direct instruction,

effective teaching practices, exogenous constructiv-

ism, and behavioral theory.

Paula Hartman

See also Effective Teaching, Characteristics of; Teaching

Strategies
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EXTERNAL VALIDITY

External validity refers to the ability to generalize the

findings of an experiment to other settings, populations,

and times. For educational psychology, this ability is

a vital one, because it indicates the extent to which var-

ious programs shown to improve learning in one (per-

haps artificial) setting can be confidently expected to

show similar improvements in other (real) classroom

settings. Without high external validity, the program

may not have its intended or presumed effect in the

various populations of interest. This entry will describe

external validity in detail, offer suggestions for increas-

ing it, describe threats to it, and discuss the trade-off

between external validity and internal validity.

When a new educational technique or program is

being evaluated in an experimental trial, of necessity

the evaluation involves, for example, a specific school

or district or set of classrooms. In addition, it takes

place with specific children, teachers, materials, and at

a particular time. However, researchers and educators

clearly do not wish to restrict their conclusions to those

particular schools, teachers, children, and so on; they

prefer to generalize, that is, assume that their conclu-

sions about the program extends to other (or even any)

schools, teachers, children, and the like. The issue of

external validity concerns whether such a generalization

is defensible and true.

Logically, such a generalization is hardly ever

completely justifiable. Even if the experiment is later

replicated in many classrooms or schools, and the

same result is found, it remains logically possible that

the next school will find different results. Although

such an outcome always remains a logical possibility,

its plausibility is related to the external validity fea-

tures of the experiment.

Increasing External Validity

One approach to increasing a study’s external validity

is to ensure that it is conducted under conditions that

are both realistic and similar to those in which the

program will later be used. A more demanding

approach is to use several exemplars (e.g., schools,

districts) that differ in numerous ways in the initial or

subsequent studies and observe whether the results

replicate. The most demanding approach to achieving

high external validity is to randomly select a relatively

large number of exemplars from among those to

which the results are hoped to eventually generalize.

Under such a circumstance, schools or districts might

be included as a random factor in the statistical analy-

sis, which allows a statistical basis for generalizing.

External validity information is also often available

after the study has concluded and the results have

been analyzed. Subgroup analyses may indicate, for

instance, that only girls’ learning was increased by

a specific mode of teaching and that the teaching

mode had no impact on boys’ learning. Consequently,

the effects of the teaching mode on learning cannot

be generalized across gender, because the effect is

only present for girls and not boys. Many experiments

are specifically designed to probe external validity by

examining a previously evaluated treatment program

with a new population, to establish if the program is

effective with that new population and thus determine

the limits of generality of the treatment effect.

Threats to External Validity

Because the experiment needs to deal with specific

schools, teachers, or students, any specific element of it

might be shown by later research to limit or threaten

external validity. However, theorists have identified

three such threats that are common across a wide range

of studies. One is the interaction between selection and

treatment, which refers to the possibility that those who

choose to participate in the experiment differ from those

who choose not to participate in ways that might cause

the results to differ. For example, voluntary programs

that take a considerable amount of time might elicit

participation only from highly motivated or needy indi-

viduals; the same results might not have been found
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with less motivated or needy participants. This chal-

lenge can be avoided, in part, if participation in the

experiment is made as convenient and easy as possible.

Another threat to external validity is that of the setting by

treatment interaction. An experimental effect observed

in a classroom on a college campus may or may not gen-

eralize to a workplace setting or to a social function.

Thus, the effect of the treatment may depend upon the

setting in which the experiment is conducted. This con-

cern can be alleviated by conducting the experiment in

multiple settings, to determine what, if any, impact the

setting has on the effectiveness of the treatment. Finally,

a third threat to validity involves the interaction between

history and treatment. An effect observed in an experi-

ment conducted immediately after the September 11,

2001, terrorist attacks may not have had the same

potency 5 years later. However, this threat can be dimin-

ished by conducting the experiment again, to see if the

relationship still holds, or by critically examining other

evidence that may support the effect.

Trade-Offs Between
Internal and External Validity

In practice, external validity may frequently work in

opposition to internal validity, the extent to which the

conclusion that it was a specific program that altered

a certain outcome, as opposed to alternative causes of

that outcome, approximates truth. This is because inter-

nal validity increases as control increases, especially

control over these potential alternative causes, whereas

external validity increases as variability, the antithesis

of control or constancy, increases. Thus, more artifici-

ality and purity of execution tend to rule out alternative

explanations, but at the same time they compromise gen-

erality and realism. Although increasing internal validity

often comes at the price of limited external validity, some

experimental research designs are better than others at

maximizing both. For example, the pretest-posttest

control group design is highly internally valid, but the

necessity of assessing outcomes twice may be highly arti-

ficial, compromising external validity. Designs that are

relatively high on both include the posttest only control

group design; many quasi-experimental designs, such as

the interrupted time series and switching replications

designs; and the combined modified design, for assessing

palatability of interventions simultaneously with their

efficacy.

Sanford L. Braver and Melinda E. Baham
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EXTRACURRICULAR ACTIVITIES

Extracurricular activities encompass a broad range of

organized adult-sanctioned activities that fall outside

the scope of the regular curriculum and usually occur

during the after-school hours. They can be sponsored

by either the school or the community, though most

research has focused on school-based extracurricular

contexts. They include such diverse contexts as sports,

drama, student government, math clubs, and service

activities. Despite the differences in focus, extracur-

ricular activities share several common features. They

are generally voluntary, have a regular participation

schedule, are supervised by adults, include other parti-

cipants, involve some structure and rules, are orga-

nized around particular competencies, and include

activities that require sustained attention, opportuni-

ties for meaningful participation, and clear feedback.

This entry describes why the study of extracurricular

activities is important to educational psychology, dif-

ferent ways to define and measure activity participa-

tion, effects of extracurricular involvement, and

challenges researchers face in studying these contexts.

Importance to
Educational Psychology

Extracurricular activities are an integral part of the

school experience for many youth. In the 1999

National Survey of America’s Families, 81% of 6- to

Extracurricular Activities 387



11-year-olds and 83% of 12- to 17-year-olds reported

participating in an at least one extracurricular context

over the past year, with sports being the most com-

mon activity. However, although a large percentage

of youth participate in extracurricular activities, many

still spend a great deal of time unsupervised during

the after-school hours. In fact, 40% to 50% of young

people’s waking time is spent in discretionary activi-

ties. In a recent national study, on average, youth

reported spending 5 hours each week participating in

organized activities. At any one time, around 40% of

youth were not involved in any organized activities.

Most youth reported spending significantly more time

in unstructured leisure activities, such as hanging out

with friends or watching television, than they spent in

organized activity contexts.

Another reason for the interest in extracurricular

activities is the potential role of such activities in pro-

moting achievement and preventing school disengage-

ment. Conventional wisdom holds that by participating

in extracurricular activities, individuals learn skills that

will help them achieve in school, for example, a strong

work ethic, respect for authority, time management, and

perseverance. Participation also may have academic

benefits because some types of activities are structured

to reinforce classroom learning and offer students the

opportunity to apply academic skills in real-world con-

texts. Involvement in extracurricular activities may be

especially important for youth who do not excel aca-

demically, offering the individual another setting to

develop skills and gain recognition. Participation in

extracurricular activities also may enhance students’

attachment to school and reduce the likelihood of their

dropping out by contributing to their sense of being

a valued member of the school community. Finally,

spending time in these settings may have motivational

benefits. Youth report high rates of alienation and bore-

dom in traditional curricular contexts but positive affect

and motivation in organized out-of-school activities.

Demographic changes also have fueled the interest

in research on the effects of extracurricular participa-

tion. An increase in parents’ work commitment has

resulted in large numbers of youth who are unsuper-

vised during the after-school hours. Research has

shown that the lack of adult supervision places these

children at a higher risk for negative outcomes. High

rates of family mobility and the disorganization of

many neighborhoods have also weakened the informal

supports for many youth. Participation in organized

programs, like extracurricular activities, during the

after-school hours can help to compensate for the

absence of family and community supports.

Effects of Participation

Researchers in such diverse areas as leisure studies,

sociology, sports psychology, and adolescent develop-

ment have explored the effects of extracurricular

involvement. Converging evidence from these litera-

tures generally supports the hypothesis that participa-

tion has beneficial effects. There is a more extensive

literature on sports than on other activity contexts,

though more recent research has begun to take

a nuanced approach and examine developmental out-

comes across a range of activities. This research has

helped to illustrate which findings are unique to sports

and which findings hold more broadly across a range

of activity contexts.

Much of the research has focused on the academic

effects of extracurricular involvement. Several studies

have linked activity participation to grades, test scores,

school engagement, attendance, and educational attain-

ment. Other work has shown a correlation between par-

ticipation and indicators of psychological adjustment.

For instance, extracurricular participation is related to

higher self-concept and interpersonal competence and

lower rates of depression and anxiety. Involvement in

high school extracurricular activities also appears to

have some beneficial effects for adult development,

including a higher likelihood of college attendance,

more favorable mental health outcomes, and increased

involvement in political and civic causes. Finally,

extracurricular involvement is associated with a reduc-

tion in problem behavior. For example, participation

predicts staying in school, lower rates of delinquency,

and lower rates of substance use. The protective bene-

fits seem to be largest for high-risk youth.

Although most of the effects are positive, there is

evidence of some potential costs to participation in

certain types of activities. For example, some studies

find that sports participation is related to higher levels

of alcohol use. One explanation for this finding is that

drinking is a part of the culture of athletics and is sup-

ported and reinforced by other peers. Another concern

is the inappropriate behavior of some parents and

coaches in youth sports. The potential for negative

peer group dynamics, especially in less structured

extracurricular contexts, also has been highlighted.

Finally, some have expressed concern over the com-

petition and the stress associated with excessive
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involvement in extracurricular activities, especially

among upper-middle-class families.

Explanations for Benefits

The primary goal of most studies has been to correlate

extracurricular participation with individual-level out-

comes. Although these studies provide evidence of the

beneficial effects of activity involvement, these predic-

tive findings provide little information about the rea-

sons for these associations. A few scholars have begun

to explore the characteristics of activity contexts that

may help to explain the effects of extracurricular par-

ticipation, though this research is clearly in its infancy.

One explanation is that participation in extracurricular

activities links adolescents to a set of similar peers.

These peer groups develop an activity-based culture

with shared norms and values. Participation in extra-

curricular activities also affords youth the opportunity

to form close bonds with caring, nonfamilial adults out-

side of the classroom who can provide them with sup-

port, mentorship, and advice. Another explanation for

the possible benefits of participation is that in these

contexts, youth can explore their identity by trying new

activities and clarifying their values and interests. Par-

ticipating in organized activities also may help to foster

initiative, or self-directed action, because these are

contexts in which youth experience high motivation,

challenge, and attention. Finally, the benefits of extra-

curricular involvement may be explained by the fact

that youth can develop social, emotional, and psycho-

logical competencies that may transfer into other

domains of their lives.

Student Characteristics and
Extracurricular Participation

The extent to which extracurricular participation has

an impact on the outcomes of development varies as

a function of individual factors, such as gender, age,

and ability. With the exception of sports, girls are

more likely to report participating in all other types of

extracurricular activities than are boys. Another com-

mon finding is the decline in participation in many

organized activities as children move through adoles-

cence. In the later grades, there are fewer slots and

increasing competition for positions in many activi-

ties. The decline also likely reflects competing

demands for time from school, peers, and work. An

individual’s ability level also affects participation.

Many schools have policies requiring students to

maintain a minimum grade point average to partici-

pate in extracurricular activities. In addition, member-

ship in some types of activities, such as music and

sports, is determined by skill level.

Contextual factors also shape extracurricular par-

ticipation. Access to extracurricular activities varies

depending on school and neighborhood factors. In

low-income communities, there are fewer resources,

like athletic fields and community centers, to support

extracurricular participation. In contrast, in some

upwardly mobile communities, there are concerns

about the overinvolvement of youth in school and

community-based extracurricular activities. Parents

desire to enroll their children in extracurricular activi-

ties, and their ability to manage this involvement also

varies depending on time, economic resources, and

their beliefs about the value of this participation.

Measuring
Extracurricular Participation

The relation between extracurricular participation and

development is likely to vary as a function of the type

of activity, frequency of participation, breadth, and

duration of involvement. A common method for asses-

sing involvement is to ask individuals to check off on

a survey whether they had participated in different

activities (yes or no) and aggregate these items into

a single composite measure. One assumption underly-

ing this measurement strategy is that all activities are

similar. However, the reality is that extracurricular

activities offer different affordances for developing

skills and relationships with adults and peers. For

example, an activity like sports takes place several

times a week, involves competition, is closely super-

vised by a coach, and has extensive opportunities for

social interaction. In contrast, an activity like a foreign

language club takes place less frequently, involves

fewer opportunities for social interaction, and has less

contact with an adult leader. Few studies have exam-

ined qualitative differences in the nature of participa-

tion across a wide range of activities, making it

difficult to identify both the commonality and diversity

of developmental experiences youth encounter in extra-

curricular activities.

Other studies have examined the relation between

the total number or total time in extracurricular activi-

ties and development. This research has been guided

by a zero sum model of time involvement. Greater
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participation in extracurricular activities is assumed to

negatively influence achievement because time spent in

these activities takes away from time that can be spent

on academics. A similar concern has been raised in

popular media reports about overscheduled adolescents

and the negative consequences for family functioning

and youth well-being. A few studies have found a curvi-

linear relationship between activity participation and

development. This work suggests that there is a thresh-

old in which the number of activities no longer exerts

positive influence on developmental outcomes. How-

ever, in contrast to the media reports of the stressed-out

and overscheduled adolescent, the majority of research

has shown that more participation is beneficial. More

time in organization activities is likely linked to less

time in either unsupervised risky activities or unproduc-

tive activities, both of which have been associated with

less positive outcomes. In fact, evidence from a recent

national sample of youth, shows that only a small per-

centage of youth (3%–6%) spend considerable time on

organized activities; most youth report spending the

majority of their leisure time in unstructured activities.

Another important question concerns differential

associations between the breadth of activity involve-

ment, or combination of extracurricular activities, and

outcomes. Surprisingly few studies have explored this

question. Limited research shows that youth in a single

extracurricular activity have more favorable outcomes

than youth who are not involved in any organized

activities, but youth who are involved in a variety of

domains have the most beneficial outcomes. Participat-

ing in a range of extracurricular contexts may be

related to the most positive outcomes because different

activities provide different affordances for develop-

ment. Finally, there are likely to be differences in out-

comes depending on the intensity or duration of

involvement. Skill building and fostering relationships

with adults and peers take time. The few empirical

studies that have examined the effects of the duration

of involvement show a positive relationship between

sustained activity participation and youth development.

Limitations of Research
and Future Directions

There are several gaps in the literature on extracurric-

ular activities. Although researchers have learned

a lot about the predictive effects of extracurricular

involvement, there is much less information on what

is happening inside these activity contexts. In fact,

few studies outside of sport psychology have mea-

sured characteristics of the activity setting. This is

a critical issue as both policymakers and educators

ask what about these activities matters and why. Qual-

itative studies that explore the contextual features of

different extracurricular contexts can advance the

knowledge of activity settings in important ways. The

field will also benefit from longitudinal studies that

are designed to evaluate theoretically based hypothe-

ses about possible explanations for the effects of

extracurricular participation. Finally, experimental

studies that actually test the hypotheses about mediat-

ing factors, such as relationships with adults or peer

characteristics, can help to shed light on which fea-

tures of the experience matter and why some extracur-

ricular contexts are related to more favorable patterns

of development than others.

In a recent review of organized community and

after-school activities for youth, the National Research

Council identified eight characteristics of high-quality

programs that promote positive development:

1. Physical and psychological safety

2. Appropriate structure

3. Supportive relationships

4. Opportunities for belonging

5. Positive social norms

6. Support for efficacy and mattering

7. Opportunities for skill building

8. Integration of family, school, and community efforts

This list provides an important framework for how

and why different extracurricular activities like sports,

student government, and drama might promote posi-

tive development. However, more research is neces-

sary to understand what each of these features look

like in different extracurricular contexts, how they

interact to effect development, and which features are

most important for different activities and why.

Accounting for self-selection into and out of activi-

ties is another methodological challenge. Unlike most

parts of the curriculum, extracurricular participation is

voluntary. As a consequence, individuals who choose to

participate are often fundamentally different from youth

who are not involved. Participants tend to be of higher

socioeconomic status, academic ability, and have more

parental support than nonparticipants. Because these

factors also predict positive developmental outcomes,
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failing to adjust for self-selection into activities likely

overstates the benefits of extracurricular participation.

In fact, in studies that have adjusted for self-selection,

the strength of the relationship between extracurricular

participation and developmental outcomes is reduced

and, in some cases, is no longer significant.

Although there is some research on why youth

select themselves into extracurricular activities, few

studies have examined the factors that explain why

they maintain this involvement over time. The field

will benefit from longitudinal studies that begin before

children start participating in extracurricular activities

and track their development through adolescence and

into adulthood. Person-environment fit models repre-

sent one framework for understanding why some

individuals continue to participate in extracurricular

activities and others drop out, especially during adoles-

cence. Initially, youth choose to participate in activities

that match their interests and talents. They will be

more likely to remain in activities if the characteristics

of the setting continue to match their competencies

and motivation. The decline in organized activity par-

ticipation during adolescence may be explained partly

by the fact that some extracurricular activities fail to

change to reflect the developmental needs for auton-

omy, respect, and belonging during this period.

Refining the measurement of extracurricular partici-

pation is another important area of future work. Extra-

curricular activity is a blanket term used to apply to

any activity that is ‘‘extra’’ or outside of the curricu-

lum. There has been very little discussion in the litera-

ture of the defining characteristics that are common to

all extracurricular contexts, as well as the subtle and

not so subtle ways organized activities differ. There

are also variations in the nature of extracurricular

participation in school-sponsored and community-

sponsored activities, though few studies have made this

distinction. Much of the previous research has focused

on describing the characteristics of single activities

rather than comparing organizing activities with each

other or with other aspects of young people’s lives

(i.e., unstructured leisure, school, family, peers). This

makes it difficult to disentangle whether differences in

extracurricular contexts reflect the types of individuals

who choose to participate in each type of activity or

the characteristics of the activities themselves.

A common approach is to group different extracur-

ricular activities together and aggregate these activities

into a single item. Failing to account for differences

among activities likely masks some of the effects of

extracurricular involvement on developmental out-

comes. However, considering a large number of separate

activities often is not realistic because of constraints of

sample size. In developing measures of extracurricular

participation, researchers face an ongoing tension

between conceptual clarity and practical reality. The

decision to use more nuanced or more global categories

of extracurricular participation depends on the sample

size and goals of the study. It may be more appropriate

to use nuanced measures of participation when the goal

is greater theoretical understanding about the character-

istics of activity settings and the unique contributions of

different activities to variance in outcomes of interest.

However, it may not always be feasible or even practical

to include such detailed measures because of the large

number of survey questions and limited number of youth

who participate in some extracurricular activities.

Most of the literature has focused on the effects of

participation in one activity context at one point in time.

However, the reality is that youth move in and out of

different extracurricular activities over the course of

a year and often participate in several domains at the

same time. Future research should explore patterns

of participation and how these different trajectories

are related to indicators of adjustment. For example,

research on the consequences of very high amounts of

organized activity participation over time can help to

inform the debate about whether involvement in extra-

curricular activities has become excessive for some

youth. Another interesting question is what combination

of extracurricular activities is associated with the most

positive outcomes. Person-centered, analytic techniques

can help to illustrate different configurations of activity

involvement and the relation of these profiles to a range

of developmental outcomes. Moreover, for many youth,

participation in unstructured activities fills a much

larger portion of their leisure time than participation in

extracurricular contexts. Exploring the ratio of struc-

tured to unstructured activities may be one way to

assess this involvement.

Another critical issue is whether the effects of

extracurricular participation vary by student character-

istics. To answer who benefits most from extracurric-

ular participation, researchers need to expand the

range of populations that are being investigated. More

is known about extracurricular participation and

development for middle-class White youth than for

individuals from diverse backgrounds. Moreover, an

underlying assumption guiding much of the literature

is that participation has the same effect on all youth.
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The effects of extracurricular participation may differ

depending on the child’s gender, race, socioeconomic

status, risk level, and achievement, though few studies

have explored this question. There also are likely to

be important differences by the level of involvement

and success with an activity. For example, the star of

the basketball team is likely to have a different expe-

rience than a substitute who rarely plays.

Most of the previous research has examined extra-

curricular contexts in isolation. These activities are

nested within schools and communities and are func-

tions of the available resources and larger culture of

these contexts. Ecological models assume that devel-

opment is shaped by multiple overlapping spheres of

influence, such as the family, school, and peer group.

Examining the experience of extracurricular participa-

tion in relation to these other contexts will provide

more insight into the effects of activity participation

than will exploring a single domain in isolation.

Extracurricular involvement may have a different

effect on development depending on whether these

contexts are in synchrony or conflict. An interesting

question is whether a positive experience in an extra-

curricular context can compensate for a negative

experience in another domain. Limited research sug-

gests that high-risk and low-income youth may benefit

more from extracurricular participation than other

youth. This finding may reflect the fact that these

youth have access to fewer of the developmental

affordances in extracurricular activities in other

aspects of their lives, though more research is needed

to evaluate this claim. There is a need for more

sophisticated research designs to identify interrela-

tions between different contexts and examine the role

of context in shaping extracurricular participation.

In conclusion, extracurricular activities are impor-

tant settings in the lives of children and adolescents.

Extracurricular participation has been associated with

many positive academic, psychological, and behav-

ioral outcomes. An examination of the nature and

consequences of extracurricular participation is espe-

cially timely in an era of shrinking resources for

schools. Extracurricular activities are often viewed as

less important than academics and are one of the first

items to be cut during fiscal constraints. Future

research should examine the impact of student charac-

teristics (e.g., gender, socioeconomic status), degree

of participation (e.g., type of activity, intensity), and

characteristics of activity setting (e.g., peer networks,

relationships with adults) on development. This infor-

mation is critical for designing extracurricular activi-

ties that are appropriate and tailored to the needs of

youth from diverse backgrounds.

Jennifer A. Fredricks

See also Athletics; Competition; Identity Development;

Motivation; Peer Influences; Risk Factors and

Development

Further Readings

Eccles, J. S., & Barber, B. L. (1999). Student council,

volunteering, basketball, or marching band: What kinds

of extracurricular involvement matters? Journal of

Adolescent Research, 14, 10–43.

Eccles J. S., & Gootman, J. A. (Eds.). (2002). Community

programs to promote youth development. Washington,

DC: National Academy Press.

Eccles, J. S., & Templeton, J. (2002). Extracurricular and

other after-school activities for youth. Review of Research

in Education, 26, 113–180.

Feldman, A. F., & Matjasko, J. L. (2005). The role of

school-based extracurricular activities in adolescent

development: A comprehensive review and future

directions. Review of Educational Research, 75,

159–210.

Holland, A., & Andre, T. (1987). Participation in

extracurricular activities in secondary school: What is

known, what needs to be known? Review of Educational

Research, 57, 437–466.

Larson, R. W. (2000). Towards a psychology of positive

youth development. American Psychologist, 55, 170–183.

Larson, R. W., Hansen, D. M., & Moneta, G. (2006).

Differing profiles of developmental experiences across

types of organized youth activities. Developmental

Psychology, 5, 849–863.

Mahoney, J. L., Harris, A. L., & Eccles, J. S. (2006).

Organized activity participation, positive youth

development, and the over-scheduling hypothesis. Society

for Research in Child Development: Social Policy Report,

20, 1–30.

Mahoney, J. L., Larson, R. W., & Eccles, J. S. (Eds.). (2005).

Organized activities as contexts of development:

Extracurricular activities, after-school, and community

programs. Mahwah, NJ: Lawrence Erlbaum.

Marsh, H. W., & Kleitman, S. (2002). Extracurricular school

activities: The good, the bad, and the non-linear. Harvard

Educational Review, 72, 464–514.

392 Extracurricular Activities



F
Failure is instructive. The person who really thinks learns quite as much from his failures as from his

successes.

—John Dewey

FAILURE, EFFECTS OF

All people face obstacles and failures in a variety of

life tasks. In academic, athletic, and business settings,

failure feedback is often clear—receiving a poor

grade, losing the game, or not getting a promotion. On

a personal level, failures can range from the breakup

of a relationship to not accomplishing a goal. For

many psychologists, the question is not if an individ-

ual will experience failure, but how will he or she

respond to it. Failure can have devastating conse-

quences for an individual because it may confirm

preexisting negative beliefs or require downward revi-

sions in self-image or goals. Repeated failures may

lead to feelings of helplessness and depression. Chil-

dren experiencing failure in school may experience

decreases in self-efficacy and self-esteem (maladaptive

reactions). However, not all people experience these

events as negative. Failure may motivate some by

presenting challenges or opportunities to demonstrate

competence in the future. They can use this informa-

tion to change behavioral strategies to obtain success

or establish attainable goals (adaptive responses).

There are many reasons why individuals respond dif-

ferently to failure feedback. The general model used to

assess reactions to failure consists of antecedent condi-

tions and post-feedback reactions (including affective,

cognitive, and behavioral responses). Antecedent condi-

tions include performance expectations, personality

characteristics, and the investment in the task. After

receiving failure feedback, individuals will likely expe-

rience some negative affect, make attributions about

why they failed, and then behave in certain ways.

It is important to note that failure feedback is a rela-

tive term: For some individuals, a grade of C is an

abysmal failure, whereas for others, it represents an

outstanding accomplishment. Personal expectations

and reactions from others influence one’s perception of

failure. When failure is unexpected or when others

respond negatively to the outcome (e.g., by saying

‘‘How could you have failed?’’ ‘‘Everyone else did

very well,’’ or ‘‘This task was so easy’’), the indivi-

dual’s response to the feedback will likely be stronger.

Although personality dimensions also affect how

individuals respond to failure (e.g., those high in neu-

roticism or having a high need for achievement will

likely respond differently than those who are low on

these scales), most educational research has addressed

the individual’s orientation to the task. Carol Dweck

and Ellen Leggett argue that motivational orientation

can predict adaptive and maladaptive responses to fail-

ure feedback. An individual’s motivational orientation

influences how he or she will evaluate feedback based

on his or her goals. Those who have learning (or mas-

tery) goals focus on understanding, knowledge, and

improvement. These individuals are motivated to
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understand, and the feedback informs them if they have

mastered the material. Individuals setting performance

goals seek to demonstrate ability or to gain favorable

judgments from others. These individuals are moti-

vated to defend or enhance their self-worth, and there-

fore, feedback is something used to make social

comparisons of themselves with others. Carol Midgely

and colleagues developed the Patterns of Adaptive

Learning Survey to assess performance orientation.

This test assumes that motivational approaches are

independent, such that individuals can be high on one,

both, or neither dimension.

Understanding this motivational approach can help

researchers understand how individuals approach tasks

and how they respond to feedback. Learning-oriented

individuals tend to believe that intelligence and many

other abilities develop through effort (incremental

theory). They seek out tests or other performance indi-

cators to provide them with a sense of their current

ability level. When they encounter failure, they attri-

bute causality to lack of effort. Mistakes indicate areas

where more effort is needed. When faced with similar

tasks in the future, they will often modify their beha-

viors to spend more time on mastering the task. They do

not show significant decreases in self-efficacy or self-

esteem. Although they experience negative emotions

following failure, they show more self-compassion,

offering kindness and understanding toward self, gradu-

ally decreasing the negative emotions. These individuals

may reevaluate their goals, the value of the task, or the

importance to mastering the material, but then they tend

to avoid maladaptive responses.

On the other hand, individuals focusing on perfor-

mance goals believe that abilities (including intelli-

gence) are fixed and uncontrollable (entity theory).

These individuals can adopt different goals for testing

situations. Those with performance-approach goals

desire feedback to gain a favorable judgment, whereas

those with performance-avoidance goals avoid situa-

tions where there could be a negative judgment. In

both cases, these individuals view the potential for

making a mistake as threatening. These individuals

tend to attribute failure to ability (‘‘I am not smart’’)

or external causes (‘‘The teacher hates me’’). In either

case, these individuals experience decreased self-

efficacy and self-esteem. They also show lower levels

of self-compassion, leaning toward self-pity (exagger-

ating their personal suffering). Performance-avoidance

goals are associated with fear of failure; these people

view testing situations as threatening, and this leads

to increases in worry, fear, and anxiety. For these

individuals, even success can be interpreted as ‘‘not

failing.’’ Not surprisingly, those motivated by perfor-

mance goals tend to avoid situations where there will

be future challenges.

Teachers, coaches, friends, and relatives often desire

to reduce the negative consequences of failure for an

individual and motivate him or her to succeed in the

future. Although it is difficult to change an individual’s

motivational orientation directly, some researchers sug-

gest that changing attributional responses can lead to

more adaptive behaviors. Jeffrey Noel, Donelson For-

syth, and Karl Kelley suggest attributional retraining

as a first step in helping students cope with failure.

This approach provides students with models of

adaptive attributional responses to failure. Students

are encouraged to focus on internal controllable attri-

butions (effort) and to avoid internal stable (ability)

or external attributions. Compassionate social support

is also helpful when it focuses on mastering the mate-

rial rather than on evaluating the person. This strat-

egy has yielded some success but requires more

research.

Receiving failure feedback generally is a negative

experience for most people, although the longer-term

effects vary greatly. These individual differences can

be partially explained by individual’s motivational

orientation. Those with a learning (mastery) orienta-

tion respond to failure with more adaptive responses

than those with a performance orientation. These

orientations represent complex approaches to tasks

that include implicit theories of the task and the self.

In helping others effectively cope with failure and

persist on tasks, social support is important, specifi-

cally when it encourages the person to focus on effort

and other controllable attributions.

Karl Kelley

See also Learning Strategies; Motivation; Teaching

Strategies
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FAMILY INFLUENCES

Family influences are factors, characteristics, or beha-

viors exhibited by the family that can bring about

changes to one or more members of that family.

Though there are numerous and diverse family arrange-

ments, research has often focused on the relationship

between the parent and the child. Because parents are

generally considered the primary caregivers in the

family, they have a great influence on their child’s bio-

logical, social, emotional, and intellectual develop-

ment. Depending on the context, family influences can

contribute to positive outcomes for the child as well as

negative outcomes.

Genetic and Environmental Influences

One important family influence factor is the funda-

mental fact that parents pass their genes on to their

biological children. Genes can determine the child’s

physical characteristics (e.g., eye color, hair color,

and height), how the child’s body will function,

and even personality. In addition, there has been evi-

dence that suggests that genetic factors, along with

environmental influences, can contribute to the etiol-

ogy of a variety of mental health and physical health

disorders, such as schizophrenia, clinical depression,

substance abuse, and different types of cancer. For

example, a parent may pass on genes that convey risk

for a specific disorder, such as schizophrenia, or a bio-

logical disposition or temperament that may allow the

child to become more vulnerable only in risky social

environments. If a parent or relative has a history of

major depression, then the child is two to three times

more likely to develop this condition than those who

do not have a parent or relative with depression. For

parents with a history of alcohol or substance abuse,

research evidence suggests that certain genetic influ-

ences (e.g., comorbid psychiatric disorders in parents)

substantially affect the likelihood that children will

develop alcohol abuse or other psychological disor-

ders as they reach adulthood. The implication for

these findings is that there may be a major genetic or

hereditary influence interacting with the environment

that can lead to specific developmental outcomes for

the child.

However, well-functioning families can protect

children who are at genetic risk and circumvent pro-

cesses that usually lead to negative outcomes. For

example, adopted children who are currently living in

dangerous communities and whose biological parents

have a history of criminality are more likely to dis-

play criminal behaviors than are adopted children liv-

ing in safer neighborhoods. If these at-risk children

are adopted into stable and loving families who live

in safer and more supportive environments, the

children’s risk of developing criminal or antisocial

behavior is decreased significantly. Therefore, genetic

vulnerabilities that are expressed only in the presence

of environmental triggers, such as parenting or envi-

ronmental contexts, suggest that interpersonal and

family influences can also play a significant role in

the child’s development.

Attachment

The behaviors of parents and caregivers influence

children’s behaviors and personalities as early as

infancy. When emotional bonds are formed between

the parents and the child, this process is known as

attachment. There are two general types of attach-

ment: secure and insecure. Parents, particularly

mothers, who form a secure attachment with their

children, are available and responsive to their child’s

needs and establish a sense of security within the

child. Though infants initially exhibit distress when

separated from their parents, the infants will reconnect

warmly with the parents when they return. When

frightened, securely attached children will constantly

seek comfort from their parents or caregivers. These

children know their parent or caregiver will provide

security and reassurance, so they are comfortable

seeking them out in times of need. As these children

grow older, they become friendly, cooperative, and

self-confident, and they adjust easily to the classroom
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environment and establish amicable relationships with

teachers and peers.

Children with insecure attachments to their parents,

that is, children who do not have the opportunity to

form such a relationship in early development, can

become immature, dependent, and prone to disruptive

and externalizing behavior disorders later on in life.

Insecure attachment can be divided into three differ-

ent groups: avoidant, anxious-ambivalent, and disor-

ganized. Parents of children who exhibit avoidant

attachment are often unavailable and unresponsive to

the children’s needs. As children grow older, they find

it difficult to allow themselves to trust or depend on

others and often prefer working alone. Children with

anxious-ambivalent attachment to their parents tend

to be anxious in their environment, even with their

parents present. These children will often become

resentful and resistant when the parent initiates atten-

tion. As children with anxious-ambivalent attachment

reach adolescence, they may display social and emo-

tional difficulties because their behavior in relation-

ships may be perceived as needy or clingy by other

people. Parents of children with disorganized attach-

ment are seen as abusive, frightening, and severely

neglectful of the child’s needs. These children often

show a mix of avoidant and resistant behaviors. For

example, the children may exhibit dazed behavior and

are often confused and apprehensive when the parent

is present. Disorganized attachment appears to be

a significant predictor of later childhood maladapta-

tion, in which older children and adolescents are more

vulnerable to a variety of emotional, social, and moral

problems, such as aggressive and antisocial behavior.

Parenting Styles

Closely related to attachment, parenting and the

parent–child relationship have been implicated repeat-

edly as correlates of child development both in nor-

mative situations and under adverse conditions. There

are three different types of parenting styles: authorita-

tive, authoritarian, and permissive. Parents who dis-

play an authoritative parenting style provide a loving

and supportive home environment, hold high expecta-

tions and standards for performance, explain which

behaviors are or are not acceptable, enforce household

rules consistently, and include children in decision

making. Though these parents are very responsive to

their child’s needs, they are demanding as well. Chil-

dren with authoritative parents are often cooperative,

energetic, self-confident, and cheerful. They often per-

form well academically, establish strong interpersonal

relationships with peers, and show self-control and

concern for the rights and needs of others.

In contrast with authoritative parents, authoritarian

parents are highly demanding and directive and enforce

strict rules without explanation or compromise. They

provide well-structured environments and expect their

children to obey them without question or flexibility.

Children who are raised by authoritarian families tend

to perform moderately well in school and be unin-

volved in problem behavior, but they are often

unhappy, anxious, and lacking in social skills. They

also are more likely to exhibit higher levels of depres-

sion than are children from authoritative families. On

the other hand, permissive parents are highly respon-

sive to the children’s needs but are not very demand-

ing, as there tends to be very little structure within the

home environment. Permissive parents do not require

mature behavior from their children, provide no consis-

tent set of rules, and often avoid confrontation. Chil-

dren from permissive families are more likely to be

involved in problem behavior and perform less well

academically, but they often exhibit higher self-esteem,

better social skills, and lower levels of depression than

children from authoritarian or authoritative families.

Family Influences as
Risk and Protective Factors

Research on risk and resilience shows that families can

function as direct or indirect influences on child behav-

ior. Family characteristics or behaviors that predict psy-

chopathology or negative child outcomes are described

as risk factors. There has been research aimed at identi-

fying representative risk factors in development of cog-

nitive and social-emotional competence within the

family context. Some of these variables include a history

of maternal mental illness, high maternal anxiety, nega-

tive or few parental interactions with the child during

infancy, minimal parental education, disadvantaged

minority status, stressful life events, large family size,

poor family relations, and parental criminal behaviors.

Many times, it is not only a single risk factor in the

child, family, or environment that leads to negative out-

comes but a combination of these factors that contribute

to the problem in the family.

Effects of the family that demonstrate positive or

desired outcomes for the child are described as

protective factors for the child. Although resiliency
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research has focused primarily on personal attributes,

recent research also examines protective factors in

a social and family context. There are currently three

broad sets of variables that have been found to oper-

ate as protective factors for positive child develop-

ment: (1) characteristics of the individual child (e.g.,

temperament, cognitive ability); (2) families that pro-

vide warmth, support, and structure; and (3) the avail-

ability of external support systems. These protective

factors can help children from very high risk families

and environments to avoid negative outcomes (e.g.,

academic failure, delinquency, depression, and sub-

stance use) and also develop successful and positive

life adaptation.

Family Influences as
Moderator Variables

Family influences can act as moderator variables, such

that the influence of the family can alter the effect of

another condition or factor on the child, in either a posi-

tive or negative way. In situations where there are

moderating factors, there is a conditional or joint effect

present, which determines the direction and/or the

strength of the relationship between the predictor vari-

able and the outcome. In one common type of interac-

tion, positive family influence functions as a buffer to

shield the child from any harmful exposure to, or

impact of, adversity. For example, a protective family

provides shelter and security for the child in an unsafe

community so the child will not be harmed. Protective

factors can often be activated by adverse events, in

which parents are compelled to protect their child if

they perceive that their child may be at risk or in dan-

ger. In other situations, family influences may exacer-

bate the effects of already-negative contexts or risk

factors. For example, lack of monitoring by the parents

(i.e., moderator variable) may be unsafe for children

residing in bad neighborhoods (i.e., negative context)

because these children do not have the security they

need to live safely in these neighborhoods. Therefore,

the quality of monitoring by parents in risky or danger-

ous environments can be described as a moderator.

Individual differences in children and parents

can moderate the effects of the family as a whole,

suggesting a reciprocal relationship involved. Parents

can change their own perceptions and behavior in

relation to their children’s developmental changes and

also according to how their children respond. Differ-

ences in child temperament and personality can be

moderator variables of parent behavior, and these

ways of relating to people and the world often change

over the course of development. In addition, the qual-

ity of parenting can be moderated by ecological sys-

tems that regulate parent behavior, such as parents’

marital status, the extended family, and the social sys-

tems of work, culture, or community. For example,

a supportive spouse or grandparent can be a protective

factor for the children during periods of stress and

hardships experienced by the family, by regulating

the behavior and affect of the parent. If parents expe-

rience numerous problems at work, these problems

might influence their parenting style when they come

home, thereby affecting the behavior of the child.

Family Influences as
Mediator Variables

Whereas a moderator variable influences the strength

of the interactions between variables and the outcome,

mediator variables serve to explain the relationship

between the predictor variable and outcome. Diverse

family influences can serve as mediator variables that

explain the child’s outcome. For example, parental

involvement in a child’s education is a protective fac-

tor that contributes to positive child academic perfor-

mance, such as high attendance and graduation rates,

improved homework completion, and decreased vio-

lence and substance abuse. Parents often intervene in

their child’s education if they discover that their child

is failing in a subject area. As the parents work with

teachers and with the child in the school, the child’s

grades eventually improve. Thus, parental involve-

ment in the school acts as a mediating variable,

because it helps explain how the child was able to

achieve positive academic results. Parental influences

can potentially mediate many risk factors, including

genetic disorders, low social class, or economic diffi-

culties, in addition to academic failure. For example,

in studies that explored the genetic and environmental

effects in the development of resilience among chil-

dren in poverty, researchers found that maternal

warmth and support mediate the effects of genetic

risks to adaptation in unfavorable circumstances.

However, family influences as mediator variables

can also help explain undesirable or negative child out-

comes. If a child’s parents are physically abusive or

neglectful to the child’s basic needs, this might help

explain why the child is experiencing academic and

social-emotional difficulties. Therefore, parenting styles
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and attachments may also act as mediator variables

that can affect the child’s psychological well-being.

Families can produce all kinds of risks, resources, and

opportunities for the same child over the course of

development, varying from biological and societal fac-

tors to academic and economic resources.

Family influences can also have an indirect effect

on the child when the influence is mediated by inter-

vening factors and the processes the factors represent.

For example, mediator variables can be features of

the child, the child’s nutrition, the school, the neigh-

borhood, the community, or any other system outside

of the family that influences the child’s behavior. One

example of this type of mediating factor is school

support, which can influence both the family and the

child, especially if the family has very little education

and few economic resources available to assist in their

child’s education. School support, therefore, acts as

a positive mediating variable to improve the child’s

academic skills even when the family is unable to

help the child succeed in school (e.g., because of

stressful conditions or difficult circumstances the par-

ents are facing).

Families Influences as Sources of Risk

Because parents are an integral part of the child’s

lives, they can also be a potential source of threat to

their child’s development and well-being. These influ-

ences can be passive in nature. Although some actions

may not be necessarily deliberate, family members

may harm their children’s well-being through neglect

or incompetence. Parents who have a physical or cog-

nitive impairment or other mental health disorders

may not be able to provide normative levels of nutri-

tion, security, or teaching for their children, or they

may not be able to notice impending danger and take

protective action, which can place the child at risk for

negative outcomes. Socioeconomic status and func-

tional competence of the parents are often associated

with child competence and academic achievement.

For example, incompetent parents may be more likely

to expose their children to danger, deviant peers, or

other harmful influences in the environment due to

their circumstances, choices, or behaviors. Younger

children, who are still exploring their environment,

are especially vulnerable to these hazards and risks if

parents do not pay attention to or monitor their safety.

Family influence can also be an active source of

threat. One example of this type of threat is child

abuse and maltreatment, in which parents inflict phys-

ical and/or psychological harm on the child, affecting

the child’s welfare and safety. Studies have shown

that child maltreatment perpetrated by a parent is

a direct threat to children, and studies suggest that

maltreatment by an attachment figure inflicts more

harmful physical and/or psychological effects on the

child than does maltreatment by a stranger. Children

who experience maltreatment are at risk of developing

health and psychological problems as adults, such

as substance abuse, eating disorders, and depression.

Children whose parents use harsh disciplinary meth-

ods can become defiant, explosive, and unpredictable.

Even those from exceptionally abusive families tend

to experience emotional difficulties and low self-

esteem. In addition, because children are also social

learners, children observing domestic violence or

parental conflict may be disturbing for younger chil-

dren, affecting their sense of security within the home

environment.

There has been extensive research that explores

family contextual factors for early-onset substance

use (e.g., alcohol, marijuana) as children reach adoles-

cence. Besides child abuse and maltreatment stated

earlier, children whose families experience extreme

poverty are considered to be at higher risk for a very

early onset (before age 13) of alcohol or substance

use than other children. In addition to low socioeco-

nomic status, other early family contexts that have

been shown to enhance risk for early-onset substance

use include being raised in a family without a biologi-

cal parent, parental stress, family medical conditions,

and unemployment. However, one of the most potent

risk factors is living with a parent who abuses alcohol

and other substances. Research suggests that parental

alcoholism and substance use significantly increase

a child’s likelihood that the child will experience sub-

stance use in adolescence.

Divorce, Remarriage, and the Family

Parental divorce and remarriage have an influence on

the child’s well-being, behavior adaptation, and aca-

demic performance. Children and adolescents whose

parents are divorced or in the process of getting a

divorce are at a high risk of developing externalizing

behavior problems, such as antisocial behavior, aggres-

sion, and noncompliance. In addition, children and

adolescents may develop internalizing behavior pro-

blems, such as depression, anxiety, low self-esteem,
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and withdrawn behavior. However, parental divorce

may be considered a positive solution for some fami-

lies, if there is an extremely high family conflict

involved. Family conflicts that involve hostility and

abuse lead children to develop negative emotions that

can be destructive; thus, a divorce may be an appropri-

ate solution for the family to prevent the child from

witnessing or experiencing this conflict. There may be

some children who feel they are caught in the middle

of this conflict or even feel helpless during this stress-

ful period. Research suggests that parental marital hos-

tility is associated with lack of emotional regulation in

children and adolescents, which can lead to behavior

problems in the future.

Marital transitions can bring positive and negative

life changes to the family. Although divorce leads to

an increase in stressful life events, such as poverty and

psychological problems in adjustment for both child

and parent, it also may allow parents the opportunity

for personal growth. Remarriage provides the family

an additional adult as a resource for family manage-

ment and child support; however, parental monitoring

tends to be lower in stepfamilies and in single-parent

households than in nuclear families. In the early stages

of a remarriage, stepparents are often less affectionate

with their stepchildren even though they spend time

with them attempting to form a relationship. In addi-

tion, biological mothers often become inattentive and

less affectionate and more irritable and inconsistent in

discipline. It may also be difficult for children to adjust

having a new parent present especially if they still

desire their biological parents back together.

Children with certain individual and family pro-

tective factors may be less likely to exhibit negative

emotional and behavior outcomes after a divorce or

remarriage. They may possess coping strategies,

strong relationships with parents, or social support,

which help children to experience less stress and emo-

tional instability. Authoritative parenting throughout

the divorce or remarriage can improve child outcomes

as well. Parents who are able to provide warmth

and support, along with control and monitoring of

their child’s behavior, can lead to diminished exter-

nalizing behavior and increase social responsibility

in children and adolescents. Nevertheless, there are

many challenges that arise in stepfamilies as parents

try to build a marital relationship in the presence of

their child and the child tries to develop meaningful

and secure relationships with biological parents, step-

parents, and stepsiblings as well.

Family Influences in Social
and Cultural Development

Parents have numerous roles and responsibilities to

teach, model, and socialize with their children in

order for them to learn and adapt in their social envi-

ronment. Beginning early in life, most children learn

that there are some things they can or should do and

other things they should not do. For instance, children

learn lessons about their culture’s standards and

expectations, such as personal hygiene, table manners,

and interpersonal skills such as knowing when to say

‘‘please’’ or ‘‘thank you.’’ However, they also learn

from parents not to interrupt when an adult is speak-

ing, not to turn in homework late for school, and not

to hit other children. Parents therefore attempt to

instill beliefs that are acceptable in their own society.

They shape or model their child’s behavior through

rewards and punishment, and reciprocally, the child

can also influence and shape the parent’s behaviors

through interactions with the parents.

Families also have cultural values and beliefs sys-

tems that may influence their child to adopt those same

values and beliefs or even different ones. Parents from

culturally and ethnically diverse backgrounds teach or

expose children to various rituals and traditions that are

part of their family life. Children learn to pray or medi-

tate and to participate in culture-specific or religious

rituals. Families also have their own histories and life

stories that serve many functions for children, such

as imparting family values or life lessons. In various

ways, parents play an important part in establishing

their child’s social and cultural identity through both

direct education and indirect provision during their

child’s growth and development.

In some families, for example in Latino, Native

American, and Asian communities, family bonds and

relationships are especially important, and extended

family members often live nearby. Children who are

raised in these cultures are likely to feel responsible for

their family’s well-being and display loyalty and respect

for their elders. It is not unusual for a child to leave

school when help is needed at home. School achieve-

ment is also highly valued, and most parents encourage

their child to do well academically. However, there are

a few cases where academic achievement may be less

valued than achievement in other areas. For example,

in some Polynesian families, parents expect children

to excel in creative arts and dance rather than aca-

demic subjects such as reading and writing. Therefore,
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families have cultural expectations that may influence

what their child is learning in school.

Many families also have different attitudes, beliefs,

and perceptions about their role in their child’s educa-

tion, which can affect how parents communicate with

teachers in their school. The customs and beliefs of

culturally diverse families often conflict with those of

the educational system. For some immigrant families,

parents have beliefs and expectations that teachers are

the experts in educating children; therefore, parents

may not want to interfere in their child’s schooling.

For other families that are close-knit, they prefer to

resolve their child’s academic difficulties within the

family rather than with school professionals. In addi-

tion, linguistic barriers make it difficult for parents to

communicate with teachers, especially if their child is

having academic or social problems in the school.

Addressing these concerns may potentially help

schools and parents build the partnership necessary to

improve the child’s learning in the school.

Family influences contribute to a child’s develop-

ment in positive or negative ways. They may be

sources of risk and adversity or sources of support

and protection. The accumulation of many risk factors

leads to many problems in children; however, having

the child exposed to a variety of family protective fac-

tors can contribute to positive outcomes. Parents pro-

vide resources in the family, teach children values

and family traditions, and allow children opportunities

to develop their skills academically and socially.

Thus, in direct or indirect ways, families influence

their child’s development across multiple domains

including the child’s competence, physical and psy-

chological well-being, adjustment, and life successes.

Andy V. Pham and John S. Carlson
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FIELD EXPERIMENTS

Field experiments are randomized interventions that

take place in naturalistic settings, as opposed to

research laboratories. Education experiments may

take many forms. Examples include preschool readi-

ness programs, curriculum supplements, reductions in

classroom size, and alterations in the cooperative for-

mat of the classroom, as well as larger institutional

interventions, such as voucher systems that allow par-

ents to choose among schools. In each case, field

experimentation involves the random assignment of

students, classrooms, or schools to treatment and con-

trol conditions.

The primary purpose of experimentation is to iso-

late causal relationships. Random assignment ensures

that exposure to the intervention bears no systematic

relationship to background factors, such as students’

home environment or peer influences. Field settings

enable the researcher to draw causal inferences under

naturalistic conditions, which enhances the external

validity of the results. Field experiments strive to

address four aspects of external validity: (1) How

closely does the intervention resemble what will be

deployed in other settings, for instance, as the result

of a new policy initiative? (2) To what extent was the

experimental stimulus delivered in a context that

resembles the setting within which the intervention is

likely to be deployed in the future? (3) How closely

do the subjects in the experiment resemble those

who are likely to be presented with the intervention?

(4) How closely do the outcome measures resemble
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the outcomes of most interest from a policy or theo-

retical perspective? The ideal field experiment is one

that is conducted as unobtrusively as possible, using

subjects and interventions that allow for generaliza-

tion and outcome measures that meaningfully gauge

the short- and long-term effects of the intervention.

Field experimentation is especially useful in educa-

tional environments where the intervention and setting

interact in complex ways. Here, the advantages over

laboratory experimentation or observational research

are clear. For example, to test the influence of class

size on student performance, researchers in a labora-

tory study might divide subjects into different sized

groups for an afternoon to see how quickly the sub-

jects learn a new skill, such as long division. A

researcher conducting an observational (nonrando-

mized) study of the effects of class size has the ability

to observe actual classroom behavior but is unable to

distinguish the apparent effects of class size from

other factors, such as school funding and parental

involvement; even the use of multivariate statistical

methods leaves open the possibility that the treatment

and control groups differ systematically in unmea-

sured ways. A field experiment that randomly assigns

students to different sized classes during elementary

school has the potential benefit of isolating this one

change in the students’ educational environment while

maintaining the advantages of unobtrusive measure-

ment within a naturalistic setting.

In practice, field experiments often confront practi-

cal challenges. Schools and parents may be unwilling

to participate in a randomized study or to adhere to

a protocol that, for example, assigns some students to

classes with lower student–teacher ratios. In a class

size experiment, for example, parents may withdraw

their children from large classes and exit the school

or pressure administrators to reassign them to small

classes. This problem of noncompliance may be cor-

rectable using statistical methods such as instrumental

variables regression, where the instrument is assign-

ment to the treatment group and the independent vari-

able is whether or not the subject received the actual

treatment. Noncompliance, however, not only compli-

cates the analysis and interpretation of the results; it

also undermines the statistical power of the experi-

ment. More difficult to correct statistically are pro-

blems of attrition, as occur when subjects assigned to

one experimental group are more likely than those in

the other group to exit the study. A third problem is

spillover, or indirect treatment of some subjects as

a function of other subjects receiving a treatment

directly. For example, if improving the educational

environment among children in small classes has

positive educational effects on their counterparts in

larger classes, a simple comparison of treatment and

control groups will underestimate the effects of the

intervention. Finally, field experiments are potentially

susceptible to Hawthorne effects. The mere fact that

an intervention is administered under the watchful

eye of the evaluator may change the quality of the

intervention or the manner in which participants

respond to it.

The use of randomized field experiments also raises

ethical considerations. Exposing students to varying

interventions may be interpreted to mean that some

students will be denied, for the sake of science, the

best education possible. Given this ethical concern,

researchers may be unable to deny access to existing

services by removing pieces of an established program;

instead, they must augment an existing program with

new benefits and compare the effects of these changes

to the baseline outcomes of the preexisting program.

Sometimes resource limitations create opportunities for

acceptable randomized interventions. For example, if

school vouchers are in limited supply, and receiving

a school voucher is determined by a lottery, researchers

may discern the influence of the voucher program by

comparing the educational outcomes of those who

were randomly selected to receive a voucher to those

who applied but were not selected.

When field experiments are impractical for logisti-

cal or ethical reasons, researchers may examine natural

experiments, that is, situations in which events or insti-

tutional practices sort subjects into treatment and

control groups in ways that mimic randomized assign-

ment. For example, when a benefactor offers college

scholarships to all third graders in a given school, one

may examine the effects of this incentive program on

graduation rates by comparing to these third graders

the corresponding outcomes of second and fourth gra-

ders in the same school. Similarly, it is possible to

examine the influence of kindergarten enrollment on

a child’s intellectual development by comparing chil-

dren whose birthdays fall immediately before and after

a specific cutoff date. Natural experiments permit

researchers to examine the consequences of ‘‘as if’’

random variation. The drawback of natural experiments

is that ‘‘as if’’ randomization is not necessarily the

same as actual randomization. The researcher may be

mistaken in asserting that the treatments were applied
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in a random fashion, in which case, causal inferences

may be biased.

Donald P. Green and Rachel Milstein Sondheimer
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FIELD INDEPENDENCE–
FIELD DEPENDENCE

Field independence–field dependence (FI/D) is a

dimension of cognitive style that affects the degree to

which individuals rely on their own internal frames of

reference in perception and performance of cognitive

and social tasks. The degree of reliance on internal or

external referents, in turn, affects other cognitive and

social domains of behavior. The result is the portrait

of a field independent person who is perceptually and

cognitively analytic—able to see the trees in the for-

est. The same person is socially introverted, thinking

his or her own thoughts rather than engaging with

others. The field dependent individual perceives and

thinks more holistically and can even be overwhelmed

by extensive data in the field—unable to engage

selective attention without help. The field dependent

person relies on others for direction, help, and confir-

mation and thus exhibits a socially engaged interper-

sonal style. People develop from a relatively field

dependent style as children to more field independent

with age, but this general developmental trend does

not have a uniform outcome, and therefore, FI/D

remains a variable of individual difference within the

adult population.

The descriptions of individuals falling at the

extreme ends of the FI/D continuum are immediately

recognizable by any teacher. Some students seem to

take off on their own, cognitively speaking. These

field independent learners like to work independently

and even get impatient when they are placed in

a group for discussion and problem solving. Their

field dependent counterparts are happy when it is time

for group work. They are lost on their own and, there-

fore, subscribe to the notion that two heads are better

than one. The fact that these types of individuals are

so recognizable to teachers may be one reason that

the construct of FI/D remains important in educational

psychology.

A second reason is that all educationalists are

attracted to the idea that individual differences in stu-

dents can be characterized in terms of style rather than

solely in terms of ability. A style is expressed on

a horizontal continuum with neither end being inher-

ently superior to the other. Ability is expressed using

a vertical metaphor, with some students on top and

others at the bottom. The top is good; the bottom is

not. Bottom students need remediation; top students

do not. Differences in the style continuum suggest

that all learners can do well if they are situated in the

appropriate learning environment. In this sense, cog-

nitive styles such as FI/D are the predecessors to the

idea of multiple intelligences, which also has

appealed to teachers. The utility of these conceptions

of individual differences is in the promise they offer

for learners and the responsibility they place on edu-

cators for structuring instruction in a way that helps

learners to succeed.

Despite the conceptual attraction that the FI/D con-

struct holds, the empirical research on this construct

has been plagued by measurement problems. The origi-

nal measure of FI/D in the mid-1900s was administered
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individually and required the examinee to orient

perceptually and physically to a field of objects as

they were rotated. This cumbersome procedure was

replaced by the Group Embedded Figures Test, which

consists of a booklet containing line drawings in

which examinees are to find hidden shapes. The ratio-

nale for the task design is that children with the field

independent style will succeed in finding the hidden

shapes without becoming distracted by the overall fig-

ures. The task resembles sections of intelligence tests

that measure fluid ability, which is one aspect of some

definitions of intelligence. Indeed, the Group Embed-

ded Figures Test has been found to load on fluid abil-

ity when factor analyzed. Moreover, the scoring of

this measure results in an overall score indicating

number of correct responses; a high score means high

field independence. In other words, this measure

transforms the attractive, value-neutral style construct

into a value-laden ability. Some connection undoubt-

edly exists between the field independent end of the

style continuum and the field independent ability (or

fluid intelligence) measured by the Group Embedded

Figures Test, but research attempting to understand

the role of the FI/D style in learning requires better

measurement procedures.

Because of the measurement problem, some

researchers have become discouraged about the utility

of FI/D as a construct that can help educators under-

stand learning. However, others see this construct as

extremely salient for success in the variety of contexts

that learners face today and, therefore, these research-

ers attempt to improve its measurement. Moreover,

research results typically reveal a weak to moderate

correlation between the Group Embedded Figures

Test and measures of learning success under particu-

lar conditions, such as classroom second language

learning. In other words, empirical results, although

not dramatic, are sufficient to keep some researchers

interested. In particular, researchers studying learning

through technology see FI/D as an important means

for understanding how individual differences intersect

with technology use.

Can instruction be designed in a way that fits indi-

vidual styles? Can online instruction be modified

on the basis of dynamic assessment of style? Can tea-

chers use technology to provide individual and social

alternative learning environments for learners in the

same class? These are some of the questions that

researchers hope to address, but in order to obtain

results about the success of such learning conditions,

a valid measure for assessing the FI/D style is needed.

Whereas findings about individual differences may

have been difficult to act on in classrooms, the range

of learning options availed through technology

prompts researchers to seek solutions to measure-

ments issues.

Carol A. Chapelle
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FLASHBULB MEMORIES,
THE NATURE OF

Psychologists interested in people’s memories of life

events have suggested that memories of some events

may be different from others in that people are able

to recall not only the events but also the circum-

stances surrounding the events and, further, that these

memories may be more detailed and subject to less

forgetting than others. These memories have been

termed flashbulb memories. Two fundamental ques-

tions psychologists have posed with regard to flash-

bulb memories are whether they are somehow special

with regard to the nature of the information stored

about the event and whether they respond differently

to the ravages of time than other memories. Another

important question is what factor or factors contribute

to the formation of a flashbulb memory. In other

words, what, exactly, is necessary for individuals to

form a flashbulb memory?
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Flashbulb Memories and the
Study of Memory in General

Psychologists interested in how individuals acquire

and use knowledge have devoted much attention to

the study of memory. Indeed, there have been more

studies of memory than of any of the other cognitive

processes that psychologists have investigated. From

both a theoretical and practical standpoint, the study

of memory is important and provides valuable infor-

mation to psychologists and educators about the way

to best present material to enhance learning, the most

effective strategies to promote remembering, and an

understanding of the variety of factors that often serve

to limit how much individuals can remember. Much

attention has been paid to how individuals of all ages

encode, store, and retrieve information they have

experienced. The study of memory has had a long his-

tory in psychology and remains a topic of great study

and fascination today.

Psychologists have found it helpful to categorize

memories into short-term and long-term memories.

Short-term memories of newly presented information,

such as someone’s phone number, may last for several

seconds but are often displaced when individuals are

distracted in some way or kept from rehearsing the

information. Thus, a new phone number that one has

looked up and intends to dial may be lost as one

answers a question posed by a child entering the room.

Chances are, if the information is not familiar, for

example, if this is the first time that one has attempted

to think about or remember this particular phone num-

ber, the phone number that is displaced is unlikely to

be remembered at a later time. It has, for all practical

purposes, vanished. Long-term memories are generally

thought to be more permanent than short-term memo-

ries (although all long-term memories are not necessar-

ily permanent) and can last for several minutes up to

several years. An adult’s recall of the first day of kin-

dergarten, assuming that such a memory exists, would

be a good example of a long-term memory. People’s

ability to recall information can be very impressive, as

in the case of many long-term memories, or not, as in

the case of many short-term memories.

Long-term memories are generally classified into

one of several types of memory. Within the broader

category of long-term memory are episodic memories,

or memories for events; semantic memories, or mem-

ories for general knowledge (e.g., that a kangaroo is

a type of mammal); and procedural memories, or

memories for procedures involved in various skills

(e.g., in typing or playing the piano). A flashbulb

memory is a type of episodic memory.

With regard to episodic memories, psychologists

have been particularly interested in the numerous fac-

tors that produce either heightened or hindered recall

of an event. As mentioned earlier, individuals’ long-

term memories can be quite impressive. What are the

characteristics of an event that may make one’s mem-

ory for the event particularly salient and long-lasting?

Are some memories so ‘‘special’’ that they may be

even more salient and long-lasting than others? These

are questions that have intrigued not only psycholo-

gists but also individuals in all walks of life.

Studies of Flashbulb Memories

An early article by R. Brown and J. Kulik is generally

thought to be the first article detailing an examination

of flashbulb memories. The article is quite important,

because it motivated others to begin to examine flash-

bulb memories in a systematic manner and because

the authors presented somewhat inconsistent concep-

tualizations of flashbulb memories. Brown and Kulik

suggested that when individuals experience an event

in their life that is highly unexpected as well as conse-

quential, they are likely to remember not only the

event but also the contextual circumstances surround-

ing the event. So, for example, an individual might

still remember the circumstances surrounding being

told that her father died (such as the time of day, the

activity being engaged in, where she was when given

the news, what happened immediately afterward),

even though several decades have passed, or upon

hearing the news of the Challenger explosion. It

should be noted that psychologists have most often

studied individuals’ memory of public rather than pri-

vate events. Because of their nature, highly unex-

pected and consequential public events are likely to

produce memories in a large number of people, mak-

ing public memories more open to psychologists’

investigations than are more personal and private

flashbulb memories. Thus, psychologists know more

about public than private flashbulb memories.

In an initial study conducted by Brown and Kulik,

individuals were asked, in part, whether they recalled

the personal circumstances of hearing the news that

President John F. Kennedy had been assassinated

(since Brown and Kulik’s study, psychologists

have investigated several other highly surprising and
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consequential events, such as other assassinations, the

Challenger explosion, the Loma Prieta earthquake,

and the terrorist attacks in the United States on

September 11, 2001). To have what Brown and Kulik

considered a flashbulb memory, participants had to

indicate that they did, indeed, remember the circum-

stances surrounding being made aware that Kennedy

had been killed and also had to be able to provide

information about at least one of six ‘‘canonical’’

categories of contextual circumstances (place, ongo-

ing event, informant, affect in others, own affect, and

aftermath). What is interesting about Brown and

Kulik’s operational definition of flashbulb memories

is that it would clearly seem to ‘‘pave the way’’ for

the allowance of forgetting in flashbulb memories.

However, at the same time, Brown and Kulik sug-

gested that individuals might remember the circum-

stances surrounding a surprising and consequential

event because of the potential biological significance

of the event and the relatedness of the event to sur-

vival of the species. Thus, the authors emphasized the

importance of remembering the event to a species’

very survival and, further, suggested a photographic

metaphor to describe the mechanism by which these

types of memories might be formed. Even the term

used by these authors, flashbulb memories, suggests

that such memories have rich details that are frozen in

time, much like a photograph. Thus, depending on

which of Brown and Kulik’s conceptualizations one

focuses on, he or she may end up with the understand-

ing that flashbulb memories are special and involve lit-

tle forgetting or the understanding that flashbulb

memories may be special, but, perhaps, not so special.

Since Brown and Kulik’s study, several investiga-

tors have examined individuals’ reactions to surpris-

ing and consequential events to determine the nature

of flashbulb memories. One important debate in the

literature has been whether flashbulb memories are

different enough from other memories to suggest that

they must be formed differently than are other memo-

ries. If so, flashbulb memories for important events in

people’s lives (and the circumstances of hearing about

the events) may be impervious to the types of rampant

forgetting that individuals experience for more mun-

dane events. To examine the ‘‘special mechanism’’

hypothesis, psychologists have frequently examined

individuals’ ability to recall the circumstances of

hearing about a surprising and consequential public

event fairly soon after hearing of the event and then

again, after a longer delay. For example, individuals

might be asked a series of questions regarding their

memory of hearing about the Challenger explosion

a day after the news event and then again 6 months or

1 year later. Of interest is whether individuals remem-

ber the event and the circumstances of hearing about

the news event and whether their memories of the

event and circumstances after a delay are similar to

those they had initially. It is generally assumed in

this type of research that individuals’ initial recollec-

tions, typically examined within days of the event, are

accurate.

When psychologists have examined individuals’

memories of public events in this way, it has gener-

ally been the case that individuals’ memories are not

consistent over time and involve a loss or distortion

of details. Some recent research suggests that these

types of changes are less likely to occur when the ini-

tial memories are investigated about a week or so

after the event, rather than immediately following the

event. In any case, it appears that flashbulb memories

are not so special as to warrant the hypothesis that

they are formed from a special set of processes. Some

psychologists have found, however, that individuals

often have a great deal of confidence in their inaccu-

rate memories. Thus, although the individuals’ memo-

ries for important events may not be accurate, these

individuals believe that their memories are accurate.

Another important issue is what factor or factors

are necessary to form a flashbulb memory. Psycholo-

gists have examined the role of several variables in

the formation of flashbulb memories, including

rehearsal, emotional state, importance or consequenti-

ality, surprise, novelty, and prior knowledge. Psychol-

ogists have also developed and tested fairly complex

models of how these variables might interact to pro-

duce flashbulb memories. It does seem clear at this

point that some of these variables may play a more

crucial role in the formation of flashbulb memories

than others. Psychologists are continuing to refine

their models of flashbulb memory formation.

Although it is now generally agreed upon that

flashbulb memories involve forgetting, it is also the

case that individuals’ memories for some events, and

the circumstances of hearing about the events, can be

impressive. There have been cases in the literature,

for example, of older adults recalling a striking

amount of details for crucial historical events that

occurred decades earlier. For this reason, psycholo-

gists have begun to concentrate on identifying the

circumstances leading to such superior memory. It
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appears that rehearsal may be critical in the formation

of flashbulb memories, as individuals retell important

narratives about their life history. It also appears that

direct involvement in an event may be an important

component in the formation of flashbulb memories.

For example, living through an event such as an earth-

quake or being in close proximity to such an event

leaves a much stronger impression than hearing about

this event from many miles away. Thus, there is a dif-

ference in having ‘‘been there’’ for something like the

Loma Prieta earthquake or the 9/11 attacks in New

York City. As research on flashbulb memories con-

tinues to progress, psychologists will no doubt dis-

cover other important factors related to the formation

of flashbulb memories and gain an even greater

understanding of what factors are responsible for the

very impressive memory for circumstances that may

occur in some situations.

Karen M. Zabrucky and Lin-Miao L. Agler
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FLUID INTELLIGENCE

Fluid intelligence is the set of cognitive processes that

people bring to solving novel tasks and representing,

manipulating, and learning new information. Conse-

quently, fluid intelligence is an important construct

in educational psychology because it attempts to

describe and explain aspects of the individual that

influence how, and how well, people solve unfamiliar

problems and learn previously unfamiliar material.

The history, nature, and current controversies sur-

rounding fluid intelligence are herein reviewed.

History

Early research in intelligence proposed that intelli-

gence was composed of a single, unitary characteristic

(known as general intelligence, or g) and a relatively

large number of specific abilities. Whereas g was

viewed as broad ability having a profound effect on

learning, problem solving, and adaptation, specific

abilities were viewed as narrow and largely trivial.

However, subsequent research differentiated intel-

lectual abilities that were based, in large part, on

culturally specific, acquired knowledge (known as

crystallized abilities, or gc) and intellectual abilities

that were less dependent on prior knowledge and cul-

tural experiences (known as fluid abilities, or gf ).

Although this work was primarily influenced by fac-

tor analysis of relationships among cognitive tests,

prediction of future learning, experimental studies,

and other forms of evidence also supported the

crystallized versus fluid distinction. More modern

research has identified other abilities in addition to

crystallized and fluid abilities (e.g., working memory,

quantitative reasoning, visualization), although scho-

lars have not yet agreed on the exact number and

nature of these abilities and whether these abilities

are independent faculties or subordinate to g: In con-

trast, there is strong consensus on the distinction

between fluid and crystallized intellectual abilities

and their substantial roles in human learning and

adaptation.

Nature

Contemporary neuroscience defines fluid intelligence

as cognitive processing independent of specific content.

Fluid intelligence is characterized by the ability to
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suppress irrelevant information, sustain cognitive repre-

sentations, and manage executive processes. Measures

of fluid intelligence are strong predictors of cognitively

demanding tasks, including learning, education, voca-

tional performance, and social success, particularly

when such performance demands new learning or

insight rather than reliance on previous knowledge.

Research also suggests strong biological influences

on the development of, and individual differences in,

fluid intelligence. For example, studies demonstrate

that (a) fluid intelligence is more heritable than most

other cognitive characteristics; (b) localization of fluid

intelligence operations in the prefrontal cortex, ante-

rior cingulate cortex, amygdala, and hippocampus;

(c) life-span changes associating neurotransmitter dec-

reases with decrements in fluid intelligence; (d) mod-

erate associations between neural speed of response/

conduction and (untimed) measures of fluid intelli-

gence; (e) that unusual exposure to language (e.g.,

deafness, nonstandard language background) has little

effect on the development and performance of fluid

intellectual abilities; and (f) fluid abilities have been

rising steadily in Western countries for over a century

in contrast to relatively stable crystallized abilities

(i.e., the Flynn effect). Although there is an associa-

tion between environmental advantages (e.g., parental

education, socioeconomic status) and fluid intelli-

gence, this association may be partly or entirely

explained by gene-environment correlations. There

is little evidence to suggest that deliberate environ-

mental interventions (e.g., compensatory education

programs) substantially influence fluid intelligence,

although such programs may have at least short-

term effects on crystallized intelligence.

Nearly all major clinical tests of intelligence include

measures of fluid and crystallized intelligence. Most

notably, tests that historically invoked different mod-

els of intellectual processes have recently adopted

a hierarchical model in which measures of fluid

and crystallized intelligence (and sometimes other

abilities) are viewed as subordinate to general intelli-

gence and are combined to produce a composite esti-

mate of g:

Current Controversies

There are a number of unresolved issues regarding

fluid intelligence. One such issue is how fluid intelli-

gence relates to other forms of intelligence. Some have

argued that general intelligence is a statistical artifact

(i.e., there is no genuine all-purpose intellectual ability

captured by g) and that fluid intelligence is an inde-

pendent, distinct intellectual ability (i.e., the multiple

intelligences perspective). Although the notion of mul-

tiple intelligences is popular among educators, most

cognitive scientists hold that abilities are hierarchically

arranged, with g as a superordinate construct. Some

hold that fluid intelligence is synonymous with g and

that gf is, therefore, the superordinate construct in any

hierarchy of intellectual abilities, but most hold that g

is distinct from, and superordinate to, gf .

Another controversy is whether measures of fluid

intelligence provide a more ‘‘culturally fair’’ approach

to estimating the intelligence of individuals from

linguistically, ethnically, or culturally diverse back-

grounds. Cross-cultural and cross-linguistic research

generally supports this contention, as fluid intelligence

tests can typically be used with few changes and still

yield reliable and valid results. However, the case

for ethnic groups sharing a common language (e.g.,

English-speaking Black and White Americans) is

more controversial. Whereas measures of crystallized

intelligence produce substantial differences between

groups and are often cited as examples of cultural bias

in assessment, the finding that measures of fluid intel-

ligence reflect similar (and in many cases, larger) dif-

ferences between groups is not as widely recognized.

Although at this time, the bulk of evidence is consis-

tent with the conclusion that tests reflect, rather than

create, intellectual differences within and between

groups, some scientists continue to search for expla-

nations of differences between groups that attribute

the differences to nonintellectual factors.

The processes that constitute fluid intelligence are

also a matter of debate. For example, some argue that

working memory and fluid intelligence are synony-

mous, whereas others argue that fluid intelligence is

a unique characteristic related to, yet distinct from,

other cognitive processes. Yet another controversy

relates to the methods used to decide competing theo-

ries. For many decades, the dominant source of evi-

dence was factor analytic. However, more recent

research has invoked brain imaging, functional mag-

netic resonance, genetic, and other forms of evidence.

The generation and integration of evidence from these

disparate sources promise to help resolve current con-

troversies, and pose new controversies, regarding the

nature and definition of fluid intelligence.

Jeffery P. Braden
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FREQUENCY DISTRIBUTION

It is not only important to understand what descriptive

data represent but, if possible, to see it as well. One

way to do this is through the use of a frequency distri-

bution, a visual representation of a distribution of data.

Table 1 shows 25 scores on a math test for which a

frequency distribution will be created.

The first step in creating a frequency distribution is

to define the class interval that will be used. A class

interval is a range of numbers, and the first step in the

creation of a frequency distribution is to define how

large each interval will be.

Some guidelines for creating a class interval are as

follows:

1. Select a class interval that has a range of 2, 5, 10,

15, or 20 data points.

2. Select a class interval so that 5 to 20 such intervals

cover the entire range of data. A convenient way to

do this is to compute the range, then divide by

a number that represents the number of intervals

you want to use (between 10 and 20).

3. Begin listing the class interval with a multiple of

that interval.

4. Finally, the largest interval goes at the top of the

frequency distribution.

Once class intervals are created, it is time to com-

plete the frequency part of the frequency distribution.

This is done simply by counting the number of times

a score occurs in the raw data and entering that num-

ber in each of the class intervals represented by the

count.

In the frequency distribution created earlier, the

number of scores that occur between 80 and 84 and

are in the 80–84 class interval is 8. So, an 8 goes in

the column marked Frequency.

Table 2 shows the frequency distribution following

the guidelines listed previously where all 25 scores

are represented and can, of course, only appear in one

interval.

Another way to visualize a distribution of scores is

through the creation of a histogram such as that

depicted in Figure 1.

Table 1 Sample Math Scores

70 77 80 84 90

72 78 80 84 91

72 78 82 85 91

74 79 83 87 93

76 80 84 87 94

Table 2 Sample Math Scores—Frequency Distribution

Class Interval Frequency

90–94 5

85–89 3

80–84 8

75–79 5

70–74 4
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FRIENDSHIP

Making friends, keeping friends, and being a friend are

considered important developmental tasks from early

childhood to the adolescent years. Friendships set the

stage for children’s development of numerous compe-

tences, including communication and cognitive skills,

as well as emotion regulation and emotion under-

standing. Friendships also allow children to measure

themselves against others, to develop a sense of self-

concept, and to acquire the social skills they will use

throughout their adult lives. This entry discusses the

role that friendships play in school adaptation, in

being accepted, and in childhood development. This

entry then addresses deleterious effects and other

implications of friendships.

Friendships and School Adaptation

Friendships appear to play a crucial role in chil-

dren’s adjustment and adaptation to school. One way

that friendships may contribute to children’s school

performance is by directly stimulating cognitive

growth and learning, thus setting the stage for later

intellectual performance. Consistent with this pro-

posal, empirical evidence suggests that children

demonstrate greater problem-solving ability, task

mastery, and creativity when interacting with friends

than when working alone and that these skills trans-

fer to other situations. When children collaborate

with friends, they are more efficient and productive

problem-solvers across a variety of tasks, including

creative and oral tasks, as well as more academic

tasks, such as scientific reasoning problems or writ-

ing assignments. Further evidence links the quality

of children’s friendships to children’s academic per-

formance. Such associations appear as early as the

preschool years, with the quality of preschool chil-

dren’s friendships predicting academic performance

in elementary school.

A second way that children’s friendships may

influence adjustment to school is by shaping chil-

dren’s attitudes and motivation toward schooling. For

example, research by Carollee Howes indicates that

children who moved from one day care setting to

another, accompanied by friends, demonstrated higher

levels of social competence than children making a sim-

ilar transition without a friend. Brian Vaughn and his

colleagues report a similar finding for preschool chil-

dren advancing from one Head Start classroom to

another. Gary Ladd and his colleagues document the

positive value of entering kindergarten in the company

of friends on children’s adjustment. Particularly note-

worthy is their finding that children who moved

into kindergarten with mutual friends were better

adjusted to school than children who made the transi-

tion with acquaintances who were not friends. The

transition process from elementary to middle school

also appears to proceed more smoothly for children

who have friends. Specifically, Kathryn Wentzel

found that students who had a friend upon entering

middle school displayed better academic and social

adjustment at the end of their first year of middle

school than students without a friend. In addition to

helping children cope with the normative stress that

accompanies the transition to a new school, evidence

suggests that friendships may help children cope with

nonnormative stresses such as becoming the victim of

a school bully. In contrast, children without friends

not only report being lonely and feeling depressed but

also exhibit inappropriate classroom behavior.
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Friends, Acquaintances,
and Peer Acceptance

The impact that friendships have on children’s school

adjustment may result from the uniqueness of the

friendship relationship compared to children’s other

social relationships. A great deal of research has been

devoted to identifying differences between children’s

interactions with acquaintances versus friends. Evi-

dence from this body of work suggests that friends feel

a sense of responsibility for one another’s needs, that

they assist each other in meeting those needs, and that

they expect no repayment of the assistance they pro-

vide to their friend. In contrast, acquaintances tend to

feel less responsibility for one another and are more

likely to distinguish the circumstances under which

they will provide support to each other. In a compre-

hensive meta-analysis of studies comparing friends and

nonfriends, Andrew Newcomb and Catherine Bagwell

concluded that friends engage in more frequent positive

interactions, including talking, cooperation, and posi-

tive affect, than do peers not identified as friends.

Friends are also more similar behaviorally to one

another, more egalitarian, more loyal to one another,

and less likely to assert dominance over one another

than are children who are simply acquaintances. These

characteristics are presumably a consequence of friends’

greater proximity, heightened mutual interest, and

intense concern for one another, and they point to the

unique affiliative bond that friends share.

A particularly noteworthy behavioral domain in

which friends differ from acquaintances is conflict

management. Although friends engage in conflict at

rates similar to those of nonfriends, friends are distin-

guished from nonfriends in their conflict resolution

efforts. For example, Willard Hartup and his collea-

gues found that, compared with conflicts between

children who were not friends, conflicts between

(4-year-old) friends were less heated, were more likely

to be resolved by both partners disengaging from the

conflict, were more likely to end in compromise, and

were more likely to be followed by continued interac-

tion. The authors suggest that because friendships are

founded on emotional commitments, children have

a lot at stake in their friendships, and failing to

resolve conflict puts the friendship at risk. Conse-

quently, children appear to be particularly motivated

to reduce conflict with their friends in order to main-

tain the relationship. This evidence joins with other

research documenting differences in the behavioral

qualities of friendship and children’s interactions with

acquaintances to suggest that friendships offer chil-

dren unique experiences, provide distinct develop-

mental resources, and serve different functions than

do children’s other relationships.

Friendships have also been distinguished from chil-

dren’s social status, or level of acceptance, in the

larger peer group. Acceptance refers to being gener-

ally well-liked by a group of peers, rather than partici-

pating in a specific, close dyadic relationship with one

other individual. Research with school-age children

and adolescents suggests that acceptance and friend-

ship are unique but related domains of children’s peer

relationships. For example, in a study examining both

friendship status and peer acceptance in early child-

hood, Ladd found that children who formed new

friendships in their kindergarten classroom experi-

enced improvements in school performance over the

course of the school year. However, even after taking

into account children’s friendship status, peer rejec-

tion predicted less favorable attitudes toward school,

greater school avoidance, and lower levels of aca-

demic performance at the end of the school year.

More recently, Ladd and Wendy Troop-Gordon found

that children who were friendless in first grade had

more internalizing adjustment problems and reported

being more lonely at school in fourth grade than chil-

dren with friends. Moreover, the connection between

being friendless and children’s internalizing problems

held true even after taking into account children’s

chronic peer rejection. Thus, it appears that being

accepted by peers and having friends may provide

children with different developmental opportunities

and may have different connections to children’s

adjustment in school.

At the same time, however, popularity with peers

appears to overlap with the development of friend-

ships. In their summary of research on connections

between children’s acceptance among peers and par-

ticipation in reciprocated friendships, Willard Hartup

and Nan Stevens concluded that friendship is a

positive correlate of social competence for preschool

children. Consistent with this view, Brian Vaughn

reported that the number of reciprocated friendships

enjoyed by preschool children was a positive and sig-

nificant correlate of overall social competence scores.

One way that peer acceptance appears to influence

friendships is by determining the amount of choice

that children have in friends. Those children who are

more popular tend to have more friends, engage in
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more cooperative activities, and display more social

conversation than children who are socially rejected

or neglected. At the same time, however, being well-

liked by peers does not guarantee that a child will

have a specific friendship, nor does being rejected by

one’s peer group preclude a child from having

a friend. A recent study of second and third graders

found that 39% of children rejected by their peer

group had at least one mutual friend in that group and

that 31% of popular children did not have a recipro-

cated friendship.

Although there is some question as to when chil-

dren form friendships, evidence suggests that children

begin to discriminate among peer partners and form

preferences for particular playmates within their peer

groups as early as toddlerhood. Children as young as

30 to 73 months of age (nominal ‘‘preschool’’ ages)

have been confirmed to show preferences for specific

peers in their day care and preschool groups. These

early friendship preferences manifest themselves by

the maintenance of close proximity and frequency of

interaction between two children. By 36 to 48 months,

over half of all children have reciprocated friendships,

and many of these friendships are stable over time.

Preschool friendship preferences can be reliably

assessed using a sociometric choice task, a procedure

that asks children to identify their most preferred

playmates. Evidence suggests that these early friend-

ships may be differentiated from other peer relation-

ships by the amount of time children spend in

reciprocal and complementary interaction.

Friendships and
Childhood Development

Age plays a major role in defining the specific behav-

ioral qualities that distinguish children’s friendships

from other peer relationships and in shaping expecta-

tions for interpersonal behavior within friendships.

Based on well-defined physiological, cognitive, emo-

tional, and social changes, development during child-

hood is divided into three major periods: early

childhood (3–7), middle childhood (8–12), and ado-

lescence (13–18). Throughout these periods of devel-

opment, friendships are characterized by reciprocities,

mutual liking/attraction, and by affection and having

fun together. However, there are marked qualitative

differences in children’s friendships during different

age periods, and the behavioral processes involved in

the formation and maintenance of friendships change

as children develop. Consequently, friendship inter-

action during any given developmental period has

a characteristic structure and content that give it a dis-

tinct signature or theme. The themes of each period

and their developmental progression are normative in

that they reflect children’s attempts to adapt to the

demands of their social-ecological niche.

Early Childhood

During early childhood, friendships are defined by

the theme of playmate. Young children place a pre-

mium on a child’s potential as a playmate, both in

their descriptions of actual friendships and in their

beliefs about friendships in general. Consequently, in

this developmental period, friendships may be identi-

fied by children’s maintenance of close proximity,

engagement in mutually interesting activities, and

time spent together. The level of enjoyment and satis-

faction children experience with playmates depends

almost completely on the level of coordination they

achieve. Coordination refers to the extent to which

two children are able to fit together their separate

actions into jointly produced discussions or activities.

Coordination is easier to achieve when children share

similar interests and behavior patterns. For this rea-

son, similarity is a key factor in young children’s

friendship formation. However, it is not the specific

nature of their similarities that interest young children,

but rather the mere presence of commonalities. In

their effort to establish commonalities, a good deal of

young children’s friendship conversation involves

social comparison processes. Once friendships are

formed on the basis of commonalities, efforts to main-

tain those relationships are motivated by the desire to

achieve coordination of play. Thus, the interactive

emphasis of young friends centers on play negotia-

tion, emotion regulation, and conflict management.

Middle Childhood

As children transition from early childhood to mid-

dle childhood, their conceptions of friendship change

from a self-centered view of what a friend can do for

them as an exciting playmate to a more balanced per-

ception of friendship, involving reciprocal and mutually

satisfying interactive exchanges. In addition, children

move developmentally from an emphasis on friendship

being a momentary act between individuals to a focus
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on the enduring affective nature of the relationship.

Consequently, during middle childhood, children’s

friendships have been characterized by the theme of

companionship. During this period, friendships become

more stable and are more often reciprocated. Also by

middle childhood, as a function of growing interper-

sonal awareness, the basis of friendships centers more

on shared norms and personal qualities, as opposed to

common interests. The behavioral processes that are

salient to friendship also change during middle child-

hood. For example, fantasy play among friends appears

to decline dramatically from preschool to middle child-

hood, whereas animated conversation, games, and con-

tests become more common. In addition, during middle

childhood, the content of conversations between friends

begins to focus more on sharing intimate information

about the self, and children come to expect that friend-

ship creates an obligation for mutual aid or support

when needed or requested by a friend.

Adolescence

In adolescence, friendships depend on and manifest

themselves in intimate, dyadic exchanges that feature

openness, honesty, and affection. Evidence suggests

that as adolescents become preoccupied with concerns

about developing autonomy and self-governance, they

begin to rely more on friends for intimacy and support.

Accordingly, the theme of friendships during this

developmental period is intimacy. Friendships serve

the function of helping adolescents to achieve individ-

ual identity and self-understanding. This role is evident

in the expectations that adolescents espouse about

friendships, which focus on similarities in interests and

personalities, and processes of intimacy and validation.

Likewise, the interactive emphasis of adolescents’

friendships center on self-disclosure, positive gossip,

and shared intimacy. During adolescence, friendships

become the primary social relationships in which

young people share their confidences. Emotional sup-

port and autonomy are also seen as essential elements

of friendship among adolescents. However, compared

to previous ages, adolescents are less preoccupied with

what benefits they derive from their friendships and are

more conscientious of their friends’ needs.

Negative Effects

Although it is clear that friendships typically fea-

ture reciprocity, loyalty, shared positive affect, and

companionship at all ages, it is also important to note

that friendships can serve as contexts for less-amicable

social processes. As previously indicated, conflict is

prevalent in interactions between friends, and although-

friends typically manage conflict in more optimal ways

than do children who are not friends, the fact remains

that excessive interpersonal conflict is predictive of

adjustment problems. Friendships can also serve as

the setting for harmful interpersonal processes, such

as coercion, jealousy, and betrayal. Moreover, chil-

dren may form friendships with children who demon-

strate antisocial characteristics. Such friends, in turn,

can pressure children to engage in behavior they

might not otherwise consider. In addition, some

friendships can magnify the child’s own antisocial

tendencies, or they may lead to bully-victim relation-

ships. For these reasons it is important for parents and

teachers to consider the quality of children’s friend-

ships and to give attention to whom children form

friendships with.

Implications

Research clearly indicates that most children have at

least one friend. Moreover, empirical evidence points

to the significant role that friends play in children’s

adjustment to school and academic performance.

Friendships can be distinguished from other social

relationships in which children are involved. Friends

engage in interactions that are qualitatively different

from those of children who are not friends. Children

who are friends communicate clearly, self-disclose

more often, and resolve conflicts in ways that enhance

the likelihood that their relationship will continue.

Friendships also have been distinguished from chil-

dren’s social acceptance in their peer group. A signifi-

cant portion of children who are well-liked by their

peer group do not have a specific friend, and a sub-

stantial number of children who are rejected by peers

do have a friend. Characteristics of children’s friend-

ships change with age. As children grow older, their

thinking about friendship progresses from the con-

crete to the abstract, and this change is manifested in

their interactions with friends. Specifically, over time,

children’s friendships become more stable, demon-

strate more reciprocal altruism, and consist of more

shared intimate personal knowledge. Recent research

also indicates that friendships can have deleterious as

well as constructive effects on children’s adjust-

ment and can involve both positive and supportive
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interactions as well as conflictual and stressful interac-

tions. Moreover, who a child chooses as friends

appears to be as important as whether a child has

friends or not. The implications of this information

concerning children’s friendships are complex and

important for both educational policy and classroom

practices.

Eric W. Lindsey and Heather Stopp
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G
The young do not know enough to be prudent, and therefore they attempt the impossible—and achieve it,

generation after generation.

—Pearl S. Buck

GANGS

The topic of gangs has generated extensive literature

and social action. Questions over both definitions and

solutions typify gang research, policy, and interven-

tion. Law enforcement efforts at containing gangs

date back to colonial America. In turn, modern empir-

ical research into gangs began in the late 1920s.

Despite the longevity of gangs as a social problem,

there is still ongoing debate concerning the composi-

tion of gangs, their behavioral dynamics, and the most

effective gang reduction strategies.

This entry discusses the definitions of gangs, the

factors that cause them, gang typology, and the dynam-

ics of gang membership. This discussion is followed

by an examination of the various types of gangs.

Finally, differing anti-gang strategies and problem-

solving approaches are explored.

Differing Definitions

Probably the biggest challenge to researchers, anti-gang

practitioners, and policy makers alike is that there is no

standard or widely accepted definition of the word gang.

Because there are so many competing definitions, any

discussion or collaboration between different groups suf-

fers; there is no common vocabulary. Communication is

hindered by muddled comparisons and lack of termino-

logical clarity. This confusion in definitions and concepts

contributes to greater problems in trying to understand

the prolific growth of gangs from the 1990s onward.

Furthermore, this confusion contributes to the difficulty

building consensus around the most effective anti-gang

strategies. This definitional problem raises the question

of which comes first: Does gang membership push youth

into criminal activity, or does criminal activity push

youth into gang membership? Because the concepts

underlying membership in gangs are similar to the

concepts underlying membership in other social organi-

zations, the result is contradictory definitions and con-

flicting problem-solving approaches.

Every group involved in solving the gang ‘‘prob-

lem’’ agrees that there is a need for a universally

accepted definition that would serve as a basis for

action, policy, and research. However, this is where

agreement ends. Depending on the perspective, the

definition of gangs and gang membership differs.

Definitions derived from criminal justice and

law enforcement diverge from those utilized in the

social sciences and comprehensive academic approach.

Although there is some strong overlap between these

definitions, each is distinct. Criminal justice definitions

focus on violations of the law. Academic definitions

focus on the structure and motivation behind gang

behavior. Additionally, there is frequently little agreement
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on definitions at the federal, state, and local levels of

government; laws and policies developed at different

levels conflict.

Criminal Justice and Law Enforcement

According to criminal justice professionals, a gang

is any group that gathers on an ongoing basis to

engage in antisocial or criminal activities. Gang mem-

bers identify with one another based on geographical

location, clothing colors, symbols, and names. They

communicate their gang affiliation through hand signs

and graffiti. Law-breaking activities enhance the

gang’s credibility, create fear in the community, and

may provide an ongoing source of income for the

gang and its members. The magic number of individ-

uals necessary to constitute a gang is universally

acknowledged to be three. Nevertheless, rigid defini-

tions such as these frequently omit information

needed to understand the phenomenon of gang mem-

bership and guide both policy and research.

Academics and Social Sciences

Academic definitions are aimed at understanding

and communicating information regarding the struc-

ture and motivation of gangs. Gangs are viewed as

loosely organized groups of individuals who assemble

together for social and criminal purposes. Member-

ship in a gang fulfills complex and interrelated psy-

chological needs. Gangs proliferate as a result of

social conditions and cultural pressures.

Comprehensive Definition

Gangs can best be defined as any type of ongoing

group or organization of three or more individuals,

usually adolescents and young adults, who interact

frequently with each other and are recurrently and

deliberately involved in violence and criminal activ-

ity, individually and collectively. This criminal activ-

ity includes fights, intimidation, and threats. Gangs

may be formal or informal in nature, but all generally

form an allegiance for a common purpose. Most nota-

bly they share a collective identity that is usually

expressed through a gang name as well as identifying

signs or symbols. Each gang typically identifies with,

and claims control over, certain ‘‘turf’’ or territory in

a community—which is not limited to geography but

can mean other individuals, objects, or businesses.

Gang membership generally forms along ethnic and

socioeconomic boundaries. Long associated with urban

settings, gangs have migrated to suburban and rural set-

tings as well. Gangs are now found in all types of com-

munities and socioeconomic strata.

Gangs are loosely controlled by a leader or leaders

who direct the gang for their own benefit as well as for

the benefit of their followers. Usually, a gang’s leaders

are characterized by their desire to maintain a strong or

‘‘bad’’ reputation, their need for respect, and their drive

to respond to actual or perceived disrespect with acts

of retaliation or revenge. A gang’s reputation is based

on both the actions and influences of its individual

members as well as the gang as a collective.

Much debate focuses on the extent of gang organi-

zation, structure, and cohesion. One position, held by

many in the criminal justice system, maintains that

gangs are extremely cohesive and organized with rules,

rituals, and stratified social roles. There are dire warn-

ings about the increased migration of street gangs into

legitimate business and even politics. The opposite

position, predominant among social scientists and gang

interventionists, holds that gangs are informal, con-

stantly shifting groups that lack any authentic organiza-

tion. However, research and practice reveal that both

cohesiveness and structure vary with the gang and the

setting. Most street gangs are loosely organized, with

several members who serve in leadership roles com-

monly referred to as ‘‘shot callers.’’ Membership fluc-

tuates and gang members possess varying degrees of

commitment and loyalty to the gang. Gang cohesive-

ness and feelings of commitment are always highest

when the gang is challenged by other gangs or by

outsiders—in particular, law enforcement. Some gangs

are extremely organized and cohesive, but most remain

transient, flexible, and fragmented. Most importantly,

there is almost never a central gang authority coordi-

nating gang structure or movement.

Changes in Gangs

Gangs are no longer an exclusively urban phenomenon.

Although they remain firmly anchored in urban set-

tings, their presence has spread to rural environments,

and many gangs now have transnational affiliation.

Additionally, gangs have ‘‘aged.’’ No longer restricted

to juveniles, their upper age limits for membership

have increased, with individuals remaining in gangs for

longer time periods. Moreover, gangs are growing

more intergenerational. Many possess third and fourth
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generation members, the great-grandchildren of ‘‘origi-

nal’’ gang members. In another shift in exclusivity,

gang membership is now no longer limited to males.

Additionally, the division between street and prison

gangs continues to weaken, with growing integration

between formerly separate entities.

Types of Gangs

Deborah Prothrow-Stith offered a typology that describes

three major gang types:

1. Scavenger gangs are best described as under-

achiever gangs. These groups are loosely orga-

nized, with activities that are largely impulsive and

unplanned. Their leadership may shift on a frequent

basis. In gang culture, scavenger gangs occupy the

lowest status, typified by unsuccessful criminal efforts

that are derided by other gangs. Alternatively, these

groups can be viewed as ‘‘gangs in the making.’’ In

fact, many evolve into the more structured territo-

rial gangs.

2. Territorial gangs are organized around territory

or turf. These are the stereotypical gangs associated

with Los Angeles and other urban settings. Their

membership is usually well organized. These gangs

practice complex, formal initiation rites for new mem-

bers as well as other ceremonies, rituals, and customs

that differentiate members from outsiders. Gang

membership is a source of pride, status, and power.

The major activity of these gangs is fighting—the

crossing of territory or turf lines is used as an ongoing

excuse to brawl. These gangs may engage in drug

dealing, but only as a secondary activity. Their pri-

mary activities remain social and criminal. The drug

dealing that occurs is usually a matter of economic

survival, not a result of a complex marketing or distri-

bution cartel.

3. Corporate gangs are highly structured, criminal

entities organized around drug trafficking and profit-

making. Their members fulfill the roles and responsi-

bilities of traditional gangsters, sharing characteristics

with organized crime more than with inchoate street

gangs. These gangs enforce strict codes of secrecy

and discipline, with severe consequences for trans-

gression. Their membership is highly intelligent and

their leadership, akin to any corporate entity, exhibits

sophisticated strategic planning as well as financial

and personnel management.

Description and Causes

Gang Member Profile

The mystique of gangs has generated myths con-

cerning the ‘‘typical’’ gang member. In truth, the typical

gang member may be uneducated but above average in

intelligence. Most gang members exhibit sophisticated

street survival skills, and many are accomplished in the

art of manipulation. Additionally, they follow a strict

code of conduct as defined by the gang. Each gang

member is concerned with proving their worth, being

recognized for their work, and establishing a reputation

for being ‘‘bad.’’ They are loyal to all other gang mem-

bers, their loyalty bordering on a family-like affinity,

and they are very protective of their turf. This does not

minimize the antisocial, destructive core of their behav-

ior but rather places it within context.

Etiology

Gangs find their genesis in the sociological and eco-

nomical conditions that foster and reinforce individual

and psychological vulnerabilities. The three predominant,

interrelated factors promoting the existence of gangs are

family dysfunction, community violence, and extreme

poverty. Children growing up in gang-saturated and eco-

nomically deprived urban ‘‘hot spots’’ often perceive few

alternatives to the gang lifestyles. However, as gangs

have spread to rural, nonurban environments, the com-

mon denominator in their continued existence and further

proliferation is family disintegration. The gang replaces

the family as the new source of attachment, security, and

stability. By fulfilling these basic human needs, gangs

solidify their control over individual gang members.

Characteristically, gang members come from unin-

volved or dysfunctional families. Their family relation-

ships are unstable, and many have parents or siblings

who encounter ongoing problems with substance abuse.

Immediate and extended family members are often

involved in gang or criminal activities. Many youth

who join gangs have been physically, emotionally, or

sexually abused or have suffered extreme child neglect.

Gang membership appears as an attractive alternative to

the child welfare system and likely placement in foster

care. Equally dangerous enticements arise when parents,

older siblings, or other relatives have been, or continue

to be, gang members. These family members embody

role models for young individuals to emulate.

All individuals possess needs for feelings of self-

worth, identity, acceptance, recognition, purpose, and
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security. Gangs often supply what traditional systems

have failed to provide. Youth who are frequently

poor, uneducated, and adrift experience the gang

‘‘surrogate family’’ as a source of security and iden-

tity in the absence of other support systems. The gang

offers acceptance and structure, which—when con-

trasted with the instability of family life—presents an

alluring substitute. Psychological attachment paired

with social and environmental factors provides strength

to the dynamics of gang membership.

Gang youth believe, often defensively, that they

will never succeed in conventional society. Disenfran-

chised, they lack even the most basic employment

skills, such as maintaining a proper appearance or

demeanor. However, more fundamentally, gang mem-

bers feel disconnected from mainstream social and

cultural values. They do not perceive the future as

filled with opportunities. Additionally, individuals

believe that illegal activities provide the only means

by which to earn money easily without working.

Gang membership offers a sense of empowerment

and status. Members who may have dropped out of

school and are unemployed obtain a sense of purpose,

identity, and occasionally even ad hoc leadership train-

ing. For many individuals, this constitutes a heady

mixture of excitement, power, and success. This is inte-

grated with a need for acceptance that may also be

fueled by intimidation from others. Many join gangs

out of the need to belong or feel accepted by others;

young women may join because they have boyfriends

in a gang. In more severe circumstances, an individual

may join a gang as a response to violent peer pressure

from within the gang or as a form of protection from

violent threats from rival gang members.

For many in gangs, there is a sense of fatalism that

masks their feelings of aimlessness and lack of control.

This fatalism often translates to a preoccupation with

death and how one dies. Many gang members report

dreaming of their deaths, how they wish their funerals

be conducted, and their despair at not living to see their

children grow up. This morbid preoccupation is a moti-

vating factor in the contradiction of having children

while, at the same time, participating in the acts of vio-

lence that are hallmarks of gang membership.

Dynamics of Gang Membership

The evolutionary process that brings a child or youth

from innocence to gang membership involves a gradual

yet powerful set of forces. Gangs work on recruiting

vulnerable youth and monitoring their progress. These

recruits are slowly allowed to associate with the gang.

When gang leadership determines that the youth is

ready for full membership, elaborate initiation rituals

are imposed to test loyalty, extinguish individuality,

and promote service to the gang. The most common

initiation ritual of being ‘‘jumped in’’ includes being

beaten, humiliated, and, if the gang member is female,

raped by multiple gang members. Occasionally, a desir-

able member is ‘‘courted in’’ and proffered regular

gang membership without any initiation ritual.

Gang Membership Typology

Gang membership can best be divided into five

major categories:

1. Hard-core gang members compose approxi-

mately 10% of the gang population. Hard-core gang-

sters usually have been gang members for the longest

time periods and are influential in directing gang

activities. They are frequently in and out of jail,

unemployed, and using and selling drugs.

2. Regular gang members are the younger gang

population, ranging in age from 14 to 20 years. Hav-

ing been initiated or ‘‘jumped’’ into the gang, they

back up hard-core gang members in word and action.

Those with juvenile status often act as lead partici-

pants in gang activities because it is believed that the

juvenile justice system will be less punitive. In this

way, their commission of crime protects older gang

members. In many cases, they consider themselves to

be veritable hard-core gangsters ‘‘in training.’’

3. Associate gang members can be characterized

as ambivalent concerning their gang status. They

believe there is no way to exit the gang. These indivi-

duals exhibit a certain degree of moral awareness as

to the cost of their involvement. However, due to

a combination of intimidation, fear, and loyalty, they

remain unable to renounce membership and unrespon-

sive to intervention efforts.

4. Wannabe gang members vary in age, but gener-

ally range from 10 to 13 years. Anecdotal evidence

suggests even younger children are increasingly aware

of and attracted to gangs. These individuals are not

formal gang members but act as if they are in the

gang. They dress in gang attire, spend time with gang

members, and tag (i.e., write graffiti associated with

the gang on surfaces visible to the public).

418 Gangs



5. Potentials are individuals who live in or close to

areas populated by active gangs. These youth may have

a family member who already belongs to a gang. How-

ever, individuals in this category perceive that there are

alternatives, such as school, which can be accessed in

order to avoid gang membership altogether.

Consequences of Gang Membership

The price of gang membership is high, and conse-

quences are extreme. From the onset of membership,

violence is a hallmark of life in the gang. Initiation

rituals involve several forms of physical force, includ-

ing being ‘‘jumped in.’’ This involves a group of gang

members physically beating the youth. In addition to

this beating, there is typically a requirement that the

individual commit serious criminal and violent acts to

prove his or her loyalty. Once a youth is initiated, gang

membership invariably guarantees a criminal record

along with the physical risks associated with ongoing

violent activities. It is also important to remember that

labeling an individual a gang member is a stigmatizing

event. In general, mainstream culture is extremely

judgmental, and many believe that once an individual

belongs to a gang, that membership is retained for life.

Usually, gangs depend on their youngest regular

members to carry out the most serious offenses in the

mistaken belief that juveniles receive more lenient treat-

ment when found guilty of a crime. Instead, following

the passage of anti-gang laws in several states, this is

no longer the case. Youth are now legally criminalized

at progressively younger ages. Correspondingly, youth

are now socially assigned a career of gang membership

at earlier ages. This phenomenon is reflected in both

gang recruitment efforts and gang prevention programs,

both of which are aimed at younger-aged children.

Violence

There is a great deal of disagreement in the theoretical

literature about the association between gangs and

violence. However, although reports on the day-to-

day existence of gangs reveal that violence is not per-

petual, statistics point to a high association between

gangs and ongoing violent crime.

Dynamics of Gang Violence

The potential for gang violence occurs most fre-

quently during gatherings in which gang members

enter the turf of a rival gang. It is an oversimplification

to assume that this occurs only on certain streets or

in certain neighborhoods under the control of a gang.

In reality, such ‘‘turf violations’’ may also occur in

regional centers for sports, recreation (parks), entertain-

ment (movie theaters and concert venues), and schools.

Any bus stop, street, or freeway is also ‘‘fair game’’ in

terms of gang violence if a gang crosses turf lines.

Potential gang violence may also erupt over the issue

of ‘‘disrespect,’’ which assumes many forms. One com-

mon form of disrespect involves tagging and occurs

when one gang crosses out the graffiti of another gang.

Menacing looks or stares, ‘‘throwing’’ gang signs, hand

signals, and other nonverbal confrontations are also

invitations to violence. Verbal precursors include talk-

ing trash, ragging on, bragging, and calling out gang

names as well as taunts or threats. Other forms of intim-

idation, such as stepping on toes, bumping, or other

‘‘accidental’’ or intentional physical encounters can

spark an incident. Though childish in quality, the smal-

lest incident often can be perceived as disrespectful and

constitutes a virtual call to arms. Indeed, the random-

ness of gang violence is exacerbated by the impulsivity

with which gang members determine what actions are

disrespectful as well as what to overlook.

Guns

Gang involvement or membership is strongly corre-

lated with gun possession and use. This is due to com-

bined factors: the growing availability of weapons,

intimidation by other gangs, the need for self-protection,

and the quest for status and identity. However, the power

and protection provided by gun possession also pose an

added threat: Gang members are at greater risk for being

harmed or killed by someone with a weapon.

Increasingly, gangs acquire and use automatic and

semiautomatic weapons. These are employed in drive-

by shootings, as gang members in a motor vehicle

‘‘drive by’’ and shoot at rival gang members. The use

of such lethal weapons has altered gang activity, render-

ing it more deadly. Painful and unanticipated losses

have resulted from this lethality, particularly when gang

members miss their intended targets and instead hit

uninvolved community members, including children.

Drugs

Both law enforcement and social researchers have

sharpened their focus on drugs as a mainstay of gang

Gangs 419



activity, revenue, and power. There are few data on the

actual relationship between drugs and gangs. Long-

term involvement in drug sales and distribution

entails secrecy and cohesion not traditionally associated

with gang organization and membership. Nevertheless,

gangs may be involved in ongoing, albeit erratic, drug

usage and dealing. There is considerable disagreement

about whether or not drug dealing is separate or part

of an ongoing gang business enterprise. Many law

enforcement professionals insist that gangs are busi-

nesses with elaborate systems for managing cash flow,

laundering money, collecting ‘‘taxes,’’ and conducting

drug wars. In reality, although some gang homicides

arise from disputes over drugs, most violent incidents

involving gang members evolve from fights over turf,

status, and revenge. Also, most gangs are not akin to

the traditional tightly organized, drug distribution car-

tels. Subgroups within gangs deal drugs, with varying

degrees of organization and success. Although the

extent of involvement varies, it is reasonable to con-

clude that drugs are an ongoing and growing compo-

nent of gang life.

Problem-Solving Approaches

Four major approaches underlie most anti-gang strategy:

1. Suppression

2. Prevention

3. Intervention

4. Comprehensive approach

Overall, the general solution to gang membership

and its associated criminal activity involves the use of

multifaceted and comprehensive anti-gang programs.

These programs include alternatives for at-risk youth,

strong law enforcement, and committed community

leaders all collaborating to combat the gang culture

and offer youth options. However, before the compre-

hensive approach is examined further, each of the

other three anti-gang strategies and the impact each

has on reducing gang membership and activity are

discussed.

Suppression

The goal of suppression is to reduce gang activity.

Based on traditional criminal justice methods, its

practitioners, usually comprising law enforcement

officers, probation officers, and prosecutors, use arrest

and incarceration to control gang violence and sup-

press criminal activity. Suppression practitioners enact

gang injunctions to keep identified gang members

from assembling in public. They also utilize vertical

prosecution along with sentencing enhancements for

gang involvement, gang membership, or both.

Prevention

Prevention is designed to identify high-risk chil-

dren and youth who have not yet joined a gang and to

preclude their joining a gang or participating in gang

activity. Primary prevention is aimed at broad popula-

tions, for example, children from birth to 5 years old

who are growing up in a gang-saturated neighbor-

hood. On the other hand, tertiary prevention programs

specifically focus on youth who are gang potentials or

gang associates.

Currently, prevention efforts concentrate on middle

school youth, with some additional programs devel-

oped for elementary school children. Strategies include

offering mentoring and academic support as well as

activities to initiate and enhance parental involvement.

Additionally, sports and recreation as alternatives have

been developed in community settings.

When a setting is not in crisis, prevention pro-

grams command the greatest attention. Once gang

crime develops, suppression assumes the predominant

role in reducing gang activity—with the sentiment

that prevention can be practiced once neighborhood

safety is reestablished.

Intervention

Gang intervention encompasses a broad range of

actions and strategies designed to constructively influ-

ence and divert either individual gang members or

one or more gangs in a locale or setting. It is aimed at

individuals or neighborhoods that have progressed

past the point of being labeled ‘‘at-risk.’’

Gang intervention strategies are limitless in design

and focus; some strategies involve individuals who

are currently active gang members whereas other

interventions focus on individuals reentering society

after release from incarceration. Individual interven-

tion includes tutoring, job training, tattoo removal,

counseling, assistance with substance abuse, legal aid,

and using both community- and faith-based groups to

convince gang members to leave the gang.
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Group gang intervention brings rival gangs to the

negotiation table by employing former gang members

as street ‘‘interventionists.’’ These street workers

engage in dialogue and relationship building that may

entail dispute mediation or conflict transformation

through the construction of gang truces or peace trea-

ties. Also, when death occurs due to gang violence,

gang interventionists often raise money to help fami-

lies with funeral expenses and concurrently work to

curb retaliation and further violence.

Comprehensive Approach

The current cynosure of anti-gang strategy is

a combination of suppression, prevention, and inter-

vention known as the comprehensive approach. This

strategy entails a dynamic collaboration between

criminal justice and social service professionals, aca-

demicians along with mental health facilities, schools,

and community- and faith-based organizations. Equal

weight is assigned to community mobilization, work-

place development, and law enforcement. Extensive

services to all sectors are offered. This approach is

potentially effective but also very costly.

Future Directions

The topic of gangs remains dynamic and changing. Both

gangs and the research and policy directed toward them

are constantly evolving. It is clear that the existence of

gangs continues to be traced to a combination of psy-

chological, cultural, and social factors. In recent devel-

opments, however, their activities involve increasing

levels of violence, diverse groups, and new, nonurban

settings. What is most striking about gangs is that they

continue to exist and remain resistant to traditional anti-

gang strategies. Challenges endure in terms of future

gang policy, interdiction, and research. The questions of

what a gang is, how membership and organization are

structured, and which problem-solving approaches are

the most effective are still open to debate.

Jorja Leap
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GENDER

The word gender originally existed as a grammatical

category stemming from the Latin word genus and can

be translated as ‘‘kind’’ or ‘‘sort.’’ Genders were known

as classes of nouns reflected in behavior of associated

words. In some languages, gender is central and adjec-

tives and verbs show gender agreement; in other lan-

guages, adverbs, numerals, and other parts of speech

agree. In some languages, gender is absent. Stemming

from linguistics in which gender referred to feminine

and masculine forms within language, gender conveyed

strong associations about the role of society in distin-

guishing words coded as male and female.

During the 1960s, feminist scholars extended the

cultural constructions of gendered language to adopt

the concept of gender to distinguish cultural character-

istics associated with masculinity and femininity from

biological features distinct to males and females, such

as male and female chromosomes, hormones, and

internal and external reproductive organs. The use of

the word gender rather than sex was used to repudiate

beliefs that biology determined male and female

behavior, including stereotypical beliefs about female

inferiority. Gender was distinguished as the cultural

part of being a man or a woman, and being masculine

or feminine was no longer connected with biological

sex but described as a culturally variable characteristic.

Now, in current speech, gender has almost com-

pletely replaced sex except when referring to sexual-

ity. When asking if a person is a man or a woman,

it is customary to ask for ‘‘gender’’ rather than

‘‘sex.’’ In fact, many psychologists use the term sex
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differences and gender differences interchangeably.

However, it is important to clearly distinguish the

terms sex and gender when discussing social psychol-

ogy. Many influential researchers in the field use sex

to refer to the binary categories of male and female

and gender to refer to the attributes associated with

the two sexes, including gender roles and gender

stereotypes. It is important to note that this convention

is not universally accepted, and often researchers do

not distinguish between sex and gender because of

different philosophical viewpoints.

The importance of studying gender as a social cat-

egory is to provide meaningful explanations of histor-

ical and cultural relationships between women and

men and to better understand social organization as it

relates to gender, including gender expectations,

educational and professional opportunities, and power

relations. In U.S. society, there are still large discre-

pancies between men and women in social roles,

earning power, and occupational status. In families

where both parents work full-time, the majority of

household chores and child care is the responsibility

of the woman. The income of the average working

woman is significantly less than that of the average

working man. From 1951 to 1999, 90% of university

professors in chemistry, physics, mathematics, and

engineering were men. In the United States, most

positions of political power are held by men.

What causes these differences? There are many

possible social explanations, including the notion that,

in general, parents, teachers, and society expect and

encourage different things from girls and boys, men

and women. Gender stereotyping is pervasive: Males

are more widely believed to be dominant, independent,

aggressive, and achievement-oriented, whereas females

are generally believed to be nurturing, affiliative, less

esteemed, and more helpful in times of distress. Histor-

ically women have been oppressed and have not been

offered equal opportunities. Before 1928, women could

not vote. Women were less likely to be admitted to

institutions of higher learning even when their qualifi-

cations were equal to those of male applicants. In fact,

until 1969 many private colleges and universities did

not admit women. In the past 50 years there have been

some changes in social roles and economic and politi-

cal status of women due to legislation and efforts to

abolish various inequities; however, in most settings

gender stereotypes persist and provide justification for

the existing social arrangement of males as dominant

and women as subordinate.

Measuring Gender Differences

To study differences between men and women,

researchers must be able to measure them, but

measuring psychological characteristics is difficult

because they cannot be seen directly and are inferred

from observable behaviors. There is no general agree-

ment on the most appropriate instruments or methods

for measuring psychological or behavioral differences.

Research on gender differences is exceedingly com-

plex because individuals have their own beliefs about

gender and these widely held beliefs, or stereotypes,

provide a lens through which researchers view behav-

iors and research findings.

In The Psychology of Sex Differences Eleanor

Maccoby and Carol Jacklin outlined four major prob-

lems associated with studying sex differences:

1. Overreporting of significant differences

2. Influences of stereotypes on perceptions of research-

ers and participants

3. Sex differences being situation dependent

4. Disagreement in results using different methods

First, there is an overreporting of significant sex dif-

ferences because there is a tendency to publish studies in

which a sex difference is reported, whereas studies not

showing significant sex differences go unpublished.

Second, people tend to see what they expect to see based

on personal beliefs, assumptions, and experiences. For

example, a father may report his son plays rough because

that is what he expects boys to do. The next problem

with studying sex differences is the possibility that a sex

difference is dependent on a situation as is represented in

the research on achievement motivation. In certain situa-

tions girls show more achievement motivation than boys,

but in other situations the sex difference disappears or

reverses. The final problem is in situations where differ-

ent methodologies produce conflicting results. An exam-

ple is the study of anxiety and fearfulness. On self-report

measures girls indicate more anxiety and fearfulness

than boys, but based on teacher ratings of behavioral

observations, there is no sex difference.

Although there are problems confounding the study

of differences between males and females, Maccoby

and Jacklin site evidence supporting significant gen-

der differences in aggression, juvenile play behavior,

and specific cognitive abilities, including visuospatial

ability, mathematical ability, and verbal ability. Later

findings suggest gender differences exist only in
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specific subcategories of the specific abilities. The larg-

est gender differences appear in mental rotation tasks

as early as 4 years of age. Additionally, there is evi-

dence to support gender differences in personality traits

such as nurturing tendencies, dominance assertion, and

activity level in children.

Gender Differences in Cognition

The gender differences in general intelligence and

specific abilities have been widely studied, producing

a large amount of information about female and male

cognitive abilities. Most general intelligence measures

show insignificant differences between the sexes.

However, some subtests of the Wechsler intelligence

scales show moderate differences favoring females on

the symbol/coding subtest and favoring males on the

information and block design subtests. A well-known

cognitive difference is on the measures of visuospatial

abilities. The largest difference favoring males is on

measures of mental rotations. The differences range

from small on two-dimensional tasks to large on three-

dimensional tasks. The difference in mental rotations is

apparent in childhood but seems to increase with age.

Spatial perception tasks also show gender differences,

with the differences appearing larger in adults than in

young people.

Mathematical and verbal ability has also been

studied for gender differences. Similar to visuospatial

abilities, mathematical abilities vary with age and the

type of ability measured. Differences are also depen-

dent on the population studied. Overall difference in

mathematical ability is negligible but in the direction

of favoring females. However, in older, selected sam-

ples, such as college students taking standardized tests

such as the Scholastic Aptitude Test (SAT) and the

Graduate Record Exam (GRE), differences favor

males on problem-solving tasks. Analyses of verbal

abilities indicate a slight overall female advantage.

When looking at individual tasks, males show a negli-

gible advantage for analogies, and females show a small

advantage in measures of speech. Some specific mea-

sures of verbal fluency may show larger female advan-

tage, but other verbal abilities show essentially no sex

differences.

Gender Differences in Aggression

Findings suggest greater aggression in males than

females. These differences are seen in several contexts

and across cultures. Males are found to be more

aggressive in fantasy, administer more verbal insults,

show a greater modeling of aggressive behavior, and

self-report aggression to a greater extent than females.

Girls are more likely than boys to engage in relational

aggression including behaviors such as trying to make

others dislike an individual by spreading malicious

rumors or ignoring another child when angry.

The reasons behind these differences are unclear.

Many scholars suggest a focus on how gender works

to explain why gender works. Next, several theoretical

models of gender are presented that stress how gen-

der-related behaviors emerge or are acquired. Three

categories of models are described: biological influ-

ences on gender differences, early acquisition of

gender-related behaviors, and sociological influences on

behavioral differences between men and women.

Biological Influences

Biological models of how gender-related behaviors

emerge or are acquired argue for genetic, hormonal,

and physical factors as determinates of sex differences.

These models consider how male/female biological dif-

ferences influence gender identity and gender roles.

Chromosomes and Hormones

Biological foundations may influence the social and

psychological dimensions of being male or female.

Humans have 46 chromosome pairs. The chromosome

difference of males and females occurs in the 23rd pair.

Females have two X chromosomes and males have an

X and Y chromosome. In addition to having different

chromosomes, males and females experience differing

levels of sex hormones. There are two main classes of

sex hormones: estrogens, influencing the development

of female physical sex characteristics, and androgens,

promoting the development of male physical sex char-

acteristics. After the first few weeks of gestation, the Y

chromosome in the male embryo triggers the develop-

ment of testes secreting large amounts of androgens

and leading to the development of male sex organs. In

females, low levels of androgens allow development of

female sex organs. It has been suggested that early

androgens might influence later behavior, as seen in

increased activity levels among boys.

Recent research suggests gender identity begins to

develop at this early stage of embryonic development.

Males (an X and Y chromosome) with a rare birth
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defect causing ambiguous genitals who are surgically

assigned to be female frequently report feeling like

boys and may change their gender back to male even

without knowledge of their birth history. This issue is

complex because although the majority of birth males

assigned to be females identified themselves as

male, nearly one third of study individuals were well

adjusted living as females. The nature versus nurture

debate is reified with the question of how much

gender identity can be attributed to genetics versus

socialization.

Evolutionary Psychology

Evolutionary psychologists argue adaptation during

the evolution of humans produced psychological dif-

ferences between males and females. Because of

differing roles in reproduction, males and females

faced different pressures to survive. Natural selection

favored males with short-term mating strategies

because having multiple sex partners improved the

likelihood males would pass on their genes. Females

who devoted effort to their offspring and chose mates

who provided resources and protection were favored

by natural selection. Males competed to acquire more

resources to access females; therefore, according to

evolutionary psychologists, males evolved to be more

violent, competitive, and risk taking. These evolution-

ary differences between males and females explain

gender differences in sexual attitudes and behaviors,

according to evolutionary psychologists; however, in

other areas of psychology, males and females are

similar.

Evolutionary psychology is based in speculations

about prehistory, and critics claim that there is no evi-

dence for these speculations. Critics additionally point

out that people have choices about their behaviors,

and thus, prehistoric humans could have changed

behaviors that were adaptive to a particular environ-

ment. Furthermore, evolutionary views pay little

attention to cultural and individual variations in gen-

der differences.

Social Influences in Early Learning

Many social scientists theorize gender-related behav-

iors and psychological gender differences emerge or

are acquired due to social experiences. Within these

social theories, perspectives such as psychoanalytic

theory, social cognitive theory, cognitive development

theory, and gender schema theory emphasize the early

acquisition of gender-related behaviors and assume

that early learning ultimately accounts for adult gen-

der differences in a wide variety of behaviors.

Psychoanalytic Theory

The psychoanalytic approach seeks to explore

a child’s gender development from Sigmund Freud’s

view of the nature of human sexuality. Freud believed

that the preschool-age child (3–5 years of age) devel-

ops a sexual attraction to the opposite-sex parent. At

5 to 6 years of age, the child experiences anxiety due

to this sexual attraction and renounces it and then

identifies with the same-sex parent. Unconsciously,

when identifying with the same-sex parent, the child

adopts that parent’s characteristics, therefore develop-

ing his or her gender behavior. However, critics argue

gender development is not as Freud proposed. More

recent studies show children become gender-typed

much earlier than age 5 or 6, and they develop mascu-

line or feminine traits even when the same-sex parent

is not present.

Social Cognitive Theory

An alternative explanation of how children develop

gender-typed behavior is the social cognitive approach.

American psychologist Albert Bandura emphasized the

links between cognitive processes and environment

and behavior. His research focused on imitation or

modeling in which learning occurs through observing

what others do. In this theory, a child develops gender-

typed behavior through the rewards and punishments

children experience for gender-appropriate and gender-

inappropriate behavior. There are socialization pres-

sures to behave consistent with stereotypical gender

norms, and these norms are gradually internalized and

displayed. Children learn about gender norms from

their parents, other adults in their neighborhood and in

the media, and from their peers.

Parental Influences. Gender development in children

is influenced by parents’ actions and examples. Parents

often use rewards and punishments to teach daughters

to be feminine and sons to be masculine. Mothers are

usually charged with the role of nurturer; however,

fathers appear to play an important part in gender-role

development. Fathers are more likely than mothers to

act differently toward sons and daughters, contributing

more to gender-role differences. However, there is
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variation in the amount of gender-role pressure on indi-

vidual children. Some parents encourage girls to be

more nurturing and emotional than boys, for example,

by reinforcing gender stereotypes in play by giving

girls dolls to play with while engaging in aggressive

play with their sons. Other parents make few distinc-

tions between boys and girls. These parenting differ-

ences, in conjunction with variation in individual

children’s temperaments, produce a range of gender-

role behaviors within children of the same sex.

Peer Influences. Although parents provide the earliest

modeling of gender roles, peers also respond to and

model masculine and feminine behavior, often reject-

ing children who display actions characteristic of the

other gender. There is evidence boys experience

greater pressure to conform to gender-role stereotypes

than girls.

There is increasing attention to the importance

of gender in peer relations. Maccoby studied the role

of gender in children’s peer groups. Beginning in

the preschool years, children show a preference for

spending time with same-sex playmates. This prefer-

ence continues from 4 to 12 years of age, and during

elementary school, children spend a majority of their

free time with children of their own sex. Children

show own-sex favoritism, but Maccoby found that

only a few behaviors are differentiated by sex: Boys

and girls showed differences in their playmate prefer-

ences, rough-and-tumble play, direct aggression, and

themes enacted in pretend play.

Cognitive Development Theory

Cognitive development theory focuses on the per-

sonal self rather than the social self and emphasizes

the active construction of individual understandings

of gender. Developmental psychologists believe the

goal of social development is to cultivate a self-

concept distinct from others yet connected to others.

From infancy to adolescence, individuals form an

identity based on their psychological self and their

social self. The psychological self is based on an indi-

vidual’s knowledge and belief in their unique charac-

teristics, abilities, and preferences. The social self is

how the individual identifies with parents, peers, and

social groups. Developmental psychology maintains

gender categories are meaningful for young children.

Applying the conservation and categorization

skills identified by Piaget, cognitive development

theory describes three levels of children’s developing

understanding: awareness, identification, and constancy.

First, children must develop an awareness of gender

categories. Most children can correctly label gender

categories shortly after their second birthday, and

nearly all children can sort photos based on gender

by the time they are 3 years old. In the identification

stage, children can label their own gender. Findings

suggest children can identify their own gender between

the ages of 2 and 3 years. Lawrence Kohlberg pro-

posed gender-typed behavior only occurs after children

develop constancy, the learning that a social category

is not changeable. Kohlberg suggests constancy devel-

ops by the identification of group membership, stability

of group membership over time, and consistency of

group membership even if there are changes in an indi-

vidual’s appearance or context. Therefore, if children

understand the unchanging nature of being a boy or

a girl, they develop gender identity and seek informa-

tion about appropriate behaviors for their sex and

behave according to their findings.

However, recent evidence has shown children do not

develop gender constancy until they are approximately

6 or 7 years old. Gender preferences for toys, clothes,

and games are often evidenced before this time. So,

contrary to Kohlberg’s assertions, critics argue gender-

typed behavior does not appear to depend on gender

constancy.

Gender Schema Theory

Similar to cognitive development theory, gender

schema theory asserts individuals construct their own

ideas of gender; however, gender schema theory does

not include gender constancy as necessary before gender-

typing of behaviors and preferences begins. Children

gradually develop schemas, cognitive structures that are

networks of associations guiding an individual’s percep-

tions. A gender schema is how a child organizes the

world in terms of female and male and defines what

is gender-appropriate and gender-inappropriate in the

child’s culture. Children are internally motivated to con-

form to these gender schemas, and these schemas often

promote stereotypical gender norms.

Sociological Influences

Sociological models propose aspects of the social

structure, such as women and men filling different

social roles, to explain patterns of behavioral differ-

ences between men and women. Social role theory,
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social identity theory, and expectation states theory

conceptualize social structure as a primary determi-

nant of gender-linked behavior.

Social Role Theory

In most cultures, women have less power and sta-

tus than men. Women control fewer resources, per-

form more domestic work, receive lower pay, and are

not equally represented in high-level administrative

roles. Alice Eagley’s social role theory states that gen-

der differences result from these contrasting roles of

women and men. According to Eagley, the social

hierarchy and division of labor cause gender differ-

ences in power, assertiveness, and nurturing behav-

iors. Because of the status differences in society,

women had to adapt to roles with less power and,

consequently, developed more cooperative, less domi-

nant profiles than men.

Social Identity Theory

Social identity theory examines how people iden-

tify with a social group and how social identity leads

to group phenomena such as conformity, cohesive-

ness, and intergroup discrimination. Social identity

theory is based on the three interrelated concepts of

social identity, social categorization, and social com-

parison. Social identity is a self-concept developed

from belonging to a social group or groups and the

value an individual places on a group membership.

Once a person internalizes a group identity and incor-

porates the identity into his or her self-concept, group

membership has personal consequences for the indi-

vidual. Social categorization is the cognitive separa-

tion of the social environment into social categories.

The categorization creates a system of the social

world. Individuals can be oriented into society by

defining their individual category memberships. The

categories of the social world have status and often

compete for resources, prestige, and power. Members

of powerful groups normally have a positive social

identity, and subordinate group members have a more

negative social identity. Individuals seek to differenti-

ate their own group positively from others to enhance

their own self-esteem. Social comparison is the evalu-

ation of groups by comparing them on related dimen-

sions. Depending on one’s evaluation of the groups to

which one belongs, group membership can have a pos-

itive or negative effect on one’s social identity.

Social identity theory suggests that gender as a social

category will exaggerate male and female differences

as individuals seek to differentiate from other groups.

Furthermore, when an individual is perceived as a male

or a female, the stereotypes of the group, including

status, prestige, emotional experiences, goals, norms,

and traits, are often accepted by the group members

and influence self-perception. With males perceived as

the powerful group in most cultures, based on social

identity theory, males will have a more positive social

identity and self-esteem than females. Also, males and

females may accept more stereotypical gender norms and

exhibit gender-typed behaviors when defined according

to gender group membership.

Expectation States Theory

Expectation states theory focuses on small, task-

oriented groups. In these groups, members evaluate

their own and each other’s potential contributions to

the group task to determine how to reach the group’s

goal most effectively. Because they share cultural

beliefs, group members share performance expecta-

tions for each other. Expectations for performance are

based on status characteristics, attributes culturally

associated with different levels of esteem and value.

These characteristics can be specific skills relative to

the task or diffuse characteristics such as gender, race,

education, or age. When a group contains both men

and women, participants tend to expect men to con-

tribute more to the group’s goal even if gender is not

relevant to the task. The expectations become self-

fulfilling prophecies. Because of higher expectations

of them, men tend to contribute more to group discus-

sion, behave assertively, and emerge as leaders in the

group. Even when male and female group perfor-

mance is identical, men’s performance is evaluated

more favorably. This theory provides an explanation

for how societal beliefs are reproduced in group inter-

actions and helps to explain the influence of beliefs

about gender on social life.

Integrative Models

Biological influences provide explanations for gender

differences focused on the action of prenatal andro-

gens on the developing brain and differences in activ-

ity levels or play styles of boys and girls. Social

theories explain the way in which gender roles can

be learned either early in life or through societal
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pressures. Other researchers suggest biological and

social influences interact to produce complex under-

standings of gender. A biosocial or interactionist

model suggests both biological and environmental

influences are important and are likely to interact in

various ways during development. There are many

models of biosocial shaping of gender, and the models

are often modified and replaced in light of further

findings. The explanations of gender differences are

not static and will continue to change as our under-

standing of human biology, social influences, and

societal structures develops.

Promoting Gender Equity in Education

Title IX of the Education Amendments of 1972 was

modeled on the Civil Rights Act of 1964 prohibiting

discrimination on the basis of race, color, or national

origin. Title IX states: ‘‘No person in the United

States shall, on the basis of sex, be excluded from par-

ticipation in, or denied the benefits of, or be subjected

to discrimination under any educational program

or activity receiving federal assistance.’’ The law

requires any institution receiving federal funds to

maintain policies and practices that do not discrimi-

nate based on sex. To help promote gender-equitable

schools, the law requires males and females to receive

equal treatment. Now, more than 35 years after the

passage of Title IX, there are more women in Ameri-

ca’s colleges and universities, and women receive the

majority of master’s degrees. Although women have

made great strides, some gender differences in Ameri-

ca’s schools still exist.

Based on achievement test scores, the gap between

boys and girls has closed in the United States, and

females tend to earn higher grades and are the major-

ity in undergraduate education. Attention is shifting to

the underachievement of boys in U.S. schools. Boys

are documented as having more discipline problems,

lower grades, and higher dropout rates than girls.

Boys are overidentified in special education programs

and are meeting with less success in the average

classroom. Underachievement of boys is an issue;

however, there are still issues facing girls. For exam-

ple, young women lag behind males in mathematics

and science achievement in high school and in pursu-

ing degrees in math and science in college. In addi-

tion, although women are earning college degrees in

record numbers, the average income of a working

woman is significantly less than a working man.

Gender equity should benefit boys and girls; it is

a complex issue and it cannot be thought of as helping

only boys or only girls.

Understanding what gender stereotyping is, why it

is so pervasive, and how gender beliefs are developed

in individuals, groups, and society can help address

gender bias in the classroom. Gender is a salient

social category at a young age. Children show exten-

sive knowledge of traditional gender stereotypes

as early as the toddler years, and their knowledge

increases as they move into preschool. Children link

specific toys, objects, activities, occupations, and

clothing with males and females based on gender

stereotypes, with an exaggeration of between-sex dif-

ferences and within-sex similarities. Older children

make complex inferences using gender-typed charac-

teristics to predict competency, behavior, personality

traits, roles, and occupations. Gender stereotypes in

children are rigid and highly resistant to change. Stud-

ies show children make negative judgments about

people who violate gender stereotypes, demonstrating

their difficulty in accepting change to their beliefs

about gender roles.

For boys and girls to have available a full range

of opportunities and choices, students must not be

limited by academic, athletic, or career stereotypes.

Because children enter school with preexisting beliefs

about gender, educators and administrators have the

task of providing role models, quality educational

materials, and highly qualified teachers who are sensi-

tive to gender-based beliefs and behaviors and who

can help children reflect on their gender stereotypes

and reshape their beliefs about gender.

Penny L. Burge and Kimberly Filer
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GENDER BIAS

Gender bias refers to the differential treatment of

individuals based on their gender. Such treatment can

be negative or positive and is often subtle and exe-

cuted unwittingly. Although the phrase frequently

describes unfair or unequal treatment of women, it

can describe differential treatment of men as well.

Gender bias is found in many environments and cul-

tures. Men and women are often assigned different

obligations within the family structure and receive

unequal treatment in the workplace. Gender bias

within educational institutions is of particular impor-

tance because of the impact such differential treat-

ment has on child development and later life

opportunities. Although great strides have been made

to reduce gender bias in the classroom, gender stereo-

types are still present. Gender bias in socialization,

expectations, teacher interactions, and classroom

resources prevent children from obtaining an equal

education.

Title IX

Gender bias in education gained attention in the

1960s. Before this, classes were often segregated

according to sex, and educational expectations were

gender specific. Girls were expected to take home

economics, while boys were encouraged to take shop,

math, and science courses and participate in sports. In

1972, Congress enacted Title IX, an education amend-

ment that prohibited sex-based discrimination in

schools under penalty of loss of federal funds. Since

the enactment of Title IX, education in the United

States has made significant advancements toward gen-

der equality. However, while blatant forms of gender

bias have been removed from the classroom, subtle

gender biases continue to exist.

Socialization and
Academic Performance

At first glance, it may seem that boys are currently

the endangered gender in the U.S. education system.

Male students comprise 80% of high school dropouts

and 66% of the learning-disabled population within

U.S. schools. Compared with female students, male

students struggle with reading and writing, receive

a higher percentage of failing grades, and are less

likely to attend college. However, substantial evi-

dence suggests that despite the fact that females have

surpassed males in many ways, girls are still discrimi-

nated against within education.

In elementary school, girls match or exceed male

performance across subjects and assessments. How-

ever, by twelfth grade, most girls have fallen behind.

This trend is visible in overall performance and is

most pronounced in the areas of math, science, and

technology. High school girls tend to perceive these

courses as difficult, masculine subjects and often avoid

taking them. Additionally, counselors and teachers do

not actively encourage girls to pursue these areas.

Without knowledge of these subjects, girls limit their

career options and are effectively excluded from many

lucrative career opportunities. Girls also perform less

well than boys on standardized tests, such as the SAT,

and consequentially receive less academic scholarships

than boys.

As these gender discrepancies are not apparent in

early education, they likely are due to gender differ-

ences in socialization. Modern Western standards

of femininity have a negative impact on girls’ self-

esteem and career aspirations. Girls are evaluated on

their appearance and are praised for being quiet, com-

posed, and tidy. Beauty, popularity, and conformity

become priorities for young women, often at the

expense of their academic performance. In contrast,

boys are taught to value independence and compe-

tence and are allowed to show more assertive and dis-

ruptive behaviors.

The impact of these subtle gender stereotype rein-

forcements is significant. In elementary school, girls

report high self-esteem, but years of gender-biased

socialization slowly erodes their confidence, self-

esteem, and independence—as well as their academic

performance. Moreover, socialization has led girls to
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see academic success as the result of luck and

academic failures as the consequences of their own

deficiencies. Boys, on the other hand, tend to claim

responsibility for their successes and view their fail-

ures as due to lack of effort.

Teacher Attention
and Classroom Resources

These gender biases are present within student-teacher

interactions as well. Overall, teachers spend less time

with their female students and challenge them less

often. Boys, on the other hand, are called on more

often, especially for more intricate or abstract

questions. Additionally, boys are praised more for

their correct answers and encouraged to expand on

responses. In contrast, girls’ responses are more likely

to be simply acknowledged. Although these differ-

ences are slight and unconscious, it leads to girls

refraining from asking or answering questions or chal-

lenging the teachers’ statements.

Gender bias in education can also be found within

classroom resources. Many textbooks used today con-

tinue to demonstrate gender bias. Women are often

absent in historical accounts, and their accomplish-

ments are given little attention or omitted all together.

When women are featured, they are often stereotyped

as being submissive and obedient or put in stereo-

typical female roles, such as nurse or kindergarten

teacher. A linguistic bias also remains in favor of men

with male terminology, such as mankind, policeman,

and forefather, prevailing throughout textbooks,

whereas terminology associated with women maintain

their passivity (e.g., women were allowed to work

and were given equal rights).

Solutions

Because of the serious consequences that gender bias

has on the development of young people, it is impor-

tant that educators and institutions take steps to elimi-

nate bias from all educational settings. The approach

should be multifaceted. Educators must be aware of

gender bias behaviors and be trained in strategies for

altering these behaviors. Educational materials should

also reflect gender equality. Teacher training should

include strategies that equalize attention given to male

and female students and promote gender equality in

the classroom. The curriculum of all grade levels

should incorporate strong male and female role models.

Most importantly, students themselves should be

encouraged to see beyond society’s gender stereotypes.
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GENDER DIFFERENCES

The words gender and sex are two different words with

two different meanings that are, nonetheless, often con-

fused and used interchangeably; the word gender is

thought to be a softer, more polite way to talk about

sex, particularly sexual differences between men and

women. Sex, however, refers to the biological distinc-

tion of male and female (i.e., his sex is male; her sex is

female), whereas gender refers to cultural aspects of

masculine and feminine, the degree to which and how

one understands what it means to be male or female.

To illustrate, many languages (e.g., French, German,

Spanish) assign gender to nouns (e.g., in Spanish, the

noun la casa ‘‘house’’ is feminine, whereas el reo

‘‘river’’ is masculine). Many people believe that there

are differences between men and women (e.g., men are

objective, solution oriented, and dominant; women

are passive, nurturing, and intuitive) and differences in

the ways in which each sex relates to, and understands

itself to be in, the world. Having an understanding of

these differences is important for anyone working in

educational psychology.

However, it is important to know that many of these

differences that are assumed to be normative, universal,

and timeless may, similar to language, actually be
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culturally constructed and indeed vary from culture to

culture and generation to generation. With only a few

exceptions (e.g., visual-spatial abilities, aggressive

behavior), there is little empirical evidence for many

gender differences between men and women.

This entry reviews gender differences between men

and women, many of which are stereotypical assump-

tions and a few of which have empirical support. A

brief review of feminist contributions to the subject is

also considered, as well as the binary construct of gen-

der and some of its criticisms, including that not all

cultures share Western notions of masculine and femi-

nine behavior. Not everyone’s chromosomal makeup

is strictly male (i.e., XY chromosomes) or female (i.e.,

XX chromosomes); rather, some people are born

intersex. Therefore, implications for sexual orientation

are reviewed, as well as transgender, transsexual, and

intersex concerns, including an illustration from the

well-known John/Joan case. Multicultural considera-

tions are also discussed, as well as applicable diagnos-

tic considerations and their importance to educational

psychology.

Feminist Critiques of Gender

Many contemporary thoughts about gender differences,

especially universalized and normalized assumptions

regarding gender roles, are historically rooted in

feminist critiques of gender that emerged from various

political and philosophical movements of the 19th and

20th centuries, including (a) the U.S. abolitionist move-

ment, where women argued for the eradication of all

forms of inequality; (b) the U.S. suffrage movement,

where women disputed the notion that biological dif-

ferences should be used to limit one’s citizenship;

(c) the influence of 20th-century French intellectual

thinkers, such as Michel Foucault; as well as (d) the

U.S. countercultural revolution of the 1960s and con-

tinued attempts by women throughout that era to pass

the Equal Rights Amendment. These various move-

ments built on one another, setting the historical back-

drop upon which contemporary notions of gender have

evolved.

One current trend in some feminist thought is to

acknowledge that there are differences between men

and women and the ways in which they relate to each

other and the world but also to note that for most of

human history, humanity has predominantly heard

from only half the human species (i.e., the male

half) and that women, the other half, have unique

perspectives to share and contributions to make. By

acknowledging and understanding these differences,

examples of which are given in the following section,

it is thought that men and women can better under-

stand and relate to one another, while improving their

communication with each other. Indeed, many of

these differences are noted in the psychological litera-

ture having to do with relationship issues, and no

doubt, it can be helpful for couples to better under-

stand the gendered ways in which they may be relat-

ing to each other and the world.

Gender Differences and the
Binary Construct of Gender

Men and women are said to be different, not only in

their biological sex but also in the ways in which they

understand and relate to the world and each other.

Eleanor Maccoby and Carol Jacklin were among the

first to study gender differences between men and

women, finding that, despite a number of stereotypical

assumptions (e.g., men are competitive and women

are passive), there were actually only four areas in

which empirical evidence supported a view of gender

differences:

1. Verbal abilities

2. Visual-spatial abilities

3. Mathematical abilities

4. Aggressive behavior

These four areas lend support to the gender similari-

ties hypothesis that men and women, as well as

boys and girls, may be more alike than different,

and within-group differences may be greater than

between-group differences.

More recently, Janet Hyde completed a meta-

analysis of gender differences, finding that men and

women are more similar than different, with only

a few exceptions. One exception is with motor perfor-

mance, especially with throwing distance and velocity

after puberty when men tend to have larger muscles

and bone mass than women and can therefore throw

objects farther and faster than women can. Another

interesting area of gender difference has to do with

sexuality: Men tend to have more incidences of mas-

turbation than do women, as well as more casual atti-

tudes regarding uncommitted sexual relationships.

Finally, men are known to be more aggressive than
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women, especially regarding physical violence, and

there is an abundance of crime statistics to support

this view. However, it is also known that women can

be equally aggressive, especially in relationships,

although it should be noted that women are more

likely to be sexually victimized, seriously injured, or

murdered by their partners than are men.

Still, a number of authors have supported the gen-

der differences hypothesis, which tends to be very

popular, not only within the media but also among the

general public. John Gray’s bestseller Men Are From

Mars, Women Are From Venus, for example, notes

that men are often thought to be thinkers, leading with

their brains, whereas women are thought to be feelers,

leading with their hearts and intuitions. Men are said

to be fix it oriented and solution focused, whereas

women offer advice and give direction. Men often do

not want to talk about their feelings and will retreat in

silence when something is bothering them, whereas

women will want to talk and process things that are

on their minds, if not with their partners, then with

other women. Men like to feel needed, useful, and

productive, while women want to feel loved, cher-

ished, and respected. An insightful understanding of

these general differences can be helpful, and they

point toward what could be called an essentialist view

of gender differences that are assumed to be universal

and normative differences between men and women.

Social construction theory, however, holds that

these generalizations of gender differences may be

reflective of Western perspectives that are socially con-

structed, learned, and then universalized and normal-

ized to others. Furthermore, they promote a duality,

a binary understanding of male and female, masculine

and feminine, in which male equals masculine, and

thus, to be a man, a real man, is to be masculine (e.g.,

interested in sports, while fixing problems and avoiding

feelings), whereas to be a woman, a natural woman, as

Aretha Franklin sings (and Judith Butler notes), is to be

feminine, and to be feminine is to be that which is not

masculine. Herein lays a key point regarding binary

constructions: They are often oppositional and hierar-

chical in which each dyad defines itself in opposition to

the other and generally one dyad is dominant over the

other.

Thus, to be masculine (e.g., dominant) is to not be

feminine (e.g., submissive). Or to use another illustra-

tion, to be heterosexual (e.g., dominant) is to not be

homosexual (e.g., submissive). Binary constructions

are generally thought to be culturally derived and

maintained (e.g., little boys are often dressed in blue,

a culturally masculine color, and encouraged with

masculine rough-and-tumble play, not Barbie dolls,

the latter for little girls dressed in feminine pink).

Binary constructions create them versus us, either/or

dualities in which clients and students may find them-

selves trapped unknowingly. For example, a young

man interested in pursuing gymnastics or dance, both

often thought to be more feminine than masculine

pursuits, may hesitate to develop his interests and

talents, for fear of being perceived as feminine, that

is, not masculine, and if not masculine, then perhaps

not heterosexual, regardless of his actual sexual orien-

tation or any other typically masculine interests he

may have.

Similarly, a young woman may feel trapped in

culturally derived gender roles and expectations.

Psychologists and others working with clients and

students can help both men and women deconstruct

and evaluate the societal scripts and gender roles they

may feel pressured to pursue, while also finding

examples of role models who broke free of culturally

derived gender expectations. For example, a woman

interested in becoming a pilot, a traditionally mascu-

line occupation, might find inspiration in knowing that

Amelia Earhart was the first pilot to break many

records for both aviation and women.

Problems With the
Binary Construct of Gender

There are several issues that render problematic the

binary construction of gender, including the way it

often assumes, universalizes, and normalizes Western

understandings of masculine and feminine, when in

fact, not all cultures adhere to Western notions of

masculine and feminine behavior. For example, the

well-known anthropologist Margaret Mead studied

indigenous tribes in New Guinea, finding that gentle-

ness was the ideal temperament for both men and

women, whereas in another tribe, aggressiveness was

more highly appreciated for both men and women,

and yet in a third tribe, dependence and affection

were ideal for men, while aggression and dominance

were valued in women. In another study, women in

57 different societies were found to be responsible for

carrying heavy loads, although men are generally

thought to carry heavy loads. Women are often

thought to be responsible for cooking and sewing, and

yet in some societies, men do the cooking and sewing.
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Building and construction is often thought to be mas-

culine work, and yet, in at least 14 different cultures,

women do the building. Such differences among cul-

tures call into question universalized and normalized

assumptions regarding gender differences between

men and women.

Additionally, the binary construction of gender is

problematic because it assumes that all people are

either male or female, when in fact, not everyone fits

into either an XY (i.e., male) or XX (i.e., female)

chromosomal duality. Some estimates note that one

out of every 2,000 births are believed to be intersex

(e.g., hermaphroditism, ambiguous genitalia, addi-

tional X or Y chromosomes, inner testes, ovo-testis,

as well as conditions such as congenital adrenal

hyperplasia, androgen insensitivity syndrome, Turner

syndrome, and Klinefelter syndrome). Here, the focus

is only on biological sex, specifically, and yet the dis-

cussion can quickly jump to gender, and from gender,

to sexuality, as parents and physicians are often pres-

sured to make decisions and surgical alterations that

assign sex to a newborn infant when the child’s gen-

der may not develop until later in life. These surgeries

can result in psychological distress as the child

matures, as well as physical loss of erotic sensation

after the child matures. It should be noted that a grow-

ing number of physicians, in consultation with psy-

chologists and psychiatrists, are now encouraging

parents to delay surgically assigning sex to an intersex

infant until the child grows older, can better under-

stand his or her gender, and thus choose the sex that

best fits that gender.

The John/Joan Case

One of the best-known cases regarding gender and

surgical sex-assignment involved a heterosexual boy

who, in 1967, lost his penis at 8 months due to a

circumcision accident. The boy’s penis was burned

beyond repair when an electrocautery needle used to

control bleeding malfunctioned. Desperate, the boy’s

parents consented to the best medical advice they

could find at the time and allowed the infant to

undergo a sex-reassignment surgery at 22 months of

age, followed by hormonal treatments. The child was

raised as a girl, while his identical twin brother was

raised as a boy, and thus, the twin brother served con-

veniently as an experimental control.

Throughout childhood, however, it became increas-

ingly evident that something was wrong. Not only did

the child feel like a boy and have tomboyish manner-

isms, but her classmates and even her teachers knew

something was different. After repeated taunts in

school and various suicide attempts, the child’s parents

told her, at age 14, what happened. She immediately

demanded another sex-reassignment surgery, eventu-

ally married a woman, and adopted her children. Sadly,

the story ended in 2004 when he committed suicide at

the age of 38. The case is complex and sheds light on

many aspects of gender identity, including the belief

that, while gender norms may be culturally constructed,

sexual identity may have a neurological component,

and thus a person’s brain may tell him or her that he or

she is one sex, while the person’s genitals may suggest

another.

Transgender and
Transsexual Considerations

Transgender refers to people who understand their

gender identity to be different than their biological

sex. Transgender people often describe themselves as

being ‘‘trapped in the wrong body,’’ and it should be

noted that they can be gay, lesbian, bisexual, or even

heterosexual. For example, a biological male who

understands himself to be female may be attracted to

other men and might, therefore, understand herself

to be heterosexual. It is appropriate to use pronouns

for transgender people that describe their gender iden-

tity rather than their biological sex.

Although it is difficult to obtain accurate statistical

information, suicide rates among transgender people

are thought to be especially high, even as high as

50%, because transgender people are often rejected

by their families, as well as by society. Violent

assaults and brutal murders have also been committed

against transgender people, and sadly, when transgen-

der people are murdered, they often are shot or

stabbed repeatedly, riddled with bullets, or blud-

geoned beyond recognition. Crimes against transgen-

der people reveal society’s misunderstanding and

disdain for these individuals.

Thus, psychologists have an educational imperative

to help overcome cultural ignorance and prejudice that

contribute to stigma, low self-esteem, and high suicide

and homicide rates within the transgender community.

Still, despite these obstacles, many transgender people

succeed, some electing to have sex-reassignment sur-

gery and receive hormonal treatments, often at great

financial expense, as well as what is thought by some
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to be intrusive and require psychological counseling

and inquiries (i.e., the presumption being that they

must be crazy if they want to change their sex).

Generally, it is common to refer to transgender peo-

ple who are transitioning from one sex to another with

the acronyms FTM (female to male) or MTF (male to

female), as applicable. Although transgender people

have their own community, they are also considered to

be part of the GLBT (gay, lesbian, bisexual, transgen-

der) community and are sometimes also referred to as

queer, a previously pejorative term that was reclaimed

by some within the GLBT community as a word of

empowerment, although the word can be regional in

use and still considered offensive to some people.

Additionally, the word transsexual was historically

used in reference to those who surgically changed their

sex, whereas the word transgender was used in refer-

ence to those who understood their gender to be differ-

ent from their biological sex but who did not undergo

a sex-reassignment surgery. Today, the two words are

often used to distinguish those whose sexual identity is

different from their biological sex (i.e., transsexual)

and those whose gender identity is different from their

sexual identity (i.e., transgender), regardless of whether

an individual undergoes sex-reassignment surgery. For

example, a person born male may understand her sex-

ual identity to be female, and her gender identity may

also be feminine. In this case, both her sexual identity

(female) and her gender identity (feminine) are in

agreement, whereas it is her sexual identity (female)

that is transversing her biological sex (male). Thus, she

may identify as transsexual rather than transgender.

Although some in the GLBT community use the word

transgender as an umbrella term to include transgen-

der, transsexual, and intersex individuals, it is impor-

tant to note that not all transsexuals understand

themselves to be transgender, and many intersex peo-

ple may be transversing neither sex nor gender but

rather living the sex and gender to which they were

born and understand themselves to be.

Multicultural Considerations

There are a number of multicultural considerations

for counselors to keep in mind when working with

racially and ethnically diverse populations, especially

the ways in which culture can influence gender iden-

tity. For example, familismo (family unity) is a tradi-

tional value that can be found among many Hispanic

and Latina/o Americans, in which respect and loyalty

for one’s family is important. In terms of gender, His-

panic and Latino men are often expected to be strong

and to be providers of the family (i.e., machismo),

whereas Hispanic and Latina women are often

expected to be nurturing, self-sacrificing, and subordi-

nate to men (i.e., marianismo).

Additionally, racial and ethnic minorities may have

dual identities in which gender can be an interacting

influence. For example, similar to Hispanic/Latino

machismo, African American men are also often

expected to be strong and dominant, and yet a gay

African American man may be perceived as weak

and/or feminine, especially if he takes a receptive or

submissive role when having sex with another man.

Thus, many African American men who have sex

with other men may not self-identify as gay or homo-

sexual, two terms that are considered to be Caucasian

by some African Americans. It is common to use the

acronym MSM (men who have sex with men), rather

than gay or homosexual, when referring to these

men, many of whom may be married to women, self-

identify as heterosexual, and may understand themselves

to be especially masculine if they take an inserting or

dominant role when having sex with another man.

Similarly, ethnic minority women may have triple

identities to manage in which gender can be an influen-

tial variable (e.g., African American, female, and les-

bian). It is not uncommon for multiple identities to

compete with each other (e.g., identifying more as an

African American than GLBT) or dualistically exclude

each other (e.g., the notion that one cannot be African

American and GLBT or that the GLBT community is

primarily a Caucasian community). Thus, counselors

should consider any multiple identities and cultural

influences of gender that clients may be managing.

The transgender/transsexual community also has

a number of unique multicultural considerations for

counselors to be aware of, such as the hijras of India,

Pakistan, and Bangladesh. Hijras are male-to-female

transgender/transsexual or intersex individuals, often of

the Muslim or Hindu faith. Similarly, contemporary

transgender/transsexual people may find commonalities

with ancient shamanic practices among the Inuit, as

well as the Native American berdache or two spirit

people, who were thought to possess both male and

female spirits within their bodies and were often highly

regarded within their tribes. It should be noted, how-

ever, that the term berdache is considered inappropriate

by some Native Americans because of its French ori-

gins. Additionally, the kathoey or ladyboys of Thailand
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are well known and generally accepted within their cul-

ture as either very effeminate gay men or male-to-female

transgender/transsexual people. Having a global and

historic perspective on transgender/transsexual issues can

help counselors increase their multicultural knowledge

and competence when working with this often under-

served and misunderstood population.

Diagnostic Considerations

Several disorders in the Diagnostic and Statistical Man-

ual of Mental Disorders (Fourth Edition, Text Revision)

(DSM–IV–TR) may be especially relevant for clinicians

to consider when working with clients who present with

concerns regarding gender differences, including gender

identity disorder, transvestic fetishism, as well as vari-

ous eating, depressive, anxiety, and relational disorders.

Gender identity disorder is characterized by (a) a

very strong and persistent desire to be, or insistence

that one is, the opposite gender or sex, as well as

(b) persistent discomfort about one’s current sex or

gender role or insistence that one’s current sex or gen-

der role is incorrect. Both criteria must be met for

diagnosis, as well as evidence of significant distress

or impairment in functioning. The diagnosis is not

appropriate for intersex individuals. In children, boys

with the disorder may exhibit a preoccupation with

typically feminine activities, such as playing house,

playing with Barbie dolls, or dressing in improvised

women’s clothes (e.g., towels, aprons, scarves), while

avoiding rough-and-tumble play and sometimes sit-

ting to urinate, perhaps pushing their penis between

their legs and pretending not to have it. Girls will

often prefer to wear boy’s clothes and exhibit strong

negative reactions to parental attempts to have them

wear dresses; they often prefer rough-and-tumble play

and have little use for dolls, cosmetics, or other typi-

cally feminine items.

Adults with the disorder are generally preoccupied

with a strong desire to be the opposite sex and may

exhibit behavior typical of that sex (e.g., attire and

mannerisms). They may spend considerable time in

private perfecting their appearance as the opposite

sex, while also venturing out in public as the opposite

sex; they may also seek hormonal treatments or sex-

reassignment surgery to bring into congruence their

biological sex with their sexual or gender identity.

Depending on their level of development, adolescents

with the disorder may exhibit characteristics of either

children or adults. Psychologists should be mindful

that individuals with this disorder may be socially iso-

lated, rejected by their families, and have low self-

esteem or depression; clinicians should also be famil-

iar with the Harry Benjamin International Standards

of Care for Gender Identity Disorders.

Transvestic fetishism is found in heterosexual

males and involves cross-dressing in women’s clothes

as a form of sexual arousal. The cross-dressing may

consist of only one or two feminine undergarments

underneath masculine clothes, or it may consist of an

entire wardrobe of feminine attire, including wearing

cosmetics. These men may be married to women, and

in some marriages, the wives are aware of their hus-

band’s fetish and have accommodated it within the

relationship. Transvestic fetishism, however, should

not be confused with transgender or transsexual con-

cerns, the former being a heterosexual male phenome-

non regarding sexual arousal and the latter two issues

having to do with gender and sexual identity, respec-

tively, as discussed previously.

Psychologists should be mindful that low self-

esteem, distress, depression, and/or anxiety, as well as

relational problems may be comorbid with either gen-

der identity disorder or transvestic fetishism. Addi-

tionally, counselors may wish to consider the ways in

which media and advertising portrayals of gender dif-

ferences may influence their clients’ gender identity

and screen for eating disorders if appropriate (e.g.,

anorexia nervosa, bulimia nervosa).

Psychologists and educators can better serve clients

and students by being familiar with the many aspects

of gender differences, including their own biases, as

well as various multicultural and diagnostic consid-

erations (e.g., familismo within Hispanic/Latina/o cul-

ture and gender identity disorder). Gender differences

are complex, and there are many variables to con-

sider, each influencing what it means to be male or

female, masculine or feminine, or perhaps even male

and feminine or female and masculine.

Andrew D. Reichert

See also Sexual Orientation
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GENDER IDENTITY

Gender identity is commonly defined as an individual’s

sense of being a male or a female. For many, gender

identities are aligned with physical sex characteristics

including hormones, chromosomes, genitalia, and sec-

ondary sex characteristics, as well as with sex assign-

ment and gender roles. For others, gender identities do

not match one or more sex or gender traits. Several

variations on this concept of gender identity exist. For

example, the social identity perspective defines gender

identity as the degree of awareness and acceptance of

one’s own gender category. Alternatively, symbolic

interactionists consider gender identities as self-concepts

based on fulfillment of gender roles.

Multidimensional models of gender identity illustrate

the complexity and breadth of gender identity. For exam-

ple, Susan Egan and David Perry offer a model of gender

identity including five components: (1) knowing one’s

gender category membership, (2) feeling similar to

others in one’s category, (3) feeling satisfied with one’s

gender assignment, (4) feeling pressure to conform to

gender roles, and (5) believing that one’s gender cate-

gory is superior to the other category.

Several stage models of gender identity develop-

ment connecting gender knowledge to gender behav-

ior have been proposed by researchers such as

Lawrence Kohlberg, Warren O. Eaton and Donna von

Bargen, and Phyllis Katz. Most models suggest that

gender identity development is initiated by acquiring

the ability to label the self and others with correct

gender labels. Next, children learn that identity is sta-

ble throughout development and is permanent regard-

less of the influences of culture, motive, or hairstyle

or clothing changes. Katz proposed that sexual gen-

der, developing during puberty, and reproductive gen-

der, developing during adulthood, also contribute to

gender identity. To date, research has failed to clearly

support or refute any of these models.

Evidence supports both biological and sociocul-

tural influences on gender identity. While sex may be

defined by sex chromosomes (XY for male and XX

for female), sex chromosomes direct gonads to

develop into testes or ovaries, which, in turn, produce

the hormones between weeks 8 and 24 of gestation

that influence gender development. Prenatally, testes

produce testosterone, whereas ovaries do not produce

considerable amounts of the hormone. Studies of girls

with a congenital adrenal hyperplasia (CAH) illustrate

the effects of prenatal hormones on gendered behav-

iors. CAH is a condition in which fetuses are subject

to large quantities of hormones due to synthetic ster-

oids. Girls (XX) with CAH are born with masculin-

ized genitalia and undergo hormone treatment and

surgical feminization, whereas boys (XY) with CAH

are born with normal genitalia. As children, boys with

CAH exhibit play behavior and interests similar to

non-CAH boys, whereas girls with CAH exhibit play

behavior and interests that are more masculine than

that of non-CAH girls and slightly more feminine

than CAH and non-CAH boys. Considering postnatal

hormonal and environmental influences on CAH

and non-CAH girls were similar, these behavior

differences may be attributed to prenatal hormonal

environments.

A second surge of hormones from the testes occurs

shortly after birth, from the first to sixth month,

increasing testosterone in boys but not in girls. These

early postnatal hormones also influence gender

identity development. In animal studies, when male

animals are castrated and female animals receive hor-

mones during this critical period, sex-typed behaviors

are completely reversed in adulthood. Additionally,

brain structure may be connected to gender identity.

For example, male to female (MTF) transsexuals have

been observed to have a smaller subsection of the

hypothalamus than a male control group.

Biology also interacts with sociocultural factors

to influence gender identity. Upon birth (and, with

technology, upon ultrasound results), the presence or
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absence of external genitalia signals to adults that

they should dress the baby in blue, bounce the baby,

and proclaim it handsome or that they should dress

the baby in pink, soothe it, and praise its prettiness.

Social modeling and media portrayal along with gen-

der-related sanctions and opportunities exert influence

on children’s identities and gender expressions. Addi-

tionally, children play active roles in developing gen-

der identities by displaying preferential attention to

the behaviors of children of the same sex as early as

12 to 24 months for boys. Once learned, continual

engagement in gendered behaviors helps maintain

gender identity.

In addition to the traditional gender labels ‘‘man’’

and ‘‘woman,’’ new labels have emerged as variant

gender identities have gained recognition. Transgender,

or trans, refers to those whose gender identity or pre-

sentation deviates from the norm. A transgender person

who has changed pronouns, names, or clothing, or has

undergone hormone therapy or sex-reassignment sur-

gery to live as a member of the opposite sex, may be

labeled transsexual. Transsexuals who were born bio-

logically female and identify as males are female to

male transsexuals (FTM, or transmen) while those who

were born biologically male and identify as females

are MTF transsexuals (or transwomen). A person who

identifies as genderqueer transgresses gender norms

or renounces the two-gender system. Gender-related

labels also vary by community. Whereas queer com-

munities may use the terms butch and femme, straight

communities may use the terms tomboy and girly-girl.

Furthermore, some individuals or communities may

reject the use of gender-related labels altogether.

Cross-gender identification along with discomfort

with one’s assigned sex was officially recognized as

a psychological disorder, gender identity disorder

(GID), in 1980, when the American Psychiatric Asso-

ciation included GID in the third edition of the Diag-

nostic and Statistical Manual of Mental Disorders.

Labeling transsexuals as having a psychological disor-

der has proven controversial. Critics, including psy-

chologists Darryl Hill and Kelley Winters, argue that

transsexual people suffer psychological distress from

parents and a society that fail to accept nonstereotypi-

cal gender expression but are otherwise healthy and

well-adjusted. These critics suggest replacing GID with

gender dysphoria, a term describing persistent distress

with sex characteristics or prescribed gender roles, or

altogether removing diagnoses related to gender iden-

tity. In contrast, proponents, including psychiatrists

Robert Spitzer and Paul J. Fink, argue that cross-

cultural expectations to fulfill gender roles associated

with biological sex lend legitimacy to the identification

of transsexualism as a disadvantageous psychological

disorder. Future research regarding the origins, devel-

opment, and mutability of gender identity may clarify

this issue.

Anne S. Beauchamp
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GENERALIZABILITY THEORY

Generalizability (G) theory is a statistical theory for

evaluating the dependability (‘‘reliability’’) of behav-

ioral measurements. G theory pinpoints the sources of

systematic and unsystematic measurement error, dis-

entangles them, and then estimates their magnitudes

simultaneously.

In G theory, a behavioral measurement (e.g., an aca-

demic self-concept score) is conceived of as a sample

from a universe of admissible observations. This uni-

verse consists of all possible observations that decision

makers consider to be acceptable substitutes (e.g.,

scores sampled on Occasions 2 and 3) for the observa-

tion in hand (scores on Occasion 1). Each characteristic

of the measurement situation (e.g., survey form, item,

occasion, rater) is a potential source of error and is

called a facet of a measurement. The universe of admis-

sible observations is defined by all possible combina-

tions of the levels (called conditions) of the facets. To

evaluate the dependability of behavioral measurements,

a generalizability (G) study is designed to isolate and

estimate as many facets of measurement error as are

reasonably and economically feasible.
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For example, consider a G study in which all per-

sons in a sample respond to the same randomly sam-

pled 10 academic self-concept items on the same two

randomly sampled occasions. In this G study, the

facets of the measurement are items and occasions.

As the self-concept inventory was designed to capture

systematic variation among persons, the object of

measurement, persons, is not a source of error and,

therefore, is not a facet.

An observed score for a particular person on a par-

ticular item and occasion is decomposed into an effect

for the grand mean, plus effects for the person, the

item, the occasion, each two-way interaction, and

a residual (three-way interaction plus unsystematic

error). The distribution of each component or ‘‘effect,’’

except for the grand mean, has a mean of zero and a vari-

ance σ2 (called the variance component). The variance

component for the person effect is called the universe-

score variance. The variance components for the other

effects are considered error variation.

An estimate of each variance component can be

obtained from an analysis of variance (or other meth-

ods, such as maximum likelihood). The relative mag-

nitudes of the estimated variance components provide

information about systematic differences in self-

concept among persons (universe-score variance) and

sources of error influencing the measurement. Statisti-

cal tests are not used in G theory; instead, standard

errors for variance component estimates provide

information about sampling variability of estimated

variance components.

G theory distinguishes a decision (D) study from

a G study. A D study uses variance-component esti-

mates from a G study to design a measurement proce-

dure that minimizes error for a particular purpose.

In planning a D study, the decision maker defines

the universe that he or she wishes to generalize to,

called the universe of generalization, which may con-

tain some or all of the facets and their conditions in the

universe of admissible observations. The D study

imports G study information about selected variance to

evaluate alternative designs. As decisions usually will

be based on the mean (or sum) over multiple observa-

tions (e.g., questionnaire items) rather than on a single

observation (a single item), D-study designs will change

the numbers of conditions of the relevant facets, thereby

affecting ‘‘reliability’’; the more conditions there are, all

else being equal, the higher the reliability will be.

G theory recognizes that the decision maker might

want to make two types of decisions based on

a behavioral measurement. A relative (‘‘norm-

referenced’’) decision focuses on the rank order of

persons; an absolute (‘‘criterion-referenced’’or ‘‘domain-

referenced’’) decision focuses on the level of perfor-

mance, regardless of rank. Error variance is defined

differently for each kind of decision. To reduce error

variance, the number of conditions of the facets may be

increased (analogous to the Spearman-Brown prophecy

formula in classical test theory and the standard error of

the mean in sampling theory). G theory provides reli-

ability-like summary coefficients for each decision:

a Generalizability (G) Coefficient for relative decisions

and an Index of Dependability (Phi) for absolute

decisions.

Generalizability theory allows the decision maker

to use different designs in G and D studies. Although

G studies should use crossed designs, whenever possi-

ble, to estimate all possible variance components in

the universe of admissible observations, D studies

may use nested designs for convenience or to increase

estimated generalizability.

G theory is essentially a random effects theory.

Typically, a random facet is created by randomly sam-

pling conditions of a facet. A fixed facet arises when

the decision maker (a) purposely selects certain condi-

tions of a facet and is not interested in generalizing

beyond them, (b) finds it unreasonable to generalize

beyond the levels observed, or (c) defines a small uni-

verse and includes all its conditions in the measure-

ment design. G theory typically treats fixed facets by

averaging over the conditions of the fixed facet and

examining the generalizability of the average over the

random facets. Alternatives include carrying out a sepa-

rate G study within each condition of the fixed facet,

or a multivariate analysis with the levels of the fixed

facet comprising a vector of dependent variables.

Table 1 gives estimated variance components

from a fully crossed, random G study of self-concept

(persons× items× occasions; item scores range from

1 to 5). The large σ̂2
p (1.256, 34% of the total variation)

shows that persons in the sample differed systematically

in their self-concept. The other estimated variance com-

ponents constitute error variation. The nonnegligible σ̂2
i

(5% of total variation) shows that items varied some-

what in average level of self-concept reported. The

large σ̂2
pi (21%) reflects different relative standings of

persons across items. The small σ̂2
o (1%) indicates that

the average self-concept score was stable across occa-

sions. The nonnegligible σ̂2
po (7%) shows that the rela-

tive standing of persons differed somewhat across
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occasions. The very small σ̂2
io (0%) indicates that the rank

ordering of item scores averaged over persons was simi-

lar across occasions. Finally, the large σ̂2
pio;e (32%)

reflects the varying relative standing of persons in self-

concept across occasions and items and/or other sources

of error not systematically incorporated into the G study.

Because more of the error variability in self-

concept scores came from items than from occasions,

changing the number of questionnaire items will have

a larger effect on the estimated variance components

and generalizability coefficients than will changing

the number of occasions. For example, the estimated

G and Phi coefficients for 4 items and 2 occasions are

0.73 and 0.70, respectively; the coefficients for 2

items and 4 occasions are 0.68 and 0.64, respectively.

Choosing the number of conditions of each facet in

a D study, as well as the design (nested vs. crossed,

fixed vs. random facet), involves logistical and cost

considerations as well as issues of dependability.

Noreen M. Webb and Richard J. Shavelson

See also Measurement; Reliability
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GIFTED AND TALENTED STUDENTS

Gifted and talented students have been the focus of

research by scientists, educators, and researchers in

special education, educational psychology, and gen-

eral education for over a century. Although there

appears to be consensus regarding the notion that

there are students who are gifted, students who are

talented, and students who are both gifted and tal-

ented, the same type of unity does not exist regarding

the definition of gifted and talented students and how

to address the needs of these students. Historically,

the term gifted has been perceived as synonymous

with high intelligence as measured by an intelligence

test. The term talented has been viewed more subjec-

tively, measured qualitatively, and viewed as more

inclusive. As the field of gifted and talented education

has developed over the years, the definitions of gifted

have changed. The definition has evolved from a very

narrow focus to a more inclusive definition and has

led to a broader range of ways to identify and serve

gifted and talented students. In the 1900s, Lewis

Terman defined gifted as the top 1% level in general

intellectual ability. In 1972, Sydney Marland defined

gifted and talented students as those who are capable

of high performance in general intelligence, specific

academic aptitude, creativity, leadership, visual and

performing arts, and psychomotor ability.

Interest in the identification of gifted and talented

students is not exclusively a modern occurrence. The

history of gifted and talented education can be traced

to Plato, who proposed the idea of selecting children

of high potential and grooming them for leadership

roles. In A.D. 800, Charlemagne realized that there

were poor children of promising potential who could

be educated as leaders. In the 15th century, a Turkish

sultan searched his empire for the most intelligent

boys. Comenius, in the 17th century, wrote about

individuals from poor homes who had an unusual

ability for learning. During the 18th century, Thomas

Jefferson advocated the radical view of providing

a university education for the most intelligent, at pub-

lic expense.

Before the 20th century, the concept of giftedness

was equated with the genius or the child prodigy of

extraordinary talents and achievement. Children who

demonstrated great power of memory or possessed

mature writing skills, child prodigies who received

advanced college degrees at a young age, and children

Table 1 Estimated Variance Components in
a Generalizability Study of Academic
Self-Concept (p× i× o Design)

Source

Estimated

Variance

Component Estimate

% of Total

Variability

Person (p) σ̂2
p 1.256 34

Item (i) σ̂2
i 0.185 05

Occasion (o) σ̂2
o 0.037 01

p× i σ̂2
pi 0.776 21

p× o σ̂2
po 0.259 07

i× o σ̂2
io 0.001 00

p× i× o,e σ̂2
pio;e 1.182 32
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who could speak several languages were displayed

and asked to perform adult tasks.

The industrial era of the 19th century was not char-

acterized by tangible national recognition of the gifted

and talented. This period marked the emergence of

the efforts to measure individual differences, such as

the scientific studies of intelligence by Francis Galton.

It was Galton’s investigation into the relationships

between inheritance and intelligence that led to the

emergence of the theory of fixed intelligence. Build-

ing on the findings of Galton, Lewis Terman’s studies

solidified the theory of fixed intelligence. Terman’s

work dispelled the myth that the intelligence of gifted

and talented students is accompanied by a wide range

of deficiencies. Terman’s research also supported the

finding that gifted students are superior in all cate-

gories of development. This conclusion led to the

belief that gifted students will survive without the

help of professional adults and that they do not need

special curricular and instructional support.

Contributions by Maria Montessori, J. P. Guilford,

Lev Vygotsky, and Jean Piaget raised questions

regarding the premise of fixed intelligence. Montes-

sori assumed that intelligence could be developed and

was not fixed. In his model, Guilford expanded the

parameters of intelligence, described intelligence as

educable, and concluded that there are 120 different

aspects of intelligence. Vygotsky’s research conclu-

sions addressed intelligence and educational remedia-

tion, early stimulation and language development.

Piaget researched the interaction between genetics

and the environment as he developed the stages of

cognitive development.

Continuing efforts by Jerome Bruner and Benjamin

Bloom led to further support for an expanded view of

intelligence. Jerome Bruner developed a theory of

instruction designed to release the capacity of the

mind. Bloom reexamined research data to uncover

that children’s early years are optimum for learning

and expanding intelligence.

In the 1980s, Robert Sternberg’s triarchic concept of

intelligence and Howard Gardner’s theory of multiple

intelligences, in very different ways, emphasized the

interactive quality of intelligence and the environment.

The relationship between gifted and intelligence is

historical in origin and has had a major impact on

how gifted students are viewed. Despite the prepon-

derance of evidence and authorities who support both

the fixed view of intelligence and the interactive con-

cept of intelligence, researchers and practitioners in

education and psychology stand on both sides of the

issue. The nature versus nurture debate reigns and col-

ors efforts to define, identify, and design programs for

gifted and talented students.

Movement Toward a
New View of the Gifted

Gertrude Hildreth challenged psychologists to begin

viewing the gifted as individuals. She emphasized that

efforts to provide lists of characteristics of the gifted

may lead to stereotypes of the gifted. Gifted children

are, first of all, individuals and have both strengths

and weaknesses. Few are uniformally superior in all

categories. Ruth Strang questioned the issue of

describing the gifted in terms of a general intelligence

test score. Strang suggested the use of question marks

following a gifted characteristic rather than a period.

Strang raised a series of questions related to whether

a particular child is a prodigy or a genius; highly gifted

in abstract verbal ability; academically talented, evi-

dencing unusual ability in math; demonstrating a special

skill with mechanical things; talented in art, drama,

music, or dance; or socially gifted. Strang’s questions

reinforced Hildreth’s plea to begin looking at the gifted

as individuals. Recognition of the dual-language gifted,

the learning-disabled gifted, the underachieving gifted,

the attention deficit hyperactivity disorder (ADHD)

gifted, and the culturally different gifted have all

contributed to the modification of the concept of

giftedness.

Characteristics of the Gifted

In delineating characteristics of gifted children, Bar-

bara Clark has listed a series of questions that educa-

tors should ask themselves as they observe individual

students. No gifted student will have all of these char-

acteristics. Gifted students may ask many questions,

attempt to do many things in innovative and unusual

ways, retain a great deal of information, and be sensi-

tive to discrimination or inequities. Gifted students

may also be deficient in certain basic skills and may

dislike repetitive activities. At the same time, gifted

students may have great zeal for learning and may

become agitated when asked to transition from their

preferred area of interest. Gifted students are often

talkative, perfectionistic, loners, extremely social, or

very critical of others, but not always. There are cer-

tain generalizations that tend to be characteristic of
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the gifted, but few traits are descriptive of all gifted

and talented students.

It has been recognized that many of the positive

characteristics present concomitant problems for teach-

ers and gifted students. For example, gifted students

who have a large vocabulary, facility of expression,

and breadth of information may read inappropriate

material for their age. They may escape into verbal-

ism, appear to be a ‘‘know-it-all,’’ and appear con-

ceited to their agemates. These behaviors can cause

a gifted child to be alienated by other children and by

teachers. Teachers who have been trained in the

appropriate instructional strategies to use with gifted

children can avoid such problems by providing the

gifted child with appropriately challenging reading

material, teaching the child to translate his or her

abstract ideas in concrete ways, and providing the

child opportunities to interact with his or her intellec-

tual peers.

The needs of highly intellectually gifted children

with IQs of 145 and above may be met best by using

out-of-school resources, such as concurrent enrollment

and mentors. Acceleration options, independent study

options, and research opportunities should be available

for the gifted student. Gifted students also need oppor-

tunities to engage in real-world projects and opportuni-

ties to interact with other gifted students.

Identification of the
Gifted and Talented

Well-designed identification procedures include the

use of qualitative measures and quantitative measures

that have been shown to be effective in uncovering

the gifts of the hard-to-identify gifted and talented stu-

dent. Teacher nominations also are used in identifying

students for gifted programs. Teachers who have been

educated to recognize giftedness are more effective in

identifying students than are teachers who have not

been trained. Teachers trained in the principles of

gifted education are aware that gifted students can be

deficient in basic skills, manifest behavior problems

in the classroom, be introverts who never turn in

classwork, or be students who make good grades and

never cause any problems. Gifted students can also be

students who excel on standardized tests or any quan-

tifiable measure but make barely passing grades in the

classroom. Academically talented students may have

the best classroom grades but mediocre scores on

standardized tests.

Qualitative measures include learning style inven-

tories, informal achievement tests, questionnaires,

interviews, checklists, structured observations, famil-

ial characteristics, criterion-referenced instruments,

sociometric instruments, portfolios of student work,

and simulations.

In an effort to identify students for gifted pro-

grams, it also should be remembered that there are

varied aspects of giftedness. Quantifiable measures

may not be the most effective measures to use in

identifying students who are gifted in visual arts, per-

forming arts, or leadership. Identification procedures

should be as diverse as giftedness is and should

always address the goals and objectives of the pro-

gram or services offered. To recognize the varied

dimensions of giftedness, educators should consider

the impact culture can have on how giftedness may

appear. The values that come with living in poverty

and the cultural differences of gifted and talented chil-

dren whose native tongue may be a language other

than English all influence the perception and appear-

ance of gifted characteristics. Identification decisions

based on a preponderance of data drawn from varied

sources characterize a strong identification model.

Curriculum for the
Gifted and Talented

The principles of the cognitive field learning theory are

most compatible with the learning traits and character-

istics of gifted and talented learners. A curriculum

based on the cognitive field theory places emphasis on

the whole, the Gestalt. Students are involved in draw-

ing conclusions, looking for evidence as support for

conclusions drawn, looking for motives and causes and

effects, making comparisons and contrasts, and looking

for relationships that are not readily apparent.

When cognitive field theory is applied, gifted and

talented students are intrinsically motivated and are

involved in analyzing, synthesizing, and evaluating.

The teaching methods applied involve the students in

open-ended approaches to discussion and debate.

Gifted and talented students are viewed as producers

of knowledge and engage in problem solving, empha-

sizing processing that leads to a multiplicity of

responses as opposed to arriving at right answers. Stu-

dents are looking intrinsically for responses rather

than concentrating on their notes (which have been

provided by the teacher) or looking in the textbook

for answers to questions.
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The curriculum for the gifted and talented student

is characterized by independent student research and

complex, in-depth, and advanced organization of con-

tent, processing, and products. The content is orga-

nized around broad-based issues, problems, questions,

or themes. The curriculum addresses ongoing themes

and generalizations. The student is studying fractions

or reading stories and is also making connections to

larger issues of survival, interdependence of humans,

and patterns in life, in the environment, or in music.

Big-picture issues do not become lost in the struggle

to learn important facts and bits and pieces of infor-

mation. It’s not just learning colors in kindergarten

but focusing on how color enhances one’s understand-

ing of the world and who one is. Time is spent look-

ing at the color of a story, or the color of a poem, or

the color represented by a musical piece. Students

study issues, problems, and themes that have wide

applicability to subjects beyond the most immediate

subject. In a unit on discovery in the history class, the

teacher does not end the unit before looking at what

students have discovered about themselves as they

have researched historical discoveries. The organiza-

tion of the curriculum must cause students to find

relationships and make connections with other sub-

jects and other experiences encountered.

The curriculum for gifted and talented students is

also characterized by higher-order thinking processes.

The emphasis is on processing rather than the product,

the right answer. Students are involved in analyzing,

synthesizing, evaluating, and problem solving. Stu-

dents spend time creating novel solutions, thinking

and combining the known and the unknown in the

creation of something new and different. The creative

thinking skills, fluency, flexibility, originality and

elaboration are developed and students scamper for

additional ideas.

Products in the gifted and talented classroom are

real-world products that have real-world applicability.

The products are meaningful and can be used in solv-

ing problems faced by the school, the community, the

state, the nation, or the world. Products are not just

completed by students only to be turned in, graded by

the teacher, and returned to the student. Products are

valued beyond the walls of the classroom and beyond

the walls of the school. The teacher finds a way to

publicly display or to exhibit products to an audience

external to the classroom or school. Students may

write solutions to a problem faced by the community

and present their thoughts to the local city council for

review. Students may even appear before the school

board to present their ideas. The ideas may be pub-

lished in the editorial section of the local newspaper

or mailed to the state legislature. At any rate, there is

some effort to present the product to an external pub-

lic, a real-world audience. A game designed or a play

or poem written may be published or presented to an

audience at the local library or at the local home for

senior citizens. A copy of a book written by a student

may be placed in the school library, checked out, and

read by other students. Products take on a new, real-

world meaning in the gifted classroom.

The curriculum for gifted and talented students is

also research oriented. Students engage in experimen-

tal, historical, descriptive, correlational research, or

case studies. Students always start with a statement of

what they hope the results will be (a hypothesis). The

scientific method used in any real-world laboratory is

evident in the research of gifted students, whether

they are in kindergarten, high school, or in science or

literature classrooms.

Controversial and provocative questions and issues

are characteristics of the curriculum designed for

gifted and talented students. Cultural diversity is an

ongoing part of the curriculum. Humans’ moral rea-

soning also is recognized in the curriculum. The

moral reasoning of historical figures, characters in lit-

erature, and people in the news is analyzed in an

effort to assist students in the development of their

moral reasoning skills.

The application of gifted and talented curricular

principles creates modifications in the classroom envi-

ronment and a new definition of what the classroom

can be. The role of the teacher becomes that of a facil-

itator, a guide, a moderator; the classroom is student

centered, and students have opportunities to be self-

directed, autonomous learners.

The enrichment triad model, the schoolwide enrich-

ment model, the autonomous learner model, Stern-

berg’s triarchic model, Sydney Parnes’s creative

problem-solving model, Donald Treffinger’s self-

directed learning model, the model United Nations pro-

gram, and Benjamin Bloom and David Krathwohl’s

taxonomy of educational objectives are examples of

curricular models that reflect the principles of the

gifted and talented curriculum. Strong programs for the

gifted and talented apply a combination of models,

capitalizing on the strengths that come with using

a variety of models. The best curriculum for the gifted

includes in-school and out-of-school programs and
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service options for gifted and talented students in

homogeneous and heterogeneous settings.

Strategies for Teaching
the Gifted and Talented

Strategies for teaching gifted and talented students are

compatible with the characteristics of those students.

Strategies emphasize the acquisition of concepts and

the use of inductive approaches. Rote, repetition, drill,

and practice are de-emphasized. Pretesting to uncover

what students already know precedes instruction, and

students are allowed to accelerate through the curricu-

lum. Instruction and curriculum are differentiated to

meet the needs of the gifted and talented.

The three highest levels of thinking—analysis, syn-

thesis, and evaluation—involve non-data-based think-

ing; students are reading between the lines, drawing

inferences and conclusions, arriving at generalizations,

and looking for motives and causes. These levels

involve thinking of many and varied possibilities,

thinking in categories, thinking in detail, and thinking

of original ideas. At the evaluation level, students are

making judgments and statements of preference while

supporting their thoughts by using internal or external

standards. Classrooms that utilize these levels of think-

ing are characterized by the discovery approach, idea

sharing, and problem solving. In such classrooms, teach-

ers are facilitators of learning, spending much of their

time planning and selecting the curriculum and strategies

that will create the type of classroom environment where

giftedness will emerge and flourish. Students experience

the power of the mind and come to know what it’s like to

think. Students develop thinking skills that can be used

in other classes as well as in situations outside of the

school.

There are numerous other thinking skills strategies

that are appropriate in helping students develop

higher-order thinking skills. Hilda Taba’s concept

development approach involves productive thinking,

including grouping, labeling, and arranging thoughts.

Students agree and disagree in the absence of answers

and solutions previously provided by the teacher or

read from a text. Students come to enjoy playing with

ideas and creating unusual ways of looking at real-

world issues.

Gifted and talented students also are provided

ample opportunities to address questions for which

there are numerous possible solutions and responses.

Students are able to experience what can happen

when real-life problems are solved by thinking in

unusual, off-the-beaten-track ways. It was Albert Ein-

stein who developed his general theory of relativity

by using fantasy and imagination. Many inventions

were developed while inventors toyed with ideas and

engaged in thinking which, on the surface, appeared

to be totally unrelated to the final product.

Venn diagrams can be used to help students

determine similarities and differences among people,

places, events, and things. Two-, three-, and four-way

Venn diagrams can be used to help students develop

spatial thinking skills and to see comparisons and dif-

ferences previously unseen. The Venn diagram has

a place in every classroom. A two-way Venn diagram

can be used to illustrate numerals that have straight

lines and numerals that have curved lines and to

determine how many have both. A three-way Venn

can be used to compare and contrast three different

characters in a story or novel, or three people in the

news. A four-way Venn is a challenge to those who

lack experience in looking at how the circles of the

Venn come together. A four-way Venn can be intimi-

dating to students who lack experience working with

information in this manner.

Teachers can help demystify analogies by helping

students build an analogy chain using vocabulary

words from science or names of people and places in

history. Teachers list words, people, places, things,

and content from a subject. Students look for below-

the-surface relationships between one word and another

word. The best analogies are represented when a rela-

tionship is seen between things or people that appear on

the surface to be totally unrelated.

Creative thinking skills can be used to foster

higher-order thinking skills in the classroom. Students

can think fluently, flexibly, originally, or elabora-

tively. Think of the most ideas; think of many, differ-

ent ideas. Think of additional ideas. Think of ways to

make an idea more interesting. Think of something

you have never thought of before.

Frank Williams has 18 different strategies that can

be used to stimulate higher-order thinking. Provoca-

tive questions are used. Students find traits that are

common to all people or think of examples of change

or habit.

As students begin to combine thinking at the lower

levels with thinking at the higher levels of intellectu-

ality, they begin to experience the joy of using their

minds. The classroom becomes more exciting, and

students experience the joy that comes when the
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learning environment is a mirror of how the gifted

and talented student learns.

Socioemotional Needs
of the Gifted

Perhaps one of the most neglected areas in gifted and

talented education is the social and emotional adjust-

ment of the gifted and talented student. All learners

have socioemotional needs that should be addressed. It

does appear, however, that with gifted and talented

youth and children, the myths that these students will

survive without help and that gifted and talented

students are superior in all categories, mitigate the

urgency generally associated with socioemotional prob-

lems among youth. Extreme levels of intellectual, crea-

tive, artistic, psychomotor, and psychosocial abilities

among the gifted and talented often are accompanied

by extreme levels of socioemotional needs. When edu-

cation neglects the emotional side of learning, gifted

and talented children can become anxious, depressed,

and alienated.

Gifted and talented learners need to understand their

own giftedness, asynchronous development, tendency

toward perfectionism, underachievement and dual

exceptionality, multipotentiality, personal and social

relationships, and depression and anxiety. All of these

socioemotional needs can be addressed through a well-

planned curriculum of confluence that stresses affective

and cognitive learning.

Joyce E. Miller

See also Intelligence and Intellectual Development; Multiple

Intelligences; Teaching Strategies; Triarchic Theory of

Intelligence
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GOALS

Goals are cognitive representations of future objects

that an individual is committed to approach or avoid.

Goals are important in motivation and self-regulation,

because they focus people’s attention on specific pos-

sibilities and guide their behavior toward concrete

aims. The topic of goals is important to educational

psychologists, as they research how general motiva-

tional energy is given specific direction in education-

ally relevant contexts. In this entry, the goal construct

is defined in more elaborate fashion, and achievement

goals are defined and conceptualized.

Definition of Goal

A more complete understanding of the aforemen-

tioned definition of goal may be acquired by consider-

ing each of its facets separately.

Cognitive Representation

A goal is a cognitive representation, which means

that goals are inferred, not observable, constructs.

Goals are restricted to organisms that utilize a mental

apparatus in the regulation process; the actions of

plant life are not seen as goal-directed behavior,

because the organism is reacting reflexively and not

with regard to an envisioned possibility. In the same

fashion, physiological functions in humans, such as

digestion or blood circulation, are not considered goal

directed, because these functions are carried out with-

out any mental imaging of the future.

Future

In goal-directed behavior, a future image is used as

a guide to present behavior. Behavior is not just an

Goals 443



immediate, unmediated response to a present stimu-

lus, but it involves prevision of a future possibility

that has a causal influence on present behavior.

Object

The object of a goal is the focal point of regula-

tion. The term object is used broadly to refer to an

entity, event, experience, or characteristic that is the

central focus of the goal. These objects may take on

many different forms and contents; they may be con-

crete or abstract, physical or psychological, observ-

able or unobservable. The object of the goal is not the

goal itself. A goal contains both an object and some

sort of commitment regarding that object. For exam-

ple, in the goal ‘‘Keep in touch with my parents,’’ ‘‘in

touch with my parents’’ is the object, and ‘‘keep’’ is

the commitment. An object and a commitment are

both necessary components of the goal construct.

Commitment

Goals are adopted when an individual commits to

an action of some sort with respect to a cognitively

represented future object. Goal commitment is not an

all-or-none process; persons may make various levels

of commitment to goals and may adopt multiple goals

with respect to the same object. Goal commitment

must begin with a conscious intention, but over time,

such commitments may become automatized and

guide behavior without intention or awareness.

Approach or Avoidance

Approach or avoidance is a fundamental distinction

that is applicable to any and all types of goals. Goals

are focused either on approach or avoidance. Approach

goals involve the pursuit or maintenance of a positively

valenced object, whereas avoidance goals involve dis-

tancing or staying away from a negatively valenced

object. Both approach and avoidance ‘‘movement’’

may involve either physical activity (e.g., ‘‘Eat one

serving of vegetables each day’’) or psychological

activity (e.g., ‘‘Stop hating vegetables so much’’).

Achievement Goals

The goals most relevant to educational psychology

are achievement goals that focus on competence.

Such goals may be differentiated in terms of two

basic aspects of competence: how it is defined and

how it is valenced.

Competence is defined by the standard that is used

to evaluate it. Three standards may be identified: an

absolute or task-based standard, an intrapersonal stan-

dard based in one’s own past or maximum potential

attainment, and an interpersonal or norm-based stan-

dard. Absolute and intrapersonal standards are typi-

cally collapsed together and called mastery goals, and

normative standards are called performance goals.

Competence is valenced in that it is either focused

on a positive possibility that one would like to

approach (success) or a negative possibility that one

would like to avoid (failure). Combining the definition

and valence aspects of competence results in four

basic types of achievement goals. Mastery-approach

goals represent striving to approach absolute or intra-

personal competence, for example, striving to do

better than one has done before. Mastery-avoidance

goals represent striving to avoid absolute or intraper-

sonal incompetence, for example, striving to avoid

doing worse than one has done before. Performance-

approach goals represent striving to approach inter-

personal competence, for example, striving to do

better than other students. Performance-avoidance

goals represent striving to avoid interpersonal incom-

petence, for example, striving to avoid doing worse

than other students. These four goals are presumed to

comprehensively cover the range of competence-based

strivings that students pursue in educational settings.

These achievement goals are thought to have an

important influence on the way students perceive, expe-

rience, and perform in achievement situations. Generally

speaking, mastery-approach and performance-approach

goals are viewed as adaptive goals that lead to different

types of positive processes and outcomes (e.g., mastery-

approach goals are thought to facilitate creativity and

intrinsic motivation; performance-approach goals are

thought to facilitate performance attainment). Mastery-

avoidance and, especially, performance-avoidance goals,

on the other hand, are viewed as maladaptive goals that

lead to negative processes and outcomes, such as select-

ing easy instead of moderately difficult tasks, quitting

when difficulty is encountered, and poor performance

attainment. A considerable amount of research over

the past two decades has documented the importance

of achievement goals for students’ behavior in the

classroom.

Achievement goals emerge from many different

sources, including internal factors, such as dispositional

444 Goals



motives, and external factors, such as classroom

or schoolwide characteristics. Those who study

achievement goals are in agreement that teachers,

administrators, and parents should do all they can to

facilitate students’ mastery-approach goal adoption

and to discourage students’ performance-avoidance

goal adoption.

Andrew J. Elliot

See also Motivation
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GRADE-EQUIVALENT SCORES

Grade-equivalent scores are scores reported on norm-

referenced assessments indicating the level at which

an individual student performed compared with the

average performance of students at other grade levels.

The score is on a continuous developmental scale

used for describing developmental level and measur-

ing growth. Grade-equivalent scores are reported as

a decimal number indicating the performance of a stu-

dent in terms of grade level and month. For example,

a score of 6.4 indicates performance at the sixth-grade

level, the fourth month of school. Educational psy-

chologists are interested in grade-equivalent scores

for students to help provide a frame of reference for

their developmental growth. It is important to under-

stand the method for the development of the score

and how the score should be interpreted.

Test publishers generally conduct norming studies

twice a year: in the fall and in the spring. Tests are

administered to students in various grades. The norms

are computed by finding the mean raw scores of stu-

dents in each grade. The score is based on typical

performances of students across grade levels. There-

fore, the information is aggregated without regard to

individual differences within the group. For example,

a test publisher may develop an achievement test for

third-grade mathematics. To assign norms, the test is

administered to large groups of students in successive

grade levels. The raw scores are computed for each

student in each grade level. The mean raw score is

then assigned as the norm for that grade level at that

specific time of year. For instance, if the mean num-

ber of questions answered correctly is 27 for a group

of students in the fifth month of third grade, then any

student who also answers 27 questions correctly will

receive a grade-equivalent score of 3.5 (third grade,

fifth month).

As test publishers typically only do norming studies

twice a year, the conversions for months in between

the studies are found through interpolation. Interpola-

tion involves plotting the scores on a bivariate axis.

The baseline is divided into 10 parts. For third grade,

the units would be 3.0, 3.1, 3.2, and so on, until 3.9.

The scores are then plotted on the y axis. Once the

computed scores are graphed, the points are connected,

or interpolated, with a straight line and then extended,

or extrapolated, with a line going beyond the specific

grades tested to indicate how students in other grades

may also perform. Interpolation and extrapolation are

necessary to compute norms because the specific test

was not given to all grades, nor was it given at all the

different points on the continuum within a grade.

Grade-equivalent scores, while intuitively appealing,

are the most misinterpreted scores provided by testing

companies. The scores are frequently misused to assess

student learning. For instance, if a third-grade student

earns a grade-equivalent score of 5.7 on a math assess-

ment, this is not an indication that the student is capa-

ble of doing fifth-grade math. Instead, it means that

this student performed the same as a fifth-grade student

did when taking the third-grade math test. Or, the

third-grade student can do third-grade math as well as

a fifth-grade student in the seventh month of school

can do third-grade math. Additionally, does this mean

the student should be promoted to fifth-grade math

class? No. It is unlikely that the student has been

exposed to, or mastered, fifth-grade math material. In

fact, if a third-grade student were given a test designed

to assess fifth-grade math, it is unlikely that the student

would attain the grade-equivalent score of 5.7.

Not only do the scores convey misinformation, but

they also lack sensitivity. A difference of 2 or 3 raw
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score points in the lower grades can represent as

many as 5 or 6 months achievement. However, in the

upper grades, 2 or 3 raw score points may not change

the grade-equivalent score at all. This is true because

students in lower grades tend to perform more simi-

larly than those in the upper grades, where variability

is increased. Additionally, standard deviations of grade-

equivalents is not provided and not usually known and,

therefore, not comparable, which can lead to misinter-

pretation of academic achievement.

When used for diagnostic purposes, grade-equivalent

scores can be problematic. For example, a student

may score at the same percentile on an achievement

test for successive years, indicating even academic

achievement. However, compared with the norming

group, the student’s grade-equivalent score may be

decreasing. A misinterpretation of this score would

be that the student is falling behind his or her peers

when this would not be the case. Often this is the

cause for the misdiagnosis of learning disorders,

causing an overdiagnosis in the upper grades and

underdiagnosis in the lower grades. In turn, this may

also cause a student who consistently performs one

standard deviation above the mean to appear to per-

form substantially better at each successive grade,

even though the performance is consistent, and to be

placed in advanced classes for which he or she may

not be prepared.

The reliability of grade-equivalent scores is lim-

ited, as it is simply a score based on the mean raw

score for a particular grade level. The failure to recog-

nize that these scores are simply averages can cause

unrealistic expectations for students. Because grade-

equivalent scores are frequently misinterpreted, they

are most suited to be used as an estimate of a student’s

developmental level or year-to-year growth. These

scores are not appropriate as use for a prescription for

grade placement.

Lori Jackson

See also Assessment; Norm-Referenced Tests; Percentile
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GRADE RETENTION

Grade retention, a practice that involves students

repeating the same curriculum because of failure to

master the required skills, is a practice that has been

considerably researched. Rarely does an academic

field have such overwhelming evidence against a prac-

tice that is ignored, almost universally, in American

schools. Grade retention is the exemplar of that phe-

nomenon. Despite the research that, over decades, has

been systematically analyzed and that suggests that

grade retention is not an effective practice, children

and adolescents are likely to continue to be affected

by grade retention. As Shane Jimerson and his col-

leagues note, past syntheses are controversial because

the original studies are typically based on pre- and

posttest designs of retained students only and not on

comparisons between retained and promoted but low-

performing students. Jimerson and colleagues further

describe a literature that is not investigated in longitu-

dinal fashion and fails to account for initial adjust-

ment after the retention experience.

Thomas Holmes’s 1989 synthesis of the retention

literature indicated that students who were retained had

lower academic achievement and more social and emo-

tional maladjustment (i.e., social adjustment, emotional

adjustment, and behavior). Any positive trends made in

Holmes’s analysis suggested that the results of those

retention intervention studies diminished over time as

students moved to higher grade-level placements. The

most recent meta-analysis, conducted by Jimerson in

2001, supports the previous syntheses and provides fur-

ther evidence that something other than grade retention

is necessary for students who are not academically

or socially successful in schools. Jimerson’s updated

synthesis found that retained students’ academic

achievement was .39 standard deviations below those

who were promoted on time. Regarding students’ socio-

emotional adjustment, retained students were rated

below their peers on every social, emotional, behavioral,

self-concept, adjustment, and attendance measure.

Despite the harmful effects of retention, it is

estimated that 5% to 10% of students are retained
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annually, and it is likely that grade retention will con-

tinue to be prevalent and may even increase. Many

school districts and even state educational agencies

have used retention as a high-stakes consequence for

students who fail to make benchmarks set for a given

grade level. As these schools attempt to comply with

the current No Child Left Behind legislation, in an

environment where economic resources are not suffi-

cient to ameliorate the learning and behavioral chal-

lenges that students have before retention may be

necessary, it is likely that the numbers of students for

whom this practice is employed will increase. The

following review summarizes the major areas in the

grade retention literature with a focus on younger

children in primary grades, grades in which retention

is most likely to occur.

Retention in Primary Grades

Each year, millions of children and adolescents enter

American classrooms. Some children and parents may

be filled with anticipation for an exciting adventure,

whereas others may be filled with great anxiety.

Schooling young children in the United States is cur-

rently trending toward beginning at ages 3 and 4, with

the emergence of universal and prekindergarten pro-

grams for children at risk. Kindergarten’s programming

can take the form of half-day or full-day programs.

Regardless of the age of entry or the length of the

school day, kindergartens often serve as a child’s first

experience with formal schooling. Although almost all

children have successful experiences during kindergar-

ten, some children experience failure. Confusing for

the child and often shocking for the parents, children

who are not successful in kindergarten are often

presented with the possibility of being held back in

kindergarten and facing another year of the same

kindergarten curriculum.

In 2000, the National Center for Education

Statistics and other researchers report that the num-

bers of children who are retained in kindergarten have

remained relatively constant during the 1990s and

into the 21st century. In 1993, 6% of children were

retained after their kindergarten year; this percentage

declined slightly in 1995 to 5%. In 1998, 5% of all

children in kindergarten were in their second year of

kindergarten. In addition, 6% of children, who were

a year older for what would be considered typical

entrance age for kindergarten, enrolled in kindergarten

for the first time.

Effects of Grade Retention

Research on grade retention of younger children

suggests overwhelmingly that the practice of grade

retention does more harm than good for the children

who experience it. Although there have been a few

studies that have found positive effects of retention for

young children, the vast majority of literature warns

against this practice. Data from the Early Childhood

Longitudinal Survey-Kindergarten Class of 1998–1999

(ECLS-K) demonstrate a lack of effectiveness of reten-

tion policies on a national scale. The national data on

the academic performance of first- and second-grade

children who had been retained in kindergarten

indicated that they had lower reading and mathematics

knowledge than their on-grade-level peers. Children

who were retained also were more likely to receive

negative feedback from their teachers.

Other research studies, such as work by Arthur

Reynolds and colleagues, revealed that grade reten-

tion has negative effects on subsequent cognitive

achievement in reading and mathematics at ages 14

and 19. Jimerson also found that students who were

retained were more likely to drop out of school by

age 19, were less likely to receive a diploma by age

20, were less likely to enroll in postsecondary educa-

tion programs, received lower education/employment

status ratings, were paid less per hour, and received

poor employer competence ratings.

Characteristics of Retained Students

In addition to studies that document the negative

effects of retention on children, there are also studies

that document the characteristics of children who are

likely to be identified for retention. Panayota Mantzi-

copoulos suggested factors such as low levels of

parental school involvement and parent’s satisfaction

with school predicted retention. ECLS-K data indi-

cated that in comparing children who were successful

in kindergarten with children who were retained in

kindergarten, children who were retained were less

likely to have attended preschool the year before kin-

dergarten (63%), were more likely to be male (66%

vs. 49%), were more likely to have diagnosed devel-

opmental difficulties by the end of first grade (22%

vs. 9%), were more likely to live in a family consid-

ered to be in poverty (19% vs. 11%), and had parents

with less than a high school education (17% vs. 7%).

Studies that demonstrate that there are some initial
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gains in the year after the retention experience also

note that these results fade in either the year after the

retention or by third grade. Some of the most promis-

ing investigations regarding what happens to the aca-

demic achievement of students who have been retained

have been conducted by a consortium of researchers

associated with the Chicago Public Schools. The data

from the Chicago Public School System, which banned

social promotion in the mid-1990s and since that time

has been retaining between 7,000 to 10,000 students

per year in third, sixth, and eighth grades, indicates that

these retained students struggle with meeting promo-

tional standards and close to 20% of them were placed

in special education within 2 years of the retention

decision.

Psychological Issues

With the escalating demands of requirements in kin-

dergarten, the careful preparation of children in meet-

ing their academic and psychological needs is very

important. Long-term studies suggest even more harm-

ful psychological issues with being retained during the

first few years of school. For example, Angela Fiske

and Stacey Neuharth-Pritchett found that children who

were retained demonstrated higher levels of depression

than did their peers who were low-performing or on

grade level once they reached middle school. Melissa

Roderick’s 1994 study produced a similar result: In

that study, children who were retained experienced

substantial school disengagement during middle school

where nearly one quarter of those students dropped out

of school and those who remained experienced signifi-

cant declines in attendance. Grade retention is the sin-

gle most powerful predictor of dropping out of school.

Children who are retained also demonstrate signifi-

cantly lower emotional health.

Interventions

Although these studies paint a bleak future for young

children, there have been a number of advocacy efforts

proposed to minimize early school failure. Early care

and education programs, such as preschool, are one of

the main interventions advocated. Further work by

Reynolds and colleagues suggested that preschool par-

ticipation at ages 3 and 4 was significantly associated

with higher reading achievement, higher math achieve-

ment, and lower incidence of grade retention in

elementary school. Not all families across the United

States can afford high-quality preschool programs for

their children. Local, state, and federal governments

have joined in the school readiness efforts by providing

high-quality preschool programs such as Head Start.

Such early childhood education programs are designed

to minimize associations between retention and children

from lower-income households, those whose mothers

have lower levels of education, and those who come

from single-parent households.

Access to preschool has contributed to some chil-

dren experiencing more success in formal schooling.

Other interventions have also been proposed, including

one-on-one tutoring, multiage classrooms, transition

classrooms (classrooms between kindergarten and first

grade), and summer remediation programs. One addi-

tional strategy, which has been studied extensively over

the past few years, is delayed entry into kindergarten,

which is also known as redshirting or holding out.

Children with birthdays that are close to the school cut-

off for qualifying for kindergarten, or children whose

parents perceive that they are socially immature or

physically small for their age, are often the children

who are redshirted. Studies suggest that more males

than females delay kindergarten entry as well as chil-

dren who have late summer birthdays. A 2000 study

by Beth Graue and James DiPerna noted that redshirts

are more likely to receive special education services

and be boys with birthdays close to the cutoff date.

Delaying kindergarten entry does not create any long-

term advantages for children. The research-based con-

clusion is that holding children out of kindergarten for

an extra year is not a beneficial practice.

When children are overage for grade, they and their

peers are very aware of this difference. The difference

becomes even more pronounced as children move from

elementary to secondary education environments. Gary

Ladd and fellow researchers suggested that as children

enter kindergarten, the degree to which they like

school may be significantly related to their subsequent

achievement. Ladd and colleagues further noted that

liking for school and early academic achievements are

distinct from other demographic factors (e.g., family

background, formative experience, and readiness for

school). D. Byrnes and K. Y. Yamamoto’s 2001 study

revealed that children themselves have concerns about

the reactions of their peers to their status as ‘‘school

failures.’’ A child’s academic self-image and peer

popularity, when both are positive, reduced the risk of

being retained. Assessment of social skills may also

be an important contribution in evaluating readiness
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(e.g., cooperation, self-control). Poor behaviors and peer

relationships may inhibit academic success.

Parental Concerns

Children’s and teachers’ concerns about success in

school differ from parental concerns. Parents’ percep-

tions suggest that parents do not seem as concerned

about the academic rigors of kindergarten. Parents

and teachers agree that children must be healthy and

socially competent and able to comply with teacher

authority (this was rated higher by parents than teach-

ers). Parents also rated readiness as more important

than did teachers. Parents believed that it was impor-

tant for a child to communicate in English and to have

basic knowledge and skills. Parents who rate their

child’s ability to do school work as strong had chil-

dren who were less likely to be retained. African

American and Latina/o parents were more likely than

White parents to express concern for their child’s

readiness for kindergarten. White parents were signifi-

cantly more likely than other parents to delay sending

their children to kindergarten until they were older. In

1997, Jimerson and his colleagues found that children

who were retained were more likely to have parents

who were less involved in their children’s schooling.

Teacher Beliefs

Teachers hold a variety of different beliefs about

children’s kindergarten success. In one study, when

academic achievement was held constant, teachers

were more likely to recommend retention for children

who were perceived as dependent or socially imma-

ture. They also were more likely to recommend for

retention boys or children who were young. Teachers

who themselves were older were more likely to rec-

ommend retention. Teachers who rate children with

lower levels of personal maturity are more likely to

recommend retention. Lorrie Smith and Mary Lee

Shepard suggested that teachers see retention as

a solution to unreadiness or incompetence. Incompe-

tence might include developmental immaturity.

In Ellen Tomchin and James Impara’s 1992 classic

study, they reported that teachers saw retention as an

acceptable school practice that prevents students from

facing daily failure and that motivates them to work

harder. Teachers considered academic performance,

maturity, ability, gender, and age as factors in their

decisions to retain children. Teachers perceived that

retention in younger grades was better than in older

grades. Teachers in elementary schools believed that

retention was an acceptable practice. Students’ aca-

demic performance was the most influential factor in

retention decisions. In Tomchin and Impara’s study,

teachers were not familiar with the effects and out-

comes of retention.

Reasons teachers gave for retaining students include

immature attention span (e.g., listening), social skills,

developmental delays (e.g., not ready, motor skills,

speech-general), home factors (e.g., absenteeism, fam-

ily situation, no home support), exceptionality (e.g.,

specific disabilities such as attention deficit disorder,

learning disabilities, behavioral disorders), age (e.g.,

young, late birthday), academic skills (e.g., letters,

numbers, readiness skills, has not mastered academics),

physical health (e.g., illness, injury), and other issues

(e.g., English as a second language, just starting school,

changes school often).

Future Directions

Although the literature on grade retention provides

strong evidence that the practice is not successful,

there are still major areas associated with the practice

that need to be explored. Longitudinal research that

focuses on academic as well as social and emotional

outcomes is needed. Early research on interventions

that would minimize grade retention (e.g., early inter-

vention, alternate schooling arrangements) is begin-

ning to show some evidence that grade retention

could be minimized in American schools. Research

on how parents are involved in the grade retention

decision and how classroom environments or teaching

practices may contribute to grade retention has yet to

be fully explored. What is clear is that the literature

demonstrates that the practice of grade retention is

one that should be avoided. The focus for researchers

should not be whether or not to retain but what can be

done in place of retention to meet the individual needs

of children and adolescents.

Stacey Neuharth-Pritchett

See also Assessment; Peer Influences; Teaching Strategies

Further Readings

Byrnes, D. A., & Yamamoto, K. (2001). Academic retention

of elementary pupils: An inside look. Education, 106(2),

208–214.

Grade Retention 449



Fiske, A., & Neuharth-Pritchett, S. (2006, March). Coping

with depression in adolescence: Transitions from the

middle school years. Paper presented at the biennial

meeting of the Society for Research on Adolescence, San

Francisco, CA.

Graue, M. E., & DiPerna, J. (2000). Redshirting and

academic retention: Who gets the ‘‘Gift of Time’’ and

what are its outcomes? American Educational Research

Journal, 37(2), 509–534.

Holmes, C. T. (1989). Grade level retention effects:

A meta-analysis of research studies. In L. A. Shepard &

M. L. Smith (Eds.), Flunking grades: Research and

policies on retention. London: Falmer Press.

Jimerson, S. R. (2001). Meta-analysis of grade retention

research: Implications for practice in the 21st century.

School Psychology Review, 30(3), 420–437.

Mantzicopoulos, P. (2003). Flunking kindergarten after Head

Start: An inquiry into the contribution of contextual and

individual variables. Journal of Educational Psychology,

95(2), 268–278.

Piotrkowski, C. S., Botsko, M., & Matthews, E. (2000).

Parents’ and teachers’ beliefs about children’s school

readiness in a high-need community. Early Childhood

Research Quarterly, 15(4), 537–558.

Reynolds, A. J. (1992). Grade retention and school

adjustment: An explanatory analysis. Educational

Evaluation and Policy Analysis, 14(2), 101–121.

Roderick, M. (1994). Grade retention and school dropout:

Investigating the association. American Educational

Research Journal, 31(4), 729–759.

Tomchin, E. M., & Impara, J. C. (1992). Unraveling

teachers’ beliefs about grade retention. American

Educational Research Journal, 29(1), 199–223.

GRADING

Grading is a process in which a teacher constructs

context, meaning, format, and expected learning out-

comes for a unit of academic instruction; selects pro-

tocols (multiple-choice items, essay questions, term

papers, projects, performances, etc.) to determine how

well the student has achieved those outcomes; and

then reports the ‘‘grade’’ to the student and/or official

agencies. To an outsider, grading may appear as per-

functory as writing a few marginal comments on a C+

essay or scoring an objective test with an 85%, but to

experienced educators, grading is clearly a dynamic

and demanding classroom interaction.

Historically, teachers have complained about grad-

ing, students have complained about grades, and institu-

tions have tinkered with grade reporting methodologies

(whole letter grades, plus and minus grades, pass and

fail grades, etc.); nevertheless, grading is still here. It is

the most entrenched and enduring educational practice

found in American secondary schools, community col-

leges, colleges, and universities.

Viewpoints on Grades

Faculties tend to be very homogeneous in their view

of what grades (the isolated artifacts A-, D, or B+

given at the completion of an assignment or course)

represent. Faculty members acknowledge that grading

criteria and methods of grade calculations may differ

among their colleagues, but they all view grades as

constructs that recognize and reward various levels of

achievement. On the other hand, student life studies

suggest that early career students commonly perceive

grades as a reward for effort. Effort is important, but

it does not directly correlate with academic success.

Realistically, students begin classes with different

entry-level skills and unique scholastic aptitudes. In

any given course, some students will have to put forth

a huge amount of sustained effort just to make a C,

whereas others will only have to exert a minimal

amount of concerted effort to earn a B. Naive views

of the role of effort in a competency-based grading

system may explain why many students with a 57%

cumulative test and assignment average doggedly per-

sist in believing that they will surely get a C in the

course if they come to class ‘‘almost every time.’’

Obviously, it is imperative that teachers communicate

with students early in the academic term about the

nature and structure of the grading process.

Grading in a New Paradigm

Intuitively, teachers begin shaping a course by asking

themselves, ‘‘What am I going to cover in class this

semester?’’ Barbara Walvoord and Virginia Anderson,

who have led over 300 grading and assessment work-

shops in the United States and abroad since 1995,

encourage faculty to start by asking a very different

question: ‘‘What will my students be able to know

and do at the end of the semester?’’ Their student-

centered approach to planning and grading was indic-

ative of the major educational paradigm shift of the

1990s—a shift from an emphasis on teaching to an

emphasis on student learning. U.S. schools, colleges,

and universities had long been evaluated by how well-

qualified they were to deliver an educational product—

for example, number of state-certified teachers in the
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system, percentage of faculty holding a Ph.D., or

annual number of scholarly articles published per insti-

tution. But by the late 1990s, national education share-

holders were asking for direct evidence of student

learning—for example, student licensure exam pass

rates, writing portfolios, employer ratings of recent

graduate skills—to document that students were

learning.

Linking Grading and
Learning: The Syllabus

The shift from teaching to student learning is best

reflected in the course syllabus. What was once a sim-

ple ‘‘opening day’’ handout teachers used to explain

what topics they would cover, what assignments they

required, when tests would be given, and how grades

would be averaged has become a mandatory, student-

oriented document. Constructing the syllabus is the

first step in effective grading. It is also the most criti-

cal step in communicating with students about course

expectations and grades. Syllabi should list major stu-

dent learning goals, explain how students can work

toward achieving those goals, and explain how their

progress will be graded. For example, a 300-level

biology teaching course syllabus might begin as

follows:

Welcome to Life Sciences 303! When you success-

fully complete this course, you will be able to

(1) recall and utilize selected vocabulary and infor-

mation about plants, animals, and ecology; (2) plan

and engage children in hands-on science discovery

and inquiry activities; (3) demonstrate science safety

skills and ethical treatment of animals in the K–8

classroom; (4) select and employ K–8 instructional

technologies; and (5) look forward to being a compe-

tent and confident elementary science teacher!

The syllabus should convey excitement for the

academic discipline and stress the ‘‘greater expecta-

tions’’ for student learning (a 21st-century goal

stressed by the Association of American Colleges

and Universities). The syllabus is also the place to

inform students of the consequences of academic

dishonesty. Finally, teachers should identify in writ-

ing what artifacts (tests, papers, group projects, etc.)

will be graded and how the graded works will be

counted for the course grade. Exacting attention to

grading issues on the syllabus is essential, because

the average student may have to ‘‘navigate’’ five

grading schemas a semester.

Grading Strategies
for an Objective Test

Scoring a 50-item, multiple-choice test is easy

because, as Linda Suskie explains in Assessing Stu-

dent Learning, objective test items require no profes-

sional judgment to score. Grading that same test

requires many professional decisions. If a teacher

decides to use a criterion-referenced grading system

and the student gets 43 of 50 items correct, the stu-

dent will receive a score of 86%; the teacher may use

a conversion table on the syllabus to convert it to a B.

If the teacher uses a norm-referenced grading system,

that is, ‘‘grades on a curve,’’ the student will get a let-

ter grade determined by where 43 fell on the class dis-

tribution curve. If 44 were the top test score, the

student would receive an A.

Grading Strategies for an Essay Test

Scoring an essay examination requires professional

judgment. Despite the time commitment, some teach-

ers prefer grading essay exams because it gives them

a better picture of how well their students are learning

content, using critical thinking skills, and engaging

in significant learning experiences, as operationally

described by L. Dee Fink.

Holistic Grading

Many teachers grade essays holistically; this means

they assign one letter grade to the entire paper. Holis-

tically graded tests may contain marginal notes (snip-

pets of immediate feedback) or more structured

endnotes that offer ‘‘big picture’’ comments.

Grading With Rubrics

Faculty often develop some type of rubric (scoring

guide) for grading essays or written assignments. The

simplest rubric is a checklist with important features

such as ‘‘Introduction present’’ and a place for mark-

ing yes or no. Rating scale rubrics add broad cate-

gories to the checklist so that the grader can check

‘‘Good, Fair, Poor.’’

As the teacher becomes more descriptive with the

rubric, the tool becomes more powerful. Here is
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a descriptive rubric that could be helpful in grading

any ‘‘compare and contrast in 4 ways’’ essay question,

regardless of discipline. The rubric gives a 4-tier scale

for grading 3 of such an essay.

Four Comparisons

4 Selected four major comparisons and used key terms

3 Four comparisons, but some superficial or ‘‘fuzzy’’

2 Three comparisons

1 Inadequate comparison

Four Contrasts

4 Selected four major contrasts and used key terms

3 Four contrasts, but some superficial or ‘‘fuzzy’’

2 Three contrasts

1 Inadequate contrast

Topic Sentence(s)

4 Each topic sentence is effective

3 Topic sentence(s) present, but misleading

2 Paragraph form evident, but lacks topic sentence(s)

1 Not in paragraph format

To provide maximum feedback to the student, the

teacher can circle the performance level on the rubric,

calculate the weighted score and grade, and return it

with the essay.

Primary Trait Analysis Scales

The real ‘‘power tool’’ in the grading toolbox is

the Primary Trait Analysis (PTA) scale. It is a highly

explicit, criterion-referenced tool that, as Walvoord

and Anderson have demonstrated, has the power to

link classroom grading to departmental, program-

matic, and institutional assessment. PTA scales work

best to assess integrated learning tasks such as making

an effective sales PowerPoint presentation, preparing

a law brief, or using graphics.

First, the teacher identifies the key ‘‘traits’’ used to

understand a graphic in a textbook or newspaper as

(a) reading graphic information, (b) using quantitative

reasoning, (c) interpreting graphic information, and

(d) making connections between graphic information

and content information. Then the teacher assigns

each trait the same number of criteria. Here is a PTA

scale for one of those traits:

Reading Graphic Information

4 Identifies points, ranges, and can verbally describe

the function of the graph

3 Cannot verbally describe, but identifies points and

ranges

2 Identifies points or ranges

1 Lacks competency

On an essay test, students examine a line graph on

a topic and describe fully what they got out of the

graphic; on an objective test, they answer questions

that have been clustered for the four traits being tested

(a strategy called test-blueprinting, described by Linda

Suskie). The teacher uses the individual student’s PTA

scores to calculate the student’s grade and the PTA

scale class averages to inform the teaching process. For

example, if the class PTA score for reading graphic

information is 3.5 and only 2.1 for using quantitative

reasoning, the teacher will engage students in more

quantitative reasoning skills this semester and focus on

new teaching strategies before next semester.

Advantages of Rubrics

When teachers use descriptive rubrics or PTA

scales, they can communicate more effectively with

students about grades and grading processes. Because

they can also grade papers much more quickly, many

teachers now use face-to-face grading conferences with

students to establish excellent junior–senior colleague

rapport. Student life research indicates students learn

best with prompt and specific feedback. Although

accrediting national agencies have explained that

course grades cannot be used for assessment purposes

because they reduce all activities to a single letter

grade, descriptive rubrics and PTA scales provide spe-

cific goal-oriented course-embedded data and are being

widely used for assessment purposes.

Strategies for Calculating Grades

How teachers combine graded work to determine

a grade is also a strategy decision. If all work is viewed

as equal, then total points will work. If different sets of
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activities are different in value, each may get a summa-

tive grade and these will be averaged for that section

grade (e.g., tests count 60%, papers 20%, and quizzes

and participation 20%). Definitional grading systems

have two sets of grades that affect each other. For

example, English teachers stressing emerging writing

skills may require a graded work average of B and

75% of all ungraded work turned in order for the stu-

dent to receive a B; if 70%, then a C grade. Scientists

might require both a 90% test average and B lab

reports total or an A.

Contract grading is when student and teacher nego-

tiate what will be expected for each grade. In her

book Tools for Teaching, Barbara Davis offers many

other tips for managing grading.

Last But Not Least

National Study of Student Engagement surveys docu-

ment that teachers can be ‘‘hard’’ and get good stu-

dent evaluations or ‘‘easy’’ and get bad evaluations;

the bottom line is that teachers have to be fair. Fair is

testing and grading ‘‘what matters most,’’ not disasso-

ciated fact tidbits. Fair is grading frequently, promptly,

and impartially. Fair is planning and grading for student

and learning not simply covering the material. Effective

grading empowers students to actively inform and

improve their own learning.

Virginia Johnson Anderson

See also Assessment; Cheating; Testing
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H
People often say that motivation doesn’t last. Well, neither does bathing—that’s why we recommend it daily.

—Zig Ziglar

HABITUATION

Habituation is a gradual decline in responding to

a constant or repeatedly presented stimulus. Respond-

ing usually decreases quickly during early stimulus

presentations; the loss of responding is slower during

later presentations. Habituation is thought to occur for

most if not all stimuli and species of animals, includ-

ing humans, in both laboratory and natural settings. It

is one of the longest known and most extensively

studied of the behavioral processes. Habituation prob-

ably occurs because constant or repeated stimuli usu-

ally do not present either a threat or an opportunity.

Therefore, animals that ignore these stimuli can

devote more energy and resources to important stim-

uli (e.g., food, threats) and will have an evolutionary

advantage as a result.

This entry describes some examples of habituation.

It defines habituation’s companion process, sensitiza-

tion. It reviews some of the factors that speed or

slow habituation. Finally, it discusses some frequent

misconceptions about habituation. Because habitua-

tion is ubiquitous, it provides a potential explanation

for declines in behavior in educational settings. An

understanding of habituation provides suggestions for

slowing or preventing these declines. Habituation also

provides a tool for studying what has been learned in

nonverbal animals (e.g., nonhuman animals, babies).

Examples of Habituation

Common laboratory examples of habituation include

declining gill withdrawal to a repeated touch in

Aplysia, decreases in the startle response to repeated

noises in rats, decreases in alarm calls by chaffinch to

the repeated sight of an owl, decreases in courtship

responses with repeated exposure to a potential mate

in insects, decreases in exploration with time in

a novel environment by rats, decreases in escape

responses with repeated exposure to a shadow in

crabs, decreases in aggressive responses with repeated

exposure to an intruder in several species of fish (e.g.,

convict cichlids, Siamese fighting fish), decreases in

salivation to repeated tastes or smells of food by

humans, and decreases in observing of a static stimu-

lus in humans.

Examples of habituation in natural settings include

decreases in responsiveness to repeated aircrafts in

birds, decreases in response calls to the repeated songs

of conspecifics in birds, decreases in fear with increas-

ing contact with humans in bears, and decreases in the

reactions to human observers in chimps and gorillas.

Sensitization

Habituation had been studied for many years before it

was acknowledged that responsiveness to a repeated

or prolonged stimulus often, but not always, increases
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before it decreases. This initial increase in responsive-

ness to a stimulus is called sensitization. Sensitization

is now thought to be a companion process to habitua-

tion that opposes the effect of habituation in many, but

not all, situations. Sensitization may occur not only

during the first few presentations of a stimulus but also

after the introduction of an unexpected stimulus from

another modality (e.g., a light or noise). For example,

suppose that an infant’s visual fixation on a mobile is

declining over time of exposure to the mobile (habitu-

ation). A sudden, unexpected, noise may restore fixa-

tion on the mobile because it produces sensitization

that opposes the effect of habituation.

Empirical Properties of Habituation

Habituation provides a useful tool for understanding

behavior because its empirical properties have been

extensively studied and are well known. An under-

standing of these properties can be useful for slowing

or preventing habituation in situations in which it is

harmful (e.g., to the sound of the teacher’s voice) or

for speeding habituation in situations in which it is

beneficial (e.g., reducing initial fear in a new class-

room). Although any one of these empirical character-

istics might not appear for a particular stimulus or

species, most of the following characteristics should

be present in any instance of habituation. The first

few properties are described in detail because they are

studied often, help to distinguish habituation from

other processes, and reveal important information

about habituation. Later properties are mentioned only

briefly.

Spontaneous Recovery

Responsiveness to a habituated stimulus recovers

when that stimulus is absent for a time. For example,

the taste of ice cream is salient during the first few

spoonfuls of a dish. As you consume more of the ice

cream, your experience of the taste declines (habitua-

tion). Taste returns when you have your next bowl of

ice cream on the next day (spontaneous recovery).

Stimulus Specificity

Habituation is disrupted by changes in the presented

stimulus. Suppose that you measure decreases in a rat’s

startle response to a repeatedly presented tone. The

startle response will increase again if you change some

aspect of the tone (e.g., increase or decrease its fre-

quency, increase or decrease its loudness).

This characteristic of habituation makes it a useful

tool for exploring the conceptual universe of nonver-

bal animals. Suppose, for example, that you suspend

a mobile over an infant’s crib. The infant will stare at

the mobile when it is first introduced, but the time of

visual fixation will gradually decline (habituation).

The infant will begin to stare at the mobile again if

the mobile is changed in some way (e.g., its color).

However, this is true only if the infant registers the

change. The color of the mobile may be changed, but

if the infant does not register the color change, the

infant will not begin to stare again.

Variety Effects

Habituation occurs more slowly for stimuli that are

presented in a variable, rather than in a fixed, manner.

For example, students quickly will stop hearing (i.e.,

will habituate to) a teacher’s voice if that voice is rel-

atively constant. They will habituate more slowly, or

not at all, if the teacher modulates his or her voice

(varying its loudness, pacing, location, etc.).

Dishabituation

Presenting a strong, different, or extra stimulus

restores responsiveness to a habituated stimulus. Have

you ever wondered why many restaurants are noisy?

Here’s one possible explanation. Suppose that habitu-

ation to the taste of food helps to terminate eating. In

that case, people may eat more in noisy environments

because noise acts as a dishabituator that slows habit-

uation to taste and, therefore, encourages eating.

Sensitization and dishabituation are frequently con-

fused because both may involve a decrease in habitua-

tion caused by the introduction of a stimulus from

another modality. Results are conventionally described

as dishabituation if the added stimulus restores respon-

siveness to an already habituated stimulus and as sen-

sitization if the added stimulus increases responding

before substantial habituation occurs.

Long-Term Habituation

Long-term habituation is habituation that is learned

and persists over time. Once an animal has habituated

to a stimulus, the animal may not be as responsive

to that stimulus as it was in the past. As a result,
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successive habituations to a stimulus may occur faster

and faster. Long-term habituation also prevents com-

plete spontaneous recovery. Instead, the size of spon-

taneous recovery may decrease with each repetition

of habituation followed by spontaneous recovery.

Dishabituation Habituates

The repeated presentation of dishabituators reduces

their ability to restore habituated responding. That is,

the effectiveness of a stimulus as a dishabituator is

strongest during its first few presentations. It loses

effectiveness with repetition.

Stimulus Rate

Faster rates of stimulus presentation yield faster

and more pronounced habituation than slower rates.

Stimulus Rate and Recovery

Spontaneous recovery may be faster after faster,

than after slower, rates of stimulus presentation.

Stimulus Exposure

Responsiveness to a repeatedly presented stimulus

decreases with increases in stimulus exposure.

Stimulus Intensity

Habituation is sometimes, but not always, faster

and more pronounced for less, rather than for more,

intense stimuli.

Generality

As indicated earlier, habituation occurs for most, if

not all, stimuli and species of animals. The exact rate

of habituation depends on the species, the stimulus,

the response, and the individual subject.

Misconceptions About Habituation

People hold many misconceptions about habituation.

First, it is sometimes assumed that habituation is

entirely unlearned. However, habituation has both

learned (long-term habituation) and unlearned (short-

term habituation) components. Because of its learned

component, habituation is often thought to be the sim-

plest or most basic learning process.

Second, some people argue that habituation occurs

only for reflexive behavior. That is, habituation is

restricted to relatively simple behaviors that are auto-

matically evoked by a stimulus, such as a blink to

a puff of air delivered to the eye. If that were so,

habituation would be of little interest to educators

who are concerned primarily with more complex, vol-

untary behaviors. It is true that early studies examined

the habituation of reflexes, and some researchers con-

cluded that habituation occurs only for reflexive

behavior. However, it is now known that habituation

occurs for a wide variety of relatively complex beha-

viors that are not evoked directly by a prior stimulus.

Exploration provides a good example. The decrease

in exploration that occurs over time in a new location

is frequently attributed to habituation.

Third, some people assume that habituation occurs

only to relatively neutral stimuli, such as lights and

noises, and not to biologically important stimuli, such

as food or water. However, recent evidence indicates

that animals do habituate to biologically important

stimuli and that habituation may play a role in the ter-

mination of those behaviors. For example, habituation

may occur to potentially dangerous aversive stimuli

(e.g., the presence of an owl for chaffinch) and to bio-

logically important stimuli (e.g., the taste of food in

humans, the presence of a mate in insects).

Finally, habituation is often confused with other

processes that produce a decrease in responding (e.g.,

sensory adaptation, fatigue, extinction, forgetting).

These processes should be distinguished, because the

decreases in responding occur for different reasons

for the different processes. In the simplest form of

sensory adaptation, exhaustion of the neurotransmitter

in the sensory system reduces responsiveness to a sen-

sory stimulus. Neurotransmitter exhaustion does not

produce habituation. Instead, during habituation, the

animal detects but does not respond to the stimulus.

For example, studies of stimulus specificity show that

changes in the stimulus restore habituated responding.

Responding would not recover if the animal did not

detect the stimulus because the neurotransmitter was

exhausted. Fatigue is a decrease in responding that

occurs because of muscular exhaustion. Habituation is

not caused by muscular exhaustion. For example,

habituation occurs even when the animal is exposed

to the stimulus but not allowed to use its muscles to

respond. Although it is beyond the scope of this entry,

extinction refers to a decrease in a classically or oper-

antly conditioned response when the conditions that
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maintained that response are removed. Extinction

is not synonymous with habituation. For example,

habituation occurs to responses that have not been

conditioned (e.g., to unconditioned reflexes). Finally,

forgetting refers to a decrease in behavior that is

caused by a failure of memory. In contrast, stimulus

memory is relatively good during habituation. Studies

of stimulus specificity show that changes in a habitu-

ated stimulus restores responding to that stimulus.

Changes in the stimulus could not restore responding

if the animal had forgotten the stimulus.

Frances K. McSweeney and Eric S. Murphy

See also Classical Conditioning; Learning; Motivation;

Operant Conditioning; Reinforcement
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HALO EFFECT

The term halo effect refers to the tendency to overgen-

eralize the evaluation of an individual’s positive or

negative qualities, such that the individual is regarded

as chiefly good or chiefly bad, when in fact not enough

information is known to accurately apply a positive or

negative label to specific qualities. In short, the halo

effect occurs when one assumes that an individual

with one or two positive traits must have mostly posi-

tive qualities in all areas of functioning. Educational

psychologists consider the halo effect a cognitive attri-

bution bias, as it involves the unfounded application of

general judgment to specific traits.

Halo Effect in the Classroom

In the classroom, teachers are subject to the halo

effect rating error when evaluating their students. For

example, a teacher who sees a well-behaved student

might tend to assume this student also is bright, dili-

gent, and engaged before that teacher has objectively

evaluated the student’s capacity in these areas. When

these types of halo effects occur, they can affect stu-

dents’ approval ratings in certain areas of functioning

and can even affect students’ grades.

Two cases in which the halo effect might be partic-

ularly troubling for students are the case of the gifted

but unengaged student and the case of the student

with attention deficit hyperactivity disorder (ADHD).

Teachers may overlook giftedness when the gifted

child is not challenged and behaves differently in

class than the typical model student. Likewise, tea-

chers might misjudge the potential of the student with

ADHD who appears to be a ‘‘nuisance’’ in class. The

student who is not engaged, not putting forth full

effort, or not ‘‘behaving’’ becomes the student who is

undervalued by his teacher, as these qualities lean

toward a general categorization of the student as pri-

marily bad.

Attractiveness Stereotype

A specific kind of the halo effect is the attractiveness

stereotype. The attractiveness stereotype refers to the

tendency to assign subsequent positive qualities to

physically attractive people. Research on this subject

has shown that even when they have no evidence on

which to base their judgments, people often equate

physical attractiveness with social competence, higher

morality, better mental health, good behavior, greater

work achievements, and more frequent successes.

However, contrary to the halo effect, people also

tend to judge attractive individuals as more vain and

more dishonest than less-attractive people. According

to Alice Eagly and colleagues, two traits for which the

attractiveness stereotype does not affect evaluations are
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integrity and concern for others. Therefore, although

the attractiveness stereotype acts like a halo effect in

that observers tend to prejudge attractive people as

mostly good, it seems to be less powerful than a typical

halo effect because it extends to a few negative quali-

ties as well.

The attractiveness stereotype exists in a wide range

of cultures, but the good qualities associated with

being attractive vary depending on the specific cul-

ture. Douglas Johnson and John Pittenger found evi-

dence of the attractiveness stereotype still being

relevant among elderly individuals in Western cul-

tures. However, research examining the generalizabil-

ity of the attractiveness stereotype to children, and

whether the stereotype extends to the ‘‘cute’’ child in

the classroom, is scarce.

History of the Halo Effect

The halo effect is prevalent today, but it is not a new

social phenomenon. The first landmark study that

revealed the existence of the halo effect occurred in

1920, when Edward L. Thorndike studied military

superiors’ evaluations of officers in training. In this

study, superior officers were instructed to rate sepa-

rately training officers’ abilities in the areas of physi-

cal qualities, intelligence, leadership, and character. In

this task, evaluating officers were directed to com-

pletely disregard every trait of the rated individual

except the one trait being evaluated in each section.

Despite these explicit and precise instructions, for

each training officer, raters provided scores that were

much more highly correlated than would normally be

expected among the four performance categories.

For instance, Thorndike discovered that the intelli-

gence ratings one conscientious supervising officer

gave to nearly 140 officers in training correlated .51,

.58, and .64 with his ratings of physique, leadership,

and character, respectively. Other evaluating officers’

ratings showed a similar trend. Thorndike noted that,

theoretically, intelligence should relate much more

closely to leadership or character than physique and

these high, even correlations speak to a constant error

in evaluation.

Other evidence for this rating error appeared in eva-

luations of aviation cadets’ flying abilities. Because of

the high level of specific technical ability required in

flying, Thorndike estimated that correlations between

competency ratings in flying and in general officer

work should be .40 or lower, and .25 or lower with

attenuation. Instead, he found the average correlation

between these two areas for the eight raters was .67,

with half of the raters’ scores having correlations stron-

ger than .72.

Another early study of the halo effect, completed

by F. B. Knight and R. H. Franzen, showed similar

surprising results with ratings of teachers. Perhaps the

most concerning finding is that raters’ scores of tea-

chers’ voices correlated relatively strongly with scores

of intelligence, interest in community affairs, and gen-

eral merit as a teacher. Judgments in one area of com-

petency affected judgments in other areas, yet these

ratings still determined salaries and promotions. These

findings suggest that sometimes the halo effect does

not diminish, even when stakes are high and personal.

Future Research

Thorndike was the first person to name this trend

a halo of general merit and noted that he believed

even the most capable of people are prone to clouded

judgment from the halo effect. As a suggestion for

minimizing bias, he recommended evaluators cite spe-

cific evidence before rating multiple abilities. Since

then, some researchers have confirmed the presence of

these effects in modern society, whereas others have

concluded that halo effects are not powerful enough to

have significant consequences. More research in this

area would help determine the relevance of halo effects

and conclude how best to avoid these effects if they

are indeed substantial.

Kristin Rasmussen

See also Evaluation; Grading; Stereotypes
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HEAD START

Created in 1965, Head Start is a federally funded child

development program designed to promote school read-

iness by improving the cognitive and social-emotional

development of primarily low-income children. This

program fosters their development by providing edu-

cational, health, nutritional, and social services to

these children and their families. Viewed by many

Americans as one program, Head Start actually is

two programs: Head Start and Early Head Start.

Established during the 1994 Reauthorization of the

Head Start Program, Early Head Start is a compre-

hensive early childhood program serving primarily

low-income children prenatal to age 3, pregnant

women, and their families. This entry examines the

origins of Head Start and Early Head Start, the

administration and funding of these programs, pro-

gram eligibility, demographic characteristics of these

programs, the Head Start Program Performance Stan-

dards and Other Regulations, parental involvement

in these programs, these programs’ assessment and

monitoring requirements, empirical research evalua-

tions of these programs, and policy considerations.

Origins of Head Start
and Early Head Start

In 1964, President Lyndon B. Johnson launched the

War on Poverty. To help wage this war, federal law-

makers enacted the Economic Opportunity Act of

1964. This act created the Office of Economic Oppor-

tunity (OEO), and Sargent Shriver was appointed as

OEO’s first director.

Shriver, a brother-in-law of the late president John

F. Kennedy and a former president of the Chicago

Board of Education, considered an early intervention

program for poor children for two reasons. First, Shri-

ver quickly learned, in his new position, that many

poor people were children. Second, he was familiar

with research, funded by the Joseph P. Kennedy, Jr.

Foundation, which found that the IQs of mentally

retarded children can be increased through exposure

to positive early interventions and that proper nutri-

tion can have a positive impact on a child’s intellec-

tual development. If mentally retarded children could

benefit by participating in an early intervention pro-

gram, Shriver believed that poor children could also

benefit from participating in an early intervention

program.

A multidisciplinary committee of 14 child develop-

ment experts, including developmental psychologists,

was assembled by Shriver to conceive an early inter-

vention program for poor children. Chaired by Robert

E. Cooke, professor of pediatrics at Johns Hopkins

University School of Medicine and chairman of the

Kennedy Foundation’s Scientific Advisory Commit-

tee, this multidisciplinary committee considered how

to create a national early intervention for poor chil-

dren. In February 1965, this committee recommended

the establishment of Project Head Start. This program

would provide poor children and their families with

a comprehensive range of services, including educa-

tion, nutrition, physical and mental health services,

and social services, and this program would mandate

considerable parent involvement.

Substantial parent involvement in the decision

making of Head Start programs was influenced by the

civil rights movement and the concept of ‘‘maximum

feasible participation.’’ Under this concept, policy-

makers believed that the effectiveness of federal pro-

grams serving poor people would be enhanced if the

poor people were involved in the planning and admin-

istration of these programs.

From Shriver and the multidisciplinary commit-

tee’s work, the federal government launched Project

Head Start in the summer of 1965 by providing funds

to local community programs. According to Valora

Washington and Ura Jean Oyemade, local Head Start

organizations throughout the United States provided

an 8-week summer program of services to 561,000

children. Head Start’s federal budget was $96.4 mil-

lion. Federal funding for Head Start bypassed state

governments because many southern governors were

segregationalists and opposed the program.

In the years after 1965, the Head Start program’s

duration changed, as did Head Start’s place in the fed-

eral bureaucracy. Head Start ceased to be a national

summer program, and many programs became 9-month

half-day programs or 9-month full-day programs. In

1969, the federal administration of Head Start shifted

from OEO to the Office of Child Development in

the then U.S. Department of Health, Education, and

460 Head Start



Welfare. The administration of the Head Start pro-

gram was later moved to the Head Start Bureau in

the Administration of Children, Youth, and Families

(ACYF) in the Administration for Children and Fam-

ilies (ACF) within the U.S. Department of Health

and Human Services (DHHS). In 2006, the Head

Start Bureau became the Office of Head Start, and

the Office of Head Start was elevated from ACYF

into ACF within the DHHS.

In December 1993, about 20 years after federal pol-

icymakers created the Head Start Program, a federal

Advisory Committee on Head Start Quality and Expan-

sion recommended expanding Head Start services for

infants and toddlers. This committee gave three rea-

sons for its recommendation. First, recent biological

research revealed that tremendous child development

takes place before a child reaches age 3 but that a child

during this period of his or her life needs a favorable

environment and support from his family and com-

munity. Second, negative national trends, such as

rising poverty, decreasing access to adequate health

care and quality child care, and an increasing rate of

teen pregnancies, endangered young children’s expo-

sure to a favorable environment for development.

Third, research showed that providing early assistance

to young children and their families can positively

affect the development of young children and families.

Subsequently, federal lawmakers decided to create

the Early Head Start program by enacting the Head

Start Authorization Act of 1994. The Early Head Start

program started to serve infants and toddlers and their

families in 1996.

Administration and Funding

Head Start and Early Head Start are federal-to-local

programs. The Office of Head Start administers the

Head Start and Early Head Start programs at the fed-

eral level. ACF, in coordination with the Office of

Head Start, awards competitive, multiyear grants to

organizations in the local community. These organiza-

tions are called grantees. Some grantees do not provide

direct services but contract with another organization,

called a delegate agency, to provide those services.

According to the Head Start Program Information

Report (PIR) data for the 2005–2006 program year,

there were 2,696 Head Start and Early Head Start pro-

grams. Of these local programs, 38% were operated

by private or public nonprofit organizations (non–

community action agencies, such as churches or

nonprofit hospitals), 31% of these programs were

operated by community action agencies, 17% by

school systems, 7% by tribal governments or consor-

tia (American Indian/Alaska Native), 6% by govern-

ment agencies (non–community action agencies), and

1% by private or public for-profit organizations (e.g.,

for-profit hospitals).

Because Head Start and Early Head Start are admin-

istered as federal-to-local programs, they receive 80%

of their funding from the federal government and must

match those funds with assistance from the local com-

munity. This 20% local match can consist of cash,

donations, or volunteer hours. During fiscal year 2007,

federal lawmakers appropriated $6.8 billion to fund

1,951 Head Start and 745 Early Head Start programs.

Eligibility

Unfortunately, the current level of federal funding for

Head Start and Early Head Start programs is insuffi-

cient to serve all eligible children and families. The

National Head Start Association estimates that Head

Start and Early Head Start programs only serve about

42% and 2% of Head Start and Early Head Start eligi-

ble children and families, respectively.

Children and families are eligible to enroll in Head

Start and Early Head Start if the family’s annual

income is below the federal poverty guideline and/or if

that family is receiving public assistance, such as the

Temporary Assistance to Needy Families program.

Head Start and Early Head Start programs must make

available at least 10% of their enrollment for children

with disabilities and can allow up to 10% of their

enrollment to consist of children whose family has an

income above the federal low-income guideline.

Demographic Characteristics

According to PIR data, Head Start programs served

nearly 1 million children, and Early Head Start pro-

grams served 85,831 children and 10,825 pregnant

women during the 2005–2006 program year. Of the

more than 1 million children that the Head Start and

the Early Head Start programs served, 131,695 were

children with disabilities.

Head Start and Early Head Start programs vary in

terms of race and ethnicity, according to the PIR data.

Forty percent of children and pregnant women are

White, 31% are Black or African American, 6% are

biracial or multiracial, 4% are American Indian or
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Alaskan Native, 2% are Asian, 1% are Native Hawai-

ian or other Pacific Islander, and 16% were reported

as other or an unspecified race. In terms of ethnicity,

34% of Head Start and Early Head Start children and

pregnant women are Hispanic or of Latina/o origin.

Head Start Program Performance
Standards and Other Regulations

The Head Start Program Performances Standards and

Other Regulations (hereafter referred to as ‘‘standards’’)

set the minimum national standards that Head Start and

Early Head Start programs must meet. These standards

are revised periodically to reflect best practices and

ensure that every program provides a comprehensive

and consistent set of quality services. In fact, Head Start

programs have been rated as ‘‘good’’-quality programs

using the Early Childhood Environment Rating Scale:

Revised Edition. These standards require that each

Head Start and Early Head Start program provide

nutrition, health, educational, social, and family services

and that children and families with disabilities receive

appropriate, inclusive, and individualized services.

Within the context of the standards and the Head Start

Child Outcomes Framework, every program must use

curricula and assessments with their children that

address each of the eight developmental domains: lan-

guage development, literacy, mathematics, science, cre-

ative arts, approaches to learning, physical health and

development, and social and emotional development.

On the other hand, these standards are crafted so

that Head Start and Early Head Start programs have

much flexibility in how they implement these stan-

dards. For example, each local Head Start program is

permitted to select and use its curriculum because

there is no mandated national curriculum. The curric-

ulum must, however, be consistent with the standards

and grounded in solid child development principles.

Head Start and Early Head Start programs are able

to provide many of the required comprehensive ser-

vices by collaborating with public schools and federal,

state, and local agencies and through partnerships

with community organizations, such as public schools,

social service agencies, and businesses. Collaboration

and partnerships enable programs to implement the

standards flexibly and to find creative solutions to

address community needs.

Partnerships are also an important part of the rela-

tionship that each program has with children and fami-

lies. Head Start programs must present parents with

opportunities to form family partnership agreements.

Families work with program staff to forge these agree-

ments. These agreements outline family goals, responsi-

bilities, and schedules for families to achieve. Through

family partnerships, program staff can help families

strategize how to move forward in their lives.

Parent Involvement

Because Head Start and Early Head Start are each

two-generational programs, the standards require

that programs strongly encourage parental involve-

ment as a way to promote their children’s education

and overall development. Having parent development

in these programs is also important because it fosters

the educational and professional development of the

parents.

Head Start and Early Head Start parents participate

in the management of their children’s program by

serving on policy councils, policy committees and

parent committees. Each grantee agency has a policy

council, and each delegate agency has a policy com-

mittee. Subject to each program’s bylaws, the policy

council and the policy committee have decision-

making roles in each program. Policy council and pol-

icy committee members must consist of 51% parents

of enrolled children and 49% local community repre-

sentatives, such as businesspeople and civic leaders.

Parents serving on a policy council or a policy commit-

tee must be elected or re-elected each year to 1-year

terms, with a term limit of three terms. Parent commit-

tees exist at the center level and consist entirely of

parents of children enrolled in that center.

By serving on a policy council, policy committee,

or parent committee, parents gain self-confidence and

important workforce skills. Perhaps as important is

that children see their parents in a position of respon-

sibility, maybe for the first time, and from that their

children gain self-esteem and self-confidence in what

they can accomplish when they reach adulthood.

Policy councils and policy committees are required

to serve as a liaison with the parent committees,

grantee and delegate agency governing bodies, public

groups, private organizations, and other groups in the

community. Policy councils and policy committees

help recruit volunteers and pro bono services from

parents and the local community, mobilize commu-

nity resources to meet community needs, and develop

procedures so that programs can address any commu-

nity concerns about the program.
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Policy councils and policy committees help parent

committees to encourage parents to participate in the

program and to educate parents about their rights,

opportunities, and responsibilities in their program.

Policy councils, policy committees, and program staff

help parent committees to plan, coordinate, and orga-

nize parental activities and to make sure that the pro-

gram budget has funds available to support these

activities. The parent committee provides advice to

staff in the development and implementation of the

program’s policies, activities, and services; partici-

pates in the planning and implementation of parent

and staff activities; and is involved, to some extent, in

recruiting and screening program employees.

Meanwhile, each Head Start and Early Head Start

program has a governing body, or board of directors.

The governing body consists of individuals from the

local community, such as attorneys, doctors, educators,

and elected officials. Governing bodies are responsible

for ensuring that appropriate internal accounting con-

trols exist to safeguard federal funds and that an annual

independent audit of the program is conducted.

In partnership with the program’s governing body

and program staff, policy councils and policy com-

mittees determine how they and the governing body

will implement shared governance or decision mak-

ing. Policy councils and policy committees work

with the governing body and program staff to

develop, review, and make decisions regarding their

program’s policy and procedures in the following

areas: shared governance, funding or grant applica-

tions, budget, program planning, program philoso-

phy, makeup of the policy council or the policy

committee, recruitment and enrollment of children,

annual self-assessment of program’s progress, and

personnel decisions. In situations where the govern-

ing body conflicts with the policy council or the pol-

icy committees on an issue, each Head Start and

Early Head Start program has procedures in place to

resolve an internal dispute.

Assessments and Monitoring

Assessment and monitoring are important features of

every Head Start and Early Head Start program.

Shortly after enrolling a program, Head Start and

Early Head Start children must undergo health and

behavioral screenings to identify any developmental

concerns and to make sure that appropriate services

are provided to address these concerns. Each Head

Start program must have a system in place to assess

child outcomes at least three times per year.

In addition to this locally based child assessment,

each Head Start program must participate in the National

Reporting System (NRS), a controversial national

assessment with narrow cognitive and social-emotional

measures. All kindergarten-eligible 4- and 5-year-old

children whose primary language is English or Spanish

are assessed near the beginning and end of their

program year. The NRS has been criticized by the

U.S. Government Accountability Office and hundreds of

child development researchers and assessment experts.

Major legislation is currently pending in the U.S.

Congress to suspend and terminate the NRS.

Head Start and Early Head Start programs partici-

pate in a rigorous monitoring system. Every 3 years,

the federal government uses the Program Review

Instrument for Systems and Monitoring to review the

program’s compliance with federal law and the stan-

dards. If a program is found out-of-compliance, it must

take corrective action or risk losing its federal grant.

Empirical Research Findings

Head Start has been known as the nation’s research

laboratory for early childhood education. Rigorous

and methodologically sound evaluations of the Head

Start and Early Head Start programs over the past

40 years have generally found that these programs

provide benefits to the children and families served.

However, a major evaluation of Head Start early in

its history appeared to show that its benefits were lim-

ited and short term. Shortly after Head Start began in

the 1960s, the Westinghouse Learning Corporation

and Ohio University researchers evaluated Head Start

and reported that the benefits of Head Start to its chil-

dren seemed to fade out by the time these children

reached third grade. The methodology employed by

these researchers, however, has been criticized, and

more recent research has provided two possible expla-

nations for these fade-out effects in the Westing-

house and other studies. One explanation, offered by

W. Steven Barnett, is that inappropriate comparisons

were made between the children in the intervention and

comparison groups of the Westinghouse study. These

methodologically flawed comparisons made it appear

that fade-out effects occurred when, in fact, none

existed. Another explanation, presented by Valeria Lee

and Susanna Loeb, is that Head Start children fre-

quently attend middle schools of poorer quality than
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their more affluent peers. According to this research, it

is the low quality of the middle schools that explains

why Head Start children make less progress in middle

school than their more affluent peers.

Since the Westinghouse study, much more evalua-

tion research has been conducted, and the evidence

shows that Head Start has produced short-term and/or

long-term educational, economic, health, and law

enforcement benefits to the children and families

it has served. Barnett conducted a comprehensive

review of the effectiveness of early childhood pro-

grams and found that Head Start children experience

favorable effects on grade repetition, special educa-

tion, and achievement test scores.

The Head Start Family and Child Experiences Sur-

vey, a nationally representative quasi-experimental

study, demonstrated that Head Start children make

educational progress during their Head Start and kin-

dergarten years. By the spring of their kindergarten

year, Head Start graduates’ reading assessment scores

reached national norms and their general knowledge

assessment, early math, and vocabulary scores were

close to national norms.

The Head Start Impact Study, a nationally represen-

tative, experimental and random assignment study,

showed in its initial findings that Head Start had favor-

able impacts on children’s health and cognitive and

social-emotional development after these children had

6 to 9 months of Head Start. This study also found that

Head Start parents improved their parenting practices

with their children more than the comparison group

parents did. The final Head Start Impact Study report

is expected to be released in late 2007.

A San Bernardino County, California, researcher

tracked the progress of more than 600 Head Start gradu-

ates into kindergarten. Based on their progress, he pro-

jected their future benefits and costs to society. He found

that these Head Start graduates would yield nearly $9 in

benefits for every $1 dollar invested in these Head Start

children. These benefits included increased employ-

ment, family stability, and earnings and decreased crime

costs, grade repetition, and special education.

In their recent regression-discontinuity study, Jens

Ludwig and Douglas Miller found that Head Start

reduced mortality rates for children ages 5 to 9 years

from 1973 to 1983 from causes that could have been

affected by their participation in Head Start, when

they were 3 and 4 years old. Their research also sug-

gested that Head Start had favorable impacts on high

school graduation and college attendance rates.

Likewise, Eliana Garces and colleagues found that

Head Start had positive effects on high school gradua-

tion and college attendance rates; they also found

a reduction in criminal activity. Garces and colleagues

found that Whites who attended Head Start were more

likely than their siblings who did not attend Head

Start to have graduated from high school or attended

college. Their research also found that African Ameri-

cans who attended Head Start were less likely than

their siblings who did not attend Head Start to have

been charged with a crime.

Meanwhile, the Early Head Start has had favorable

short-term impacts on the children and families

served. When Early Head Start was created, federal

lawmakers mandated that an Early Head Start Impact

Study be conducted. This impact study was a longitu-

dinal, random assignment study planned to measure

Early Head Start effectiveness in selected programs.

This study found that Early Head Start children at age

3 had experienced larger impacts on their cognitive,

language, and social-emotional development than the

comparison group children had; in addition, parents

of participating children had experienced improved

parenting practices and mental health. These parents

also showed progress toward self-sufficiency and were

more likely to participate in educational activities than

the comparison group parents were.

Policy Considerations

The growing body of favorable empirical research on

Head Start and Early Head Start and the strength of

the Head Start grassroots community as a political

force explain why the U.S. Office of Management

and Budget and the U.S. Department of Health and

Human Services rated Head Start’s performance as

‘‘moderately effective’’ under the 2006 Program

Assessment Rating Tool (PART). In an earlier PART

review, Head Start program had been rated as ‘‘Results

Not Demonstrated.’’

Currently, federal lawmakers are considering legis-

lation to reauthorize the Head Start and Early Head

Start programs. It is likely that federal lawmakers will

preserve the federal-to-local nature of these pro-

grams; encourage Head Start’s collaboration with other

early childhood programs and services in communities;

increase teacher degree requirements; raise the Early

Head Start, Seasonal/Migrant Head Start, and American

Indian/Alaskan Native Head Start set-asides; end the

NRS; maintain comprehensive services; and increase
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income eligibility from 100% to 130% of the federal

poverty guidelines. Strong parent involvement in the

program will likely continue, but the parents’ deci-

sion-making role in program may be reduced to an

advisory role.

Benjamin Allen

See also Cognitive Development and School Readiness; Early

Child Care and Education; Emotional Development; Family

Influences; Literacy; Longitudinal Research; Parenting;

Poverty; School Readiness; Social Development
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HIGH-STAKES TESTING

Large-scale, standardized tests of academic achieve-

ment have been used to measure student learning and

school effectiveness in the United States since the

mid-19th century, and their use continues to be wide-

spread. Although many of these tests are intended to

serve primarily as tools for monitoring the education

system as a whole or for providing information to

help teachers adjust their instruction, in some cases,

performance on standardized tests is associated with

consequences for individual students, teachers, or

schools. The term high-stakes testing refers to such

uses of tests and includes testing for selection or certi-

fication (e.g., college admissions tests, professional

licensure tests, tests used to assign students to specific

courses or course sequences), testing that is used to

determine whether students graduate or are promoted

to the next grade level, and testing that is part of a for-

mal test-based accountability system, such as those

enacted in response to the federal No Child Left

Behind (NCLB) legislation, signed into law in 2002.

Although the term high-stakes test is somewhat mis-

leading, in that a particular test might have stakes

only in certain contexts, the term is often used

interchangeably with high-stakes testing. This entry

focuses primarily on tests used for accountability pur-

poses, though many of the findings and implications

are relevant to other high-stakes testing contexts. The

remainder of this entry provides a brief description

of test-based accountability systems, a summary of

research on the effects of high-stakes testing, and

a discussion of considerations for ensuring appropriate

use of high-stakes testing.

Testing in Accountability Systems

The high-stakes testing that is used for educational

accountability dominates many of today’s policy

discussions about testing. Large-scale achievement

tests constitute a central component of what is often

called a test-based accountability system. Test-based

accountability systems typically include four key

components: (1) standards that describe what students

are expected to learn (often called content standards

or academic standards) and the level of proficiency

they must demonstrate (often called performance

standards or achievement standards); (2) tests that are

intended to measure attainment of the standards;

(3) targets for performance on those tests (which may

be simple cut scores or more complex combinations

of information from multiple tests, such as the Ade-

quate Yearly Progress [AYP] measures required under

NCLB); and (4) a series of consequences that could

High-Stakes Testing 465



include a variety of rewards, sanctions, and interven-

tions. The tests used in these systems typically have

several purposes, including motivating educators and

students to work harder, shaping instruction to make

it resemble the standards, and providing both school

personnel and the general public with information

about student performance to help promote better

decision making. Advocates of test-based accountabil-

ity argue that attaching high stakes to test scores is

essential for ensuring they serve these purposes ade-

quately, whereas detractors argue that stakes distort

the quality of information and create incentives for

student and teachers to engage in counterproductive

behaviors. Some of the research findings bearing

on this debate are summarized later in this entry.

Accountability testing is distinguished from many

other high-stakes testing contexts by the fact that the

stakes do not necessarily affect the test-takers but

instead are often focused on the educators whose per-

formance is being judged on the basis of students’ test

scores.

The degree to which a test is considered to have

high stakes varies in part as a function of the specific

ways scores are used to make a decision, as well as

the other criteria that are included in that decision.

College admissions tests, for example, might be con-

sidered to have substantial stakes in some contexts,

such as when applying to highly selective schools that

place heavy emphasis on those tests, but not in others,

such as when applying to less-selective schools or to

schools where admissions decisions permit low scores

to be offset by other factors. A state accountability

test might have no stakes for individual students but

high stakes for principals and teachers working in

schools that are at risk of not meeting performance

targets. Many of the concerns about high-stakes tests

today stem from tests’ uses for promotion and gradua-

tion decisions at the individual student level and their

role in evaluating, rewarding, and sanctioning schools,

school districts, or teachers. Both of these categories

of test use can be thought of as serving an account-

ability purpose, and both are likely to affect students

as well as educators, even when consequences are

directed at only one of these groups. And unlike many

uses of tests for admissions decisions, in most cases

low scores on these accountability tests are sufficient

to provoke a negative consequence, regardless of stu-

dent performance on other measures. There is a grow-

ing body of research examining what happens when

test-based accountability systems are put in place.

Consequences of
High-Stakes Accountability Testing

The use of achievement tests in accountability systems

has been shown to influence a variety of outcomes at

all levels of the education system. Most of the research

that has examined the effects of high-stakes testing

addresses outcomes in one of three categories: instruc-

tional practice (broadly defined to include actions

taken by teachers and administrators to influence the

instruction provided by the school), educators’ atti-

tudes or motivation, and student achievement.

Anyone examining results from these studies must

keep in mind that the responses observed in any spe-

cific testing context are undoubtedly related to the

specific features of that context, such as the severity

of stakes, the length of time the testing program has

been in place, and the types of instructional support

provided by schools, districts, or states. Although the

results of a study conducted in one context cannot be

generalized to other testing situations, for most of the

outcomes discussed in this entry, multiple studies

have produced similar conclusions and, therefore, pro-

vide more grounds for generalizing. It is also impor-

tant to note that most of the studies of accountability

testing focused on school-level accountability sys-

tems, such as those enacted in response to NCLB.

Teacher-level accountability systems, which often

take the form of pay for performance, are becoming

increasingly prevalent and are in need of research to

explore how the effects differ from those observed

under school-level systems.

Effects on Instructional Practice

If test-based accountability is to function as an effec-

tive tool for improving education, it must ultimately

influence the quality of instruction students receive in

the classroom. There is broad consensus that curricu-

lum and instruction are influenced by high-stakes test-

ing, but there also is some disagreement in the policy

and research communities about the nature of these

effects and whether, on balance, they might be judged

beneficial or harmful.

Several frameworks have been created for under-

standing teachers’ responses to testing. One of them,

developed by Daniel Koretz and colleagues, includes

seven categories of responses. Three of these would

generally be considered positive outcomes of high-

stakes testing: providing more instructional time (such
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as through an increase in overall instructional time or

a decrease in time spent on noninstructional activi-

ties), working harder to cover more material, and

working more effectively. One category, cheating, is

unambiguously negative and produces distortions in

test scores. The remaining three are somewhat

ambiguous, with possible positive or negative effects

depending on the specific nature of the responses and

the context in which they take place. These are reallo-

cating instructional time to focus more on tested

material and less on material that is not tested, align-

ing instruction with the standards on which the test is

based, and coaching by focusing on incidental aspects

of the test such as specific item formats or styles.

Generally speaking, test-score gains that result from

the first three (positive) responses probably provide

reasonably valid information about increases in

student learning. Gains resulting from cheating are

clearly misleading. One of the most challenging

aspects of evaluating the effects of high-stakes testing

stems from the ambiguous nature of test-score gains

that result from reallocation, alignment, or coaching.

Some research suggests that high-stakes testing

often leads to the positive responses listed in the pre-

vious paragraph. In particular, teachers sometimes

report that they work harder and make efforts to

improve their own practice when faced with a require-

ment to increase students’ test scores. There have also

been many documented instances in which teachers

and other school personnel have engaged in cheating.

The bulk of the research, however, has emphasized

the three ambiguous responses described in the previ-

ous paragraph. Most studies of teachers’ responses to

high-stakes testing reveal extensive reallocation and

coaching, and efforts to align instruction with stan-

dards have become increasingly common in response

to state standards-based accountability systems that

emphasize the importance of standards for guiding

instruction. Common responses reported by teachers

include shifting time away from topics that are not

included on the test so that they can devote more time

to tested content, having students practice with pro-

blems that closely resemble test items (e.g., short

reading passages followed by a few multiple-choice

items), having students take practice tests constructed

from released items from previous test administra-

tions, and having students refer to scoring rubrics

when constructing written responses throughout the

school year. District-wide changes have also been

reported, such as an increase in instructional time

allocated to tested subjects and a decrease in time

spent on nontested subjects. In some cases these

changes might be considered desirable. For example,

states and districts have experimented with open-

ended or performance-based assessments as a way to

promote the teaching of complex problem-solving

skills and other skills that are difficult to measure

using the multiple-choice format. In some districts

where such tests have been introduced, teachers

reported an increased emphasis on the desired skills

and processes. At the same time, some efforts to

engage students in test-like activity might be consid-

ered detrimental, particularly if they result in an

exclusion of other valued activities or if they lead to

excessive focus on a narrow set of problem types.

In addition to the test itself, the methods used to

calculate scores and report performance can influence

practice. One of the more salient features of NCLB-

mandated testing is the requirement that performance

be reported according to whether students score above

or below the ‘‘proficient’’ level. Under this system,

educators may be urged to move students from below

to above the proficient level while receiving no credit

for performance changes that do not cross this thresh-

old. These systems appear to have led many teachers

to focus more of their attention on students perform-

ing near the proficient cut score (often referred to as

‘‘bubble kids’’), perhaps leading to reduced effort

expended on behalf of students performing above that

level or students performing far below it.

Effects on Educators’ Attitudes

There is less research on testing’s effects on attitudes

than on practices, but there is some evidence that

high-stakes testing systems influence how teachers

and students view their school experience. In par-

ticular, several surveys indicate widespread teacher

reports of reduced morale as a result of testing poli-

cies. Majorities of teachers also report that the instruc-

tional practices they adopted in response to testing

were inconsistent with their views of good teaching.

At the same time, there is evidence that high-

stakes testing can lead to improved teacher morale if

districts or schools provide appropriate support and

learning opportunities for teachers. Teachers also have

reported that high-stakes testing has, in some cases,

helped them focus their instruction more effectively

or has provided useful feedback, but more frequently,

teachers report that the kinds of tests that are used in
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high-stakes contexts are less useful than other mea-

sures for helping them adjust their instruction. Many

teachers also believe that most large-scale tests do not

adequately measure students’ skills and knowledge,

and they are particularly concerned about the tests’

validity for English language learners and students

with special needs.

As high-stakes testing become more prevalent,

researchers are beginning to collect more comprehen-

sive information on teachers’ and other educators’

attitudes about high-stakes testing. This information

is valuable to those responsible for developing and

implementing test-based accountability systems, par-

ticularly because educators’ attitudes and support for

the testing system are likely to affect their decisions

about whether or how to change their practices in

response to those systems.

Effects on Student Achievement

Perhaps the most important policy question surround-

ing the use of high-stakes tests is the question of

whether they lead to improved student learning.

Regardless of how teachers or other educators respond,

the primary rationale for attaching serious conse-

quences to test scores is that it will lead to higher

achievement. The adoption of new accountability

requirements is often accompanied by claims that

states that had strong test-based accountability sys-

tems in place experienced large and rapid achieve-

ment gains. However, determining whether such

policies did, in fact, improve achievement is compli-

cated by the fact that they often result in test-score

inflation that distorts the meaning of scores on the

high-stakes measure. In addition, test-based account-

ability policies are typically implemented in the con-

text of other reforms, and it is not always possible to

disentangle the effects of accountability from the

effects of other initiatives. Nonetheless, several stud-

ies have tried to assess the impact of high-stakes test-

ing on student achievement using tests other than the

high-stakes tests. The results are decidedly mixed.

Recent studies using National Assessment of Educa-

tional Progress state-level scores as the outcome sug-

gested some positive relationships between high-stakes

testing and student achievement, but these studies raise

questions about the sources of those relationships, and

they do not support strong causal conclusions.

One finding that is quite consistent, however, is that

gains on state tests far outpace gains on low-stakes

measures of the constructs measured by the high-

stakes test. As noted earlier, one of the challenges in

evaluating the effects of high-stakes testing is the like-

lihood that the scores on the tests used in high-stakes

testing systems will become distorted as a result of the

high stakes. This phenomenon is known as score infla-

tion, a term that refers to gains in test scores that are

not accompanied by commensurate gains in the con-

struct the test is designed to measure. The discrepant

trends that are typically observed when comparing

high-stakes testing gains with gains on low-stakes

measures provide evidence of score inflation. If gains

on a high-stakes mathematics test, for example, actu-

ally reflected an increase in students’ mathematical

knowledge and skills, their scores would be expected

to rise on another mathematics test, assuming a reason-

able degree of overlap in content.

The detection of score inflation is not as simple as

comparing two trend lines, however. Gains on a high-

stakes test may fail to generalize to another measure

of the same construct for a variety of reasons, includ-

ing substantive differences in the definition of the

construct. For example, the fact that the National

Assessment of Educational Progress score gains do

not correspond perfectly to state high-stakes test-score

gains undoubtedly reflects, to some degree, the differ-

ent sets of standards and specifications used to con-

struct each test. Moreover, a conclusion that scores on

a particular test are inflated depends, in part, on one’s

definition of the construct being measured—for exam-

ple, whether mathematics achievement is thought to

encompass only the material included in a state’s

published standards or whether it is considered to be

broader. Still, the extremely large discrepancies that

are typically observed strongly suggest the presence

of score inflation regardless of how narrowly one

chooses to define the construct of interest.

There are also questions about how high-stakes

testing affects members of specific groups, such as

low-income students or English language learners.

Teacher and principal surveys suggest that NCLB’s

requirement for reporting separately by subgroups has

led to an increased focus on the achievement of stu-

dents who in the past had sometimes been ignored.

But there is also evidence that district and school per-

sonnel may try to keep the scores of low-performing

students from counting, by taking steps such as retain-

ing students in grade or classifying students as having

certain disabilities that exclude them from testing.

Such steps are more difficult to take in the context
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of many NCLB-inspired accountability systems that

require almost every student to be included, but they

represent a possible risk stemming from high-stakes

testing policies. Researchers have also expressed con-

cerns that test-based graduation or promotion policies

will lead to increased dropout rates, but the evidence

on that outcome is inconclusive.

Ensuring Appropriate
Use of High-Stakes Testing

High-stakes testing has increasingly become a central

feature of the public education system in the United

States, and public school students can now count on

encountering dozens of high-stakes tests throughout

their years in school. Similarly, nearly every teacher,

principal, and district superintendent working in a pub-

lic school or district is affected by these tests in some

way. Because of their widespread use and impacts, it

is critical that steps be taken to promote appropriate

use of these tests and the information they produce.

The National Research Council Committee on Appro-

priate Test Use pointed out that the value of high-

stakes testing must be weighed against any potential

negative consequences arising from such test use and

against other information that could be used to make

similar decisions. It is possible, for instance, that the

use of a test to make a decision about course assign-

ment will lead to certain negative consequences but

that the consequences that would result from making

that decision without the test-score information would

be worse. Each high-stakes testing system should be

evaluated in light of the particular context in which it

is situated, and the validity and appropriateness of

each specific use of test scores arising from that sys-

tem should be carefully considered.

Several organizations have published guidelines or

standards for appropriate use of tests under high-stakes

conditions. Perhaps the best known of these are the

Standards for Educational and Psychological Testing,

published in 1999 by the American Educational

Research Association, the American Psychological

Association, and the National Council on Measure-

ment in Education. One of the most important and

widely discussed standards is that a single test score

should not be used for important decisions but rather

should be combined with other information. This stan-

dard, which is often described as a requirement for

multiple measures, has been interpreted in different

ways. The spirit of the standards requires a compensa-

tory system, in which low scores on one measure can

be offset by good performance on other criteria, but

that has not been followed consistently. Providing

examinees with multiple opportunities to take the test

(or equivalent forms of it) is consistent with the stan-

dards but is not generally considered sufficient to meet

the requirement for multiple measures.

The standards also require evidence of the test’s

validity for the specific purpose for which it is being

used. A test that has been shown to promote reason-

ably valid inferences when used for one purpose might

not necessarily be appropriate for other purposes.

There is often a temptation to use a single test for mul-

tiple purposes, particularly when educators believe

they are forced to devote too much time to testing. As

a result, schools and districts often use tests to make

decisions that those tests were not necessarily designed

to support. State accountability tests, for example, are

now frequently used to make decisions about course

placement even though states and districts have not

gathered the necessary evidence to ensure such deci-

sions are sound and lead to desirable outcomes.

Validity evidence should demonstrate that a partic-

ular test measures what it is intended to measure and

that scores are not unduly influenced by extraneous

(or ‘‘construct-irrelevant’’) conditions or attributes of

the examinees. The likelihood that scores will be

strongly affected by construct-irrelevant factors is of

particular concern for students with disabilities and

for students who are taking a test in a language other

than the language they speak at home. As a result of

NCLB’s requirements for nearly universal student

participation in testing, students in both of these

groups are increasingly being included in state testing

programs. States and other developers and users of

tests bear the responsibility for ensuring that the tests

are appropriate measures of the intended constructs

for these students and that any accommodations or

modifications made to the tests do not adversely affect

the tests’ validity.

One factor that influences the validity of informa-

tion from high-stakes testing programs is the way

scores are reported. This is particularly true when

stakes are attached to the attainment of a specific tar-

get. In such cases, the method used for designing

a performance measure can create incentives that

encourage certain behaviors and discourage others.

The NCLB approach to measuring AYP provides

a good example. It provides incentives for educators

High-Stakes Testing 469



to pay attention to the achievement of traditionally

low-performing subgroups of students, such as those

with disabilities. Because it relies on the percentage

of students scoring above the ‘‘proficient’’ threshold,

it also creates incentives to focus on students who

have the highest probability of moving above that

threshold. Also, because it relies, for the most part, on

scores at a single point in time rather than measuring

gains, some educators have argued that the targets

are unrealistic, an attitude that, if widely held, could

adversely affect the quality of teachers’ responses to

the accountability provisions.

Another important consideration when evaluating

the appropriateness of high-stakes testing is whether

students have had sufficient opportunity to learn the

material on which they are being tested. This is partic-

ularly important for tests with serious consequences

for students, such as those that determine whether

a student receives a high school diploma. For account-

ability tests that have consequences for educators

rather than students, the issue of sufficient opportunity

to learn is not as clear-cut, but there is still a need for

policymakers who design those testing systems to

ensure that educators have access to the resources

(e.g., curriculum materials) needed to meet the goals

that are set up for them.

Perhaps the most critical point to keep in mind

when designing a high-stakes testing system or evalu-

ating the effects of such a system is the well-known

maxim that ‘‘what you test is what you get.’’ When

incentives are attached to test scores, it is likely that

the behaviors of test-takers and those who educate

them will be shaped by the specific content and for-

mat of the test, often in ways that test developers and

users might not anticipate. Efforts to monitor the

effects of high-stakes testing systems can help miti-

gate negative outcomes and can inform future test and

accountability system development.

Laura S. Hamilton

See also Assessment; Criterion-Referenced Testing; No

Child Left Behind; Standardized Tests; Validity
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HISPANIC AMERICANS

Hispanics, also known as Chicanas/os or Latinas/os,

are the largest ethnic minority group in the United

States. In 2001, the U.S. Census reported that

Hispanics constituted 12% of the U.S. population,

with 66% of these identifying as Mexican-heritage.

However, this percentage underestimates the large

number of Hispanics that enter the United States ille-

gally and are routinely missed by census workers.

By 2015, Hispanics will constitute the majority

school-age population in the southwestern states, and

dramatic increases in the school-age population of

Hispanics in the South and the Midwest will be evi-

denced. Hispanic students are receiving much atten-

tion by researchers, educators, policymakers, and the

media because, with the exception of the first wave of

Cuban immigrants who came to the United States

after Fidel Castro rose to power in 1959, as a group,
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Hispanics have the highest rates of academic difficul-

ties and school dropout of any ethnic group in the

United States. They are also severely underrepresented

in higher education and in professional occupations.

Despite controversy, many states concerned with His-

panic students’ educational performance have increased

funding and outreach to enroll young children in pre-

school enrichment programs such as Head Start and

offer Hispanic families English classes and tips and

strategies for supporting their children’s schooling.

Yet, many Hispanic children not only enter kindergar-

ten with lower literacy and numeracy skills than their

European- and Asian-heritage classmates, but they are

also more likely to be held back from promotion to

first grade. As they move through the K–12 grades, the

gap between the educational accomplishments of these

three ethnic groups continues to widen. Although

African-heritage students also have poorer academic

trajectories than European- and Asian-heritage students,

as a group they are doing better academically than His-

panic-heritage students. Only Native American-heritage

students perform as poorly or more poorly than Hispanic

students in the K–12 grades; Native American-heritage

students are also even less likely to attend and graduate

from college and pursue graduate education and profes-

sional degrees.

Hispanics are also underrepresented in higher edu-

cation and are less likely to have college-based educa-

tional goals than are other immigrant groups. For

example, in California, the state with the largest His-

panic population, Hispanics constitute 40% of high

school graduates, but only 6% are academically eligi-

ble to attend the University of California, the most

prestigious public university in the state. Moreover,

although recent statistics suggest that the number of

Hispanics enrolled in college has increased dramati-

cally in the past few decades, more careful analyses

of these data have shown that most of this growth has

occurred in the community college population and

that a large proportion of Hispanic community college

students either do not complete their degrees or, when

they do, often do not transfer to 4-year universities.

This bleak educational picture is troubling to south-

western states with high proportions of Hispanic chil-

dren and youth because it forecasts a future in which

these states will lack a sufficiently trained workforce

to meet their needs for skilled labor and professionals.

As businesses that traditionally employed unskilled

and semi-skilled workers, such as canneries, factories,

and electronic, garment, and other types of assembly

plants, move to Latin American and Asian countries

that provide cheaper labor and allow them to compete

with Asian imports, states that have a high density of

Hispanics also worry about how their already strained

welfare systems will be able to absorb the steady

stream of Hispanic immigrants, many of which enter

the United States illegally and are the subject of

charged debates at the local, state, and federal levels.

Research and policies aimed at understanding and

improving this bleak picture of Hispanic students’ edu-

cational performance and futures must first acknowl-

edge the diversity of the Hispanic population in the

United States and the diversity of Hispanic students’

educational trajectories. The low grades and achieve-

ment test group averages mask the success of a large

number of Hispanic-heritage students who excel in

school, attend prestigious universities, and become pro-

minent professionals and politicians. Indeed, a major

research trend since the 1990s has been to study the fac-

tors that promote the academic success and professional

trajectories of Hispanic students. The following sections

present an overview of the sources of diversity in

Hispanic students’ academic achievement and educa-

tional pathways and summarize relevant theory,

research, and practice.

Who Are the Hispanic Students?

The label Hispanic includes individuals from Central

and South America and the Caribbean Islands.

According to the 2001 U.S. Census, the largest groups

of Hispanics identify as Mexican heritage (66%,

22 million), Cuban heritage (4%, 1.3 million) or

Puerto Rican heritage (9%, 3 million). There are an

additional 3.8 million Puerto Ricans living on the

island that became a U.S. territory in 1989 and who

are thus also U.S. citizens. Social class is a central

source of diversity in Hispanic students’ academic

performance and educational aspirations, because it

plays an important role in the educational values and

practices these students bring to school. Considerable

research has shown that students whose family values

and goals and social interaction and other behavioral

practices match those of the school perform better

than do students for whom these dimensions of home

and school are discontinuous or in conflict. Because

U.S. schools typically emphasize middle- and upper-

class values and behavioral practices, poor and work-

ing-class students are often at a disadvantage and

must learn new expectations and behaviors when they

Hispanic Americans 471



come to school that their middle- and upper-class

peers already take for granted.

The poor academic performance of Hispanic stu-

dents relative to other ethnic minority groups is due,

at least in part, to the fact that they are more likely to

come from poor and working-class recent immigrant

families in which parents have low levels of education

and who, despite their high educational aspirations for

their children, lack information about how to help

their children succeed in U.S. schools; for example,

information about the requirements for high school

graduation and attending college. The burden of com-

municating this information is often placed on tea-

chers and counselors in underresourced schools or on

the students themselves, many of whom lack the cog-

nitive sophistication necessary to chart their educa-

tional future. Cuts in federal and state funding for

academic enrichment or outreach programs for stu-

dents from ethnic groups with low high school gradu-

ation rates that are also underrepresented in higher

education provide further challenges to the educa-

tional futures of Hispanic students.

The problematic educational future of Hispanic stu-

dents and the political and public outcry and ambiva-

lence toward helping these students succeed in school

are due, at least in part, to the continued influx of

Hispanic immigrants into the United States that has

increased dramatically in the past decades. Most of

these recent immigrants are unskilled or semiskilled

laborers and refugees leaving war and poverty in their

home countries, most notably El Salvador, Nicaragua,

Guatemala, Haiti, and the Dominican Republic. A

much smaller group of immigrants includes white-

collar and professional workers from South America,

most notably Argentina, Chile, Uruguay, and Peru.

These recent immigrants constitute approximately

30% of the current Hispanic population of the United

States. Despite the differences in their country of ori-

gin, social class, and educational levels, these recent

immigrants endure the sacrifice of leaving behind

family, the dangers of immigration, and the hardships

of trying to make it in a new country because they

share the dream that America is a land of opportunity

and that with hard work and education, one can

achieve whatever one desires. Although the realities

of living in poverty and in a country that is increas-

ingly hostile to immigrants can tarnish this dream,

many recent Hispanic immigrants still hang on to

their view of education as the key route out of pov-

erty. Their children also enter school sharing their

parents’ high educational aspirations, but by the end

of middle school many, especially boys, no longer

expect to finish high school or attend college.

Mexican-heritage students have the highest rates of

academic difficulties and school dropout and the

lowest rates of completion of 4-year colleges of any

Hispanic group in the United States. Yet, Mexican-

heritage students are themselves diverse. Many

U.S.-born Mexican-heritage students self-identify as

Chicana/o to signal their allegiance to the political

movement of resistance against mainstream American

values that occurred between the 1960s and 1990s,

when many Mexican-heritage individuals, typically

youth and young adults in California and Texas,

embraced their Aztec roots and repudiated the Ameri-

can values imposed on them by what they viewed as

an illegal conquest by the United States of Mexican

territories. Since then, Chicanas/os have been vocal

about the lack of representation of Mexican-heritage

history and culture in the U.S. K–16 curriculum. Their

actions have led researchers, policymakers, and edu-

cators to recognize and investigate the importance of

identity, motivation, and school climate in Hispanic

students’ school achievement and educational path-

ways. Research has shown that identification with

their culture of origin and viewing ethnic identity as

central to their sense of self can act as protective fac-

tors for Hispanic students and provide the resilience

that they need to cope with racism and discrimination

at school and the larger society. This protective func-

tion has emerged more consistently for girls than for

boys, suggesting the need to consider gender-related

processes and mechanisms in Hispanic students’ resi-

lience and academic performance and pathways.

Importance of Geographical Location

Hispanic students’ geographical location in the United

States must also be considered when describing and

explaining their school performance and pathways.

Most Cuban- and Caribbean-heritage students live in

Florida, most Puerto Rican–heritage students live

in the Northeast (most notably New York City),

and most students of Mexican American and Central

American heritage live in the Southwest. Evaluations

of Hispanic students’ academic performance and

trajectories must thus clarify the geographical region

of focus as well as disaggregate the performance of

Hispanic students in different urban and rural school

settings. The neighborhood contexts of large urban
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school districts, such as New York City and Los

Angeles, also need to be considered because, as

argued so convincingly by Rubén Rumbaut, Alejan-

dro Portes, and others and captured by their concept

of segmented assimilation, these receiving neighbor-

hood contexts determine the slice of American values

immigrants are exposed to and come to regard as

mainstream. Hispanics attending public schools in

Hollywood and wealthy suburbs of New York City

will experience different school climates, American

values, and statuses within their peer group than His-

panics attending school in East Los Angeles and

Spanish Harlem. Hispanic students who attend public

school in wealthier neighborhoods will more than

likely be a minority, be less likely to be exposed to

historical and cultural aspects of their heritage, may

consider ethnicity less central than other dimensions

of identity, and may be less aware of issues of privi-

lege and discrimination than their Hispanic counter-

parts who attend school in less privileged, resourced

schools. Yet, within these schools, in which Hispanic

students are often the majority, they may achieve the

power and status within their peer group that they

lack in more privileged settings, and this positive eth-

nic identity and status may serve as a protective factor

that promotes resilience and academic achievement

for those students who manage, with the help of their

family, friends, and teachers, and community agents,

to sustain their dreams of attending college and attain-

ing professional careers.

In the Midwest, Chicago has historically had the

largest Hispanic population, but several midwestern

states are experiencing dramatic increases in their

Hispanic-heritage school-age population as a result

of Hispanic families seeking jobs in the meat pack-

ing industry. The South, especially Georgia, North

Carolina, and South Carolina, are also experiencing

dramatic increases in the Hispanic school-age popula-

tion as Hispanic families migrate to these states from

initial entry points of Florida, Texas, and California in

search of employment and less-hostile attitudes than

those they encountered in these three receiving states.

These three states continue to be the typical entry points

not only because of their proximity to the Caribbean

and Mexico but also because like other immigrant

groups, Hispanics immigrants often join family and

friends who are already in residence. These social net-

works are crucial for obtaining employment, housing,

and informing parents about the requirements of school

registration, medical services, and other resources that

are essential for children and adolescents’ success in

school. We now consider how immigration and varia-

tions in attitudes toward school associated with their

country of origin affect Hispanic students’ patterns of

educational performance and achievement.

Diversity Due to
Hispanics’ U.S. Immigration History

Most recent Hispanic immigrants came to the United

States either voluntarily in search of a better economic

and educational future or as political refugees from

the continued political strife in Central America,

South America, and the Caribbean. In contrast, many

Mexican-heritage students in the Southwest are descen-

dants of the Mexican families who became U.S. citi-

zens in 1848 following the Guadalupe Hidalgo treaty

that annexed the southwestern states to the United

States and displaced them from their lands and made

them an often unwilling part of the colonial labor

force. Descendants of these families are considered

involuntary immigrants because they did not choose to

become U.S. citizens; identification with the Chicana/o

or the Latina/o label is one indication of this resistance

and involuntary status. Puerto Ricans who have been

active in the movement to grant Puerto Rico sover-

eignty from the United States also consider themselves

involuntary immigrants. As proposed by John Ogbu

and his followers, their perception of voluntary and

involuntary status can affect Hispanic students’ aca-

demic achievement and aspirations.

In their landmark ethnographic and case studies,

John Ogbu, Marcelo Suarez-Orozco, and their fol-

lowers found that often, voluntary immigrants per-

form better in school and have higher educational

aspirations than involuntary immigrants. The better

educational performance of recent voluntary immi-

grants presents an educational paradox because these

foreign-born Hispanic students have fewer educa-

tional resources than their long-term U.S.-born

Hispanic classmates. For example, especially in the

case of Caribbean, Mexican, and Central American

families, parents often have limited education, typi-

cally some elementary school or at most middle

school; do not speak or read English; live in danger-

ous, low-income neighborhoods; and work long hours

in menial jobs that prevent them from supervising

their children, helping with homework, and parti-

cipating in parent-involvement activities at school.

Researchers that built on these landmark ethnographic
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and case studies have shown that these voluntary

immigrant students’ strong cultural identification with

their home countries, the centrality of their ethnic

identity, and their determination to succeed academi-

cally to repay their parents’ sacrifices are important

assets that help them succeed academically. Their

older siblings are also important ‘‘culture brokers’’

that socialize them into their new school system, help

them with homework, and often sacrifice their own

educational goals to help their younger siblings suc-

ceed academically.

Although it has confirmed the educational assets

of recent voluntary Hispanic immigrants identified by

qualitative researchers, quantitative research that has

included larger, more representative national samples,

such as the National Education Longitudinal Study of

1988, has also revealed the diversity of voluntary immi-

grant Hispanic students’ academic performance. Many

of these recent immigrants experience academic

difficulties and school dropout and are performing

more poorly in school than their U.S.-born Hispanic

classmates.

Immigration History and
Generation of Immigration

Regardless of whether Hispanic students are voluntary

or involuntary immigrants, the historical period in

which their families emigrated to the United States

and also their generational status must be considered

when assessing Hispanic students’ school perfor-

mance and educational goals and pathways. For

example, the first wave of Cuban immigrants typically

were middle- and upper-class well-educated profes-

sionals, whereas the Cuban families who emigrated to

the United States in the 1980s as part of the Mariel

Boat Lift Amnesty, known as Marielitos, and those

who emigrated in the early 1990s due to economic

hardship brought about by the disintegrating Soviet

Union’s reduction of its support of the Cuban econ-

omy were mostly low-income and poorly educated.

Although they typically had to leave their material

possessions and wealth in Cuba and, as is common-

place for immigrants, their professional degrees were

not acknowledged in the United States, their middle-

and upper-class origins and educational credentials

were important assets for this first wave of immigra-

tion Cubans. First-wave-of-immigration Cubans cur-

rently are well-respected middle- and upper-class

professionals and politicians, and their children have

performed so well academically that they are no lon-

ger considered by the U.S. federal government to be

underrepresented in higher education. In contrast,

Marielitos’ educational trajectories are more problem-

atic because they typically lack the educational and

social-class know-how or capital of first-wave Cuban

immigrants.

Like the Marielitos and subsequent Cuban immi-

grants, the majority of recent immigrants from Central

America, Mexico, and other Caribbean nations typi-

cally are low-income and poorly educated families

who came to the United States in search of work and

a better education for their children. They often settle

in rural areas in the Southwest or in dangerous, low-

income neighborhoods in large cities, such as East

Los Angeles and Spanish Harlem in New York City.

The majority of Mexican immigrants are from the

states of Jalisco, Michoacán, and Guanajuato, and

Central American immigrants typically come from

Guatemala, El Salvador, Nicaragua, and, increasingly,

Honduras. Unlike the Caribbean refugees, many of

these recent immigrants are undocumented, and

their undocumented status affects their schooling by

creating a climate of fear and danger that often leads

to frequent moves and changes in schools, well-

documented correlates of poor academic performance

and school dropout. Also, although their undocu-

mented status does not prevent these students from

attending public K–12 schools, it limits their chances

for enrollment in community colleges and public uni-

versities because many require social security num-

bers for admission and because only U.S. residents

and citizens are eligible for state and federal financial

aid packages. Although some states are currently

considering legislation that will allow long-term

undocumented students who complete high school in

the United States to enroll in community colleges and

4-year state universities, this proposed legislation is

not without controversy.

Despite their low economic and educational capi-

tal, their parents’ high educational aspirations and

support and the students’ sense of obligation to their

families are important educational assets for recent

Hispanic immigrant students. Their high educational

goals and aspirations lead many of these families to

prioritize education over chores and other family-

sustaining activities and motivate their children to

persist in school despite poor grades or negative

experiences such as racism and discrimination or low

academic achievement. These sources of external
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motivation and, in particular, their sense of obligation

to their families may play a more important role in

Hispanic students’ persistence in school than the

intrinsic sources of motivation often associated with

European- and Asian-heritage students’ educational

achievement. Researchers have shown that high-

achieving Hispanic students who enroll in prestigious

private and public universities often attribute their

success to their families, want to graduate to make

their families proud, often send part of their financial

aid monies home to their families, and are committed

to serving as educational role models for their youn-

ger brothers, sisters, and other relatives. Of the ethnic

minority students enrolled in college, Hispanics are

the most likely to attribute their academic success to

the mentoring of an older sibling. Many of these stu-

dents, especially females, also state that whether or

not they had attended college, their older siblings con-

vinced their parents to allow them to attend college

even when the college of their choice required that

they live away from home.

Not all immigrant Hispanic families prioritize edu-

cation over activities that sustain the family. As the

realities of living in poverty in a country that is

increasingly hostile to immigrants take root, parents

may begin to rely on older children to help with

chores and obtain employment to help the family’s

survival, thus negatively affecting their children’s

educational performance. As their children proceed

through the elementary and middle school and per-

form poorly academically, many immigrant Hispanic

parents also abandon their high academic aspirations

for their children in favor of expectations that they

view as more realistic because they do not require

college degrees and are attainable during or soon after

high school graduation, such as beautician, mechanic,

or sales clerk. Parents view these occupations as

acceptable because they are often better than the

menial jobs they themselves perform and are steady

sources of income that will allow their children to

break the cycle of poverty and support their own

families.

Second- and third-generation Hispanic students,

especially males, often have a more skeptical view of

education as a way out of poverty. As they move

through adolescence and acquire the cognitive sophisti-

cation to understand issues of hierarchy and privilege,

these students become aware that because of racism

and discrimination, their educational credentials will

not accrue them the same opportunities accrued by

their European-heritage and, to an extent, Asian-

heritage peers. Research has shown that for some

Hispanic students, this awareness leads them to disen-

gage from school and construct an identity that views

succeeding in mainstream racist institutions, such as

school, as undesirable. In contrast, other Hispanic stu-

dents use their awareness and experiences of racism

and discrimination as motivators to succeed in school

and prove the racists and gatekeepers wrong. More

research is needed to identify the characteristics that

differentiate adolescents who pursue positive or nega-

tive educational pathways as a reaction to awareness

of privilege and discrimination in society.

Hispanics in Higher Education

Although Hispanics are severely underrepresented in

higher education, their participation in community

colleges and universities has improved. Increases have

been sharper for first-generation students; that is, stu-

dents who are the first in their family to go to college.

These students often commute to local community

colleges or 4-year state universities and often work

part time or full time to pay for their studies or aug-

ment loans and financial aid packages. As a group,

these first-generation students are more likely to drop

out of college after their first year or to take longer to

finish their degrees than non-first-generation students.

Reasons for their more challenging educational trajec-

tories include their often weaker high school aca-

demic preparation, their work and family obligations

that prevent them from taking advantage of educa-

tional supports offered by their college, and their

higher propensity for feeling that they do not belong

at the university, a feeling brought about by their dif-

ficulties establishing a supportive group of college

peers. Establishing a supportive peer and friend group

at college takes time and energy, and the academic,

work, and family demands experienced by many first-

generation students make it difficult for these students

to develop supportive college friendships. Yet, consid-

erable research has shown that these supportive peer

networks are crucial for the adjustment and academic

success of first-generation college students.

Hispanic students who are not the first in their fam-

ilies to attend college are more likely to do well and

graduate. Many of these students are the children of

middle- and upper-class Hispanic immigrant or U.S.-

born parents who are themselves college graduates.

Their children enter college with adequate academic
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high school preparation and unburdened by work and

family obligations because their parents are able to

finance their educational and living expenses. Thus,

their academic trajectories resemble those of their

European- and Asian-heritage peers. Because past

research has emphasized the educational trajectories

of Hispanic students who are the first in their families

to attend college, not much is known about the col-

lege trajectories of Hispanic students from middle-

and upper-class professional families. Because these

students represent a substantial proportion of Hispanic

college graduates and professionals, investigating the

factors that promote their success will be important

for improving the educational trajectories of poor and

working-class Hispanic students.

Margarita Azmitia
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Motivation; Immigration; Parental Expectations
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HIV/AIDS

In 1981, medical literature first described an unusual

constellation of symptoms in five young homosexual

men in Los Angeles. Subsequent reports described

similar symptoms in residents of other cities, such as

San Francisco and New York, not only among men

who were having sex with men (MSM) but also

among individuals who injected drugs and in people

with hemophilia. These cases suggested that the

cause was in the blood and was transmitted by sexual

contact, sharing infected drugs, or receiving blood

donations. In September of 1982, the Centers for Dis-

ease Control and Prevention (CDC) published a case

definition using the current name acquired immune

deficiency syndrome (AIDS).

It is now known that AIDS is caused by the human

immunodeficiency virus (HIV). The virus can be

transmitted when infected blood or bodily fluids

(including semen and vaginal secretions) gain access

to the bloodstream of an uninfected person. HIV can

also be transmitted to babies during pregnancy or

delivery and through breast-feeding.

Being HIV-positive is not the same as having AIDS.

A person with HIV can look and feel healthy for many

years. Over time, HIV weakens the immune system,

and the ability of a person to fight ailments diminishes.

Consequently, persons living with HIV/AIDS are sus-

ceptible to ‘‘opportunistic’’ infections such as bacteria,

protozoa, fungi, and viruses. HIV becomes AIDS when

the CD4+ cell count drops below 200. The progression

of HIV to AIDS is different in every person. New med-

ications have revolutionized treatment for HIV/AIDS

and have extended the life of people with HIV/AIDS.

These medications do not cure HIV or AIDS; rather,

they delay the progression of the disease and treat oppor-

tunistic infections. AIDS became the leading cause of

death for people between the ages of 25 to 44 years old,

although new medications have cut the AIDS death rate

dramatically.

In the United States, the CDC estimates there are

1 to 1.2 million people living with HIV/AIDS; about

one quarter of these people do not know that they

476 HIV/AIDS



have the virus. Men represent 75% of HIV infections.

In the past, transmission was mainly via MSM and

injection drug use, but in recent years heterosexual

intercourse has become the predominant mode of

transmission. Biologically, women are more suscepti-

ble than men to heterosexual infection, and HIV is

increasing more rapidly among women than men.

Another change is the racial and ethnic distribution of

HIV. Initially HIV/AIDS disease affected mainly

White Anglos; now the vast majority of new cases in

the United States occur among Blacks, Hispanics,

and, more recently, Asians. Few new cases are attrib-

uted to blood transfusions because of safety measures

that have been implemented. A few studies show that

there are different strains of HIV. Right now, there is

much evidence of HIV1, and cases of HIV2 are rare.

With no cure for HIV/AIDS in sight, scientists are

working to develop a vaccine.

In the absence of a cure or vaccine, the best hope

for combating the HIV/AIDS epidemic is prevention. It

is recommended that people who are sexually active

use protection for every sexual act, and get tested peri-

odically. In totally monogamous couples who have both

tested negative after an extended period of 100% pre-

caution, it is recommended to use protection for every

sexual act outside the couple. The use of clean needles

is recommended for people using intravenous drugs. A

variety of behavioral interventions have been developed

for specific risk groups. Definitions of ‘‘risk’’ extend

beyond the spheres of the individual and the couple and

include contextual factors such as community and soci-

etal factors. Poverty, discrimination, substance use or

abuse, and violence have been recognized as risk fac-

tors, particularly in communities of color.

Claudia L. Moreno
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HOME EDUCATION

Home education (U.K. term), or homeschooling (U.S.

term), describes an education based in the home

rather than in an institution and one that is facilitated

by parents rather than teachers. Whereas a school edu-

cation takes place in a specific location, home-based

education is likely to have a more transient focus as

parents and children make educational visits, attend

social gatherings, and join other group activities out-

side the home. Though school is the most widely pre-

ferred form of education for the majority of families

and governments, home education in the United King-

dom, the United States, and many other nations is

a fundamental right that parents are at liberty to

implement.

The Law

The U.S. Constitution does not regulate homeschool-

ing; this is left to the individual states. According to the

Christian organization Home School Legal Defense

Association, approximately half of U.S. states have lit-

tle or no regulation; the other half have moderate to

high legislation. Those states with little regulation

require parents only to inform them of their decision to

homeschool, whereas states with moderate to high

legislation require the submission of test scores. The

age at which compulsory education begins for children

varies between 5 years of age and 8 years of age

depending on the state.

In the United Kingdom the law permitting home

education makes home education equal in legislation

with school education. Section 9 of Education Act

1996 requires that the parents of a child of ‘‘school

age shall cause him to receive efficient full-time edu-

cation suitable: (a) to his age, ability and aptitude,

and (b) to any special educational needs he may have,

either by regular attendance at school or otherwise.’’

In the United Kingdom there is no clear definition

of ‘‘an education’’ and no clear guidance from the

Department of Education regarding what an education

should look like. This can lead to confusion and

misunderstanding between home educators and their

local authorities. More recently in the United King-

dom, the Children Act 2004, strengthened by Statu-

tory Guidance 2007, has placed a duty on local

authorities to safeguard children’s welfare, and the

distinction between welfare and education has become
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blurred. The Department for Education and Skills

(DfES) has issued home education guidelines for local

authorities, but these are contentious within home

education organizations and among some local

authorities.

Numbers

Numbers of home educators are hard to ascertain. In

the United States, whereas some states count home-

schoolers closely, other states are less rigorous. The

U.S. Department of Education estimates that in 2003,

there were approximately 1.1 million homeschooled

students, representing 2.2% of the school-age popula-

tion. This demonstrates a growth from 1999, when the

figures were 850,000 and 1.1%, respectively.

In the United Kingdom there is no requirement to

register as a home educator with any formal adminis-

trative body, and therefore, numbers are impossible to

calculate with accuracy. In the United Kingdom esti-

mated numbers vary between 10,000 and 170,000.

Mike Fortune-Wood, home education activist and

researcher, used a freedom of information request to

arrive at his conclusion that the figure of known

home-educated children may be about 18,100. By

extrapolating to include children not known to their

local authorities, Fortune-Wood suggests the popula-

tion may be close to 45,250 children, a figure that

represents about 0.5% of the national school-age

population. Recent 2007 figures broadly support these

figures. This latter research suggests that numbers of

home-educated children have increased threefold

since 1999.

Rapid Growth

Whereas there is evidence of a rapid growth in home

education over the past 10 years, there is less clarity

about the reasons behind this. Some sources blame

alleged poor standards in schools; others cite the pop-

ularity of individualism. In the United States, where

there are many religious families choosing to home-

school, the decision to homeschool may be strongly

related to the family’s religious connections. In the

United Kingdom religiously orientated home educa-

tors are in the minority, and home education is more

likely to be attributable to either bullying in school or

simply a lifestyle choice. Despite coming to home

education from diverse starting points, parents who

persist often come to see home education as a positive

step and enjoy the flexibility that home education

can bring.

From Birth or
Withdrawal From School

Press coverage tends to focus on children withdrawn

from schools; however, such children appear to account

for only half of all home-educated children. The ‘‘from

birthers,’’ as they have been called, represent a less

vocal group as it includes confident parents who are

less likely to approach support organizations and

unlikely to come to the attention of the media. From

the remaining 50%, half of these children are with-

drawn during their primary years. Research by Paula

Rothermel at the University of Durham has found that

these children tend to have parents who previously con-

sidered home education but who were persuaded by

friends and family to send their children to school.

Thus, when an incident arises at school, the parents

withdraw their children. This incident alone, however,

is unlikely to be the base cause for the withdrawal.

Only parents who withdraw their secondary-age chil-

dren, accounting for 25% of the overall figure, tend to

be those who never before considered home education

but who decide to home educate following a serious

incident such as bullying in school. This latter group is

more likely to include parents who are less confident,

less affluent, and often less educated than ‘‘from birth-

ers’’ and ‘‘primary-years-withdrawal’’ parents.

Children With Special Needs

Research suggests that parents of children with spe-

cial educational needs may face more opposition from

their local authorities than parents of ordinary chil-

dren. This stems from concerns that parents may not

be able to provide the appropriate environment for

their child. Parents, on the other hand, often take the

view that they are best placed to decide whether or

not they can provide what their child needs. In the

United Kingdom, difficulties with unwelcome local

authority intervention have led some parents to avoid

the statementing process, whereas others have none-

theless welcomed the funding a Statement of Special

Educational Needs (SEN) can bring. Rothermel’s 2002

research found that 20% of parents who withdraw chil-

dren from mainstream schooling do so because of what

they describe as ‘‘mismanagement of SEN at the

school.’’ Tiny Arora, educational psychologist with
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responsibility for home education in Sheffield, United

Kingdom, has also found that parents who home edu-

cate withdraw their SEN children because of the

school’s failure to meet their child’s needs.

Shift Over Time

In all groups there tends to be a shift over time in the

family’s approach to education and lifestyle. Gener-

ally, whatever the starting point, families tend to

move toward less acceptance of societal norms. It is

not uncommon for families to graduate to questioning

health issues and to become more politically skeptical

as home education progresses. Research in the United

Kingdom shows that where initially the father may

have been the main breadwinner or where both par-

ents may have worked full time, once they begin to

home educate, both parents may work part time to

ensure division of labor in the home and time spent

with the children. Arora has also highlighted a shift in

focus as parents of children with special educational

needs grow in confidence in their own ability to home

educate.

Children in and out of School

Preconceptions about children sitting isolated at home

are outdated, as are ideas about families steadfastly

adhering to home education come what may. In real-

ity, it is not unusual to find that a home-educating

family will include children both in and out of school.

The parents may start home educating one secondary-

age child as a result of an incident at school, while

continuing to school their other children. Alterna-

tively, a child who has never been to school may

decide to try school, and this might, in turn, lead to

another sibling asking to go to school. Families who

home educate all their children from birth or school

age through to the end of compulsory education are in

the minority. Home education is characterized by

a motivated, reactionary, and child-led, but not arbi-

trary, style of parenting.

Academic Results

Both in the United States and the United Kingdom,

research has found that home-educated children do

well on standardized tests. Rothermel has found,

moreover, that outside school, working-class children

fare no worse academically than their more affluent

peers. Of particular interest is the finding that some of

the children achieving high scores learn in unstruc-

tured ways and with little, if any, work undertaken

while sitting at a table. A DfES meta-study by Charles

Desforges and Alberto Abouchaar in 2003 found that

parental involvement is central to achievement after

all other factors are taken into account. Therefore, it

is hardly surprising that home-educated children, with

their inherently involved, committed parents, do well.

Just as home education correlates positively with aca-

demic outcome, it would be prudent to conclude that

all children, in or out of school, with hands-on, inter-

ested parents are likely to do well. The finding that

state-school children nationally do not do as well as

their home-educated counterparts is likely to be more

a comment on the standard of school education rather

than a tribute to home education.

U.K. research has found that in school, cognitive

challenges take up just 1% of lesson time. The U.K.

Office of National Statistics has shown that the

amount of time that parents spend caring for their

child is an average of just 32 minutes a day. These

data contrast with home education where cognitive

challenges and parental input are characteristic fea-

tures. Home education, with its individually paced,

child-centered approach to learning, can provide time

for children to absorb, assimilate, and understand

challenging problems. School-based research suggests

that when children are given the time to explore ideas

for themselves and digest information at their own

pace, they benefit more than they do in situations where

the information is delivered didactically and soon

forgotten. Karmilloff Smith in the United Kingdom has

generated ideas about ‘‘incubation’’ periods, whereby

children take time to absorb and unravel problems

presented to them.

Social Skills

Research on both sides of the Atlantic Ocean shows

that homeschooled students demonstrate good social

skills. Rothermel’s U.K. research has suggested that

home-educated children are less inclined to manage

criticism well, and this has been associated with the

environment of positive attribution in which these

children learn. In terms of socialization, as home edu-

cation increases in popularity, so too do opportunities

to interact with other home educators. In the United

States homeschooling is a well-known phenomenon,

and social contact between homeschooling families is
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common. Similarly, in the United Kingdom most com-

munities include home educators, although attendance

at regular events is likely to involve traveling some

distance. U.K. research shows that parents consider

that their input in terms of ensuring opportunities for

socialization is an essential factor in successful home

education.

With the growth of activities before and after school,

many home-educated children can join music groups,

sporting events, Brownies, Guides, Cubs, Scouts, cadets,

and community-based after-school groups, together with

swimming, dancing, and drama groups. Although there

will be some children who do not have access to such

opportunities, home education is generally characterized

by a level of parental commitment that makes inclusion

in community groups with both home- and school-

educated children increasingly likely. In the United

States and the United Kingdom in particular, Internet

networks bring home educators together for social gath-

erings and support. Together with the more traditional

phone ‘‘tree’’ to disseminate notices and the growth in

home education, home-educated children rarely need to

be socially isolated.

The Process of Home Education

There are three basic styles of home education:

1. Child-led. These families tend to take each day as

it comes and to follow the children’s lead. Autono-

mous education, or ‘‘unschooling’’ as it is called in

the United States, has the central tenet of child-

directed learning (as opposed to child-centered),

whereby children determine what, when, how, and

why they learn. The children follow their own

interests entirely, with encouragement and facilita-

tion by parents.

2. Mixed. These families will adopt more of a shared

approach to learning. The parents may expect some

formal input from the children but will also follow

the children’s lead in giving them plenty of free-

dom to decide for themselves what they want to do.

3. Parent-led. It is more likely that these children will

follow a purchased curriculum, and their parents

will make all decisions about how the children’s

days are organized.

The overall format for home education is character-

ized by liquidity and flexibility. All three approaches

tend to be child centered in that the education revolves

around the individual child or children’s needs. This

child-centered ethos is unrelated to the degree of for-

mality adopted. Families often use different approaches

for different children; thus, whereas one child may pre-

fer a workbook or curriculum-led education, another

child may respond better to a more liberal style. Par-

ents tend to adapt their approach depending on the

child’s age. Rothermel has found that families who

have recently withdrawn children from school tend to

follow a curriculum initially, relaxing this over time as

they move to a child-led approach. In contrast, parents

of children who have been home educated from birth

tend to move from the informal to the formal, that is,

the reverse of parents who have withdrawn their chil-

dren from school. In approaching exams, children typi-

cally prefer a more formal path. About one fifth of

British home educators maintain a clear structure to

their children’s home education, one half describe

themselves as informal in their approach, and the

remainder employ a mixed approach.

Families who home educate their children from

age 5 to 16 years make up the minority and are often

those with larger families. Within home-educating

families, children who, over the compulsory education

years, experience a school and home education mix,

make up the majority (this would need retrospective

research to fully establish this). North American data

from Brian Ray suggest that homeschooled children

are more interested in reading, politics, and commu-

nity activities than are non-homeschooled children.

Deschooling

Deschooling is the term often used for the process

of effectively ‘‘deprogramming’’ children following

experiences at school. This term exists only among

families who have removed a child from school, usu-

ally because of trauma of some kind. At one end of

the spectrum, deschooling may take the form of chil-

dren simply learning that they do not have to ask per-

mission to go to the toilet, but more usually the term

describes a period of up to a year during which chil-

dren are given the space to ‘‘move on,’’ following

a period of unhappiness, such as having been bullied

at school. Deschooling is more commonly associated

with secondary-age children who find the shift from

institutional, didactic education to a self-motivated

home education more difficult than younger children

do. The deschooling process is a therapeutic and phil-

osophical approach that has little empirical research
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attached to it although it is often discussed. For a fuller

understanding of the underlying deschooling philoso-

phy, the work most quoted is Ivan Illich’s book,

Deschooling Society.

Home Educators

The stereotypes of home educators are that either they

are hippy rebels or hot housing fanatics. Typically,

they are referred to as if they were a ‘‘type’’ of parent.

In fact, home educators tend to have little if anything

in common with each other beyond their decision to

home educate and their desire to take full responsibil-

ity for their children. This desire to take control or

responsibility is similar whether parents are Catholics,

atheists, or Jews. However, the homogeneity stops

there. Home educators experience between-family dif-

ferences that will often prevent anything more than

superficial friendships forming for the purpose of pro-

viding shared opportunities for their children (e.g.,

arranging educational visits and taking advantage of

cheaper school rates). There are intergroup differ-

ences—for example, Muslim groups may join up with

secular groups to co-provide educational activities for

their children, but the two groups may have nothing

else in common. The home education movement is

made up of an eclectic mix of people whose overrid-

ing sense of responsibility leads them to relationships

with those with whom they ordinarily would not

share anything in common. This willingness to join

forces to take advantage of educational rates on activ-

ities is a feature peculiar to home education. Home

education is not a homogenous activity but is under-

taken in different ways by different people, even

within groups (e.g., religious groups). There are,

however, national groups and national Web sites that

add cohesion to the movement and give it a relatively

powerful voice.

U.K. research shows that at least 20% of home-

educating parents have no postschool qualifications.

However, of those professional parents, the largest

group (13%) of is made up of school teachers and

college lecturers. Approximately 10% of home edu-

cators are employed in manual work, such as machi-

nists, laborers, truck drivers, and factory workers.

Research evidence suggests that less-educated par-

ents who home educate their children often resume

their own education with renewed vigor, once faced

with the prospect of keeping pace with their

children.

Home Education Around the World

Although home education exists in many countries,

in Europe at least, the largest population of home

educators is in the United Kingdom. Most European

countries make home education possible, although in

Germany it remains illegal. In Australia home educa-

tion has seen rapid growth over the past decade. In

New Zealand the education authorities have accepted

that the education provided through home education

is generally a good one, with over 90% of students

reviewed considered to be taught at least as regularly

and well as in a registered school. Moreover, in New

Zealand parents can, if they wish, receive an annual sti-

pend to home educate starting at about �290 for the first

child and lesser amounts for subsequent children. The

home education community in New Zealand represents

a good mix of religious and secular home educators.

However, the world leader is the United States, where

the federal government has, in recent years, lent strong

support to the homeschool movement.

Potential Problems

Pressures on Parents

British research shows that the most common pres-

sures cited by families who home educate are other

people’s opinions, not being accepted in their commu-

nity and the ensuing isolation that this brings, parents

not having enough time for themselves, financial wor-

ries, the exhausting and time-consuming nature of

home education, and the potential lack of resources.

Some parents also say they feel pressured by the

responsibility of home educating. Despite the pres-

sures linked to home education, research suggests that

home-educated children grow into capable adults and

that many of them choose to home educate their own

children.

Other People’s Opinions
and Sense of Isolation

The sense of isolation and lack of acceptance in

the local community can cause children to suffer,

making them feel awkward and shy. It is not uncom-

mon to hear home-educated children complain about

they way the feel they are being interrogated by stran-

gers on the street during school hours. Some of this

may be well-meaning interest, but too often it causes

distress to children and increases their sense of being
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different. Sometimes members of the public assume

the children have special needs, and questions about

reading and writing are common.

Lack of Time for Parents Alone

Parents of older children can sometimes negotiate

with their children for some time alone, although this

does remain a contentious issue where younger chil-

dren are involved. Parents who continue to home edu-

cate come to accept lack of time for themselves as an

inevitable aspect of home education. Many parents

find it difficult to cope without sufficient personal

time, and this can certainly place a strain on relation-

ships within the family, who after all, are in much

closer contact than would be the case in a family with

children who go to school.

Financial Worries

When parents home educate their children, finan-

cial pressures tend to either remain, or be absorbed,

into the culture of the family. Generally speaking,

home-educating families live on one income and are

less well off than families whose children attend

school. However, 2003 DfES research shows that

parental income is not a predictor of poor attainment.

Rothermel’s research has found that home-educating

families tend to enjoy themselves. The value of happi-

ness has been addressed by economists, such as Richard

Layard, who have translated happiness into positive

financial terms. Thus, although home-educating fami-

lies are likely to be less well off financially, there may

be some compensation in terms of the children’s

contentment and academic attainment. Moreover, U.S.

research by Brian Ray suggests that homeschooled

children are happier in their adult lives than schooled

children.

Exhausting and Time-Consuming
Nature of Home Education

Research from Australia by Rosanne Trevaskis in

2006 has identified maternal overload as a problem

in home education because of the commitment and

responsibility that so often fall to the mothers. How-

ever, in the United Kingdom both mothers and fathers

express concerns over this issue. This pressure can be

reduced when families get together and share some

of the associated responsibilities. Some local groups

meet weekly, and parents can relax in a group care

situation. Often home-educated children attend activi-

ties that allow the parents to take a break from parent-

ing, although much depends on the ages, number, and

needs of the children.

Lack of Resources

Concerns over resources are overcome as families

share resources, ideas, discount cards, and so forth. The

increasing use of e-mail discussion groups by home

educators has led to a further sharing of resources.

Pressure to Perform

Home educators known to their local authorities

often feel under pressure to demonstrate that their chil-

dren are achieving to the standard that they would if

they were at school. However, the list of research that

has found home-educated children to perform as well

as, and often better than, their schooled counterparts is

growing. This body of research has consistently shown

that home-educated children can do well both socially

and academically. This is in spite of the often informal

atmosphere in which such children learn. As yet, so

far as I am aware, there has been no research that

has shown home education to be detrimental to chil-

dren’s academic, social, and psychological well-being.

Research with adults who were home educated as chil-

dren demonstrates successful outcomes in terms of

these adults’ ability to make a positive contribution to

society. Nevertheless, local authorities do sometimes

put particular pressure on parents who feel less sure of

their decision, and this pressure sometimes leads to

parents ceasing to home educate. In the United King-

dom about 40% of families who home educate their

children may not be known to their local authorities,

and one of the reasons why families choose not to

make themselves known is because of the pressure that

so often comes from contact with local authorities.

Late Readers

Home-educated children may appear to make

slower progress with their reading and writing than

schoolchildren. This is usually because their parents

prefer to let them learn at their own pace. This atti-

tude is sometimes, but should not be, confused with

schools’ poor readers, whereby the children may be

experiencing real problems with their reading. Many
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home educators adopt this slower-pace approach to

reading and writing, and there is no research evidence

to suggest that this method, in the context of home

education, leads to later problems. Home education–

based research shows that late readers soon catch up

with their earlier reading peers, often becoming keen

readers. Nevertheless, for some parents, having a child

aged between 6 and 10 years who cannot read, can

and does lead to criticism of their decision to home

educate and to labels of dyslexia. The research shows

that these late readers become competent and avid

readers.

Family and Friend Pressures

Rothermel’s 2002 research shows that friends and

families, particularly in the early days, can put home-

educating parents under considerable pressure to meet

standard expectations. As new home educators build

friendships within the home-educating community,

the force of this pressure diminishes, but initially it

can cause a great deal of distress and some families

decide not to continue with their home education.

Disagreement between spouses over home education

can be debilitating for the entire family. For example,

the mother may want to home educate while the

father needs further persuasion. Often there is an

agreement to see how it goes for 1 or 2 years.

Children Labeled by Others as Hyperactive

Families who make an early decision to home edu-

cate focus their ideas in a different way than do fami-

lies of children who are destined for school. For

example, without the anticipation of starting school,

there is usually no preparation for preschool, often lit-

tle attempt to prepare for early writing and reading,

and no pressing need to train the child to sit still and

concentrate. Thus, at 4 or 5 years old, when school-

children are usually able to write and read a little and

sit for periods at their tables engaged in teacher-

directed activities involving concentration, the home-

educated child of this age can still be at a play-based

stage, where he or she is not required to sit and learn

or raise a hand to ask a question. It can seem that

these children are hyperactive and unruly, unable to

engage in proper activity. Not all home-educated chil-

dren are like this, but for children from families who

adopt the ‘‘learn at their own pace’’ philosophy, this

is not unusual.

Formal Qualifications

In the United Kingdom, children who are home

educated are able to take the same formal educa-

tional qualifications as schoolchildren. However, in

practice this often requires strenuous efforts on the

part of the parents in negotiating the minefield

of taking exams outside school. In response to the

growing demand for this service, numerous organi-

zations have sprung up. The topic of access to quali-

fications has been the subject of a Westminster

Adjournment Debate (May 13, 2003) at which the

Minister said, ‘‘The playing field should not be

uneven’’ for home-educated children wanting to take

exams. However, at a second Westminster Adjourn-

ment Debate on home education (May 4, 2004),

Sir George Young pointed out to the Minister that

despite promises of a level playing field, the situa-

tion had not improved and that taking examinations

for external candidates could be prohibitively expen-

sive. Those who home educate their children during

their secondary years report that there are plenty of

resources available for children in this age group,

although taking the General Certificates of Secondary

Education (GCSEs) and A levels outside a college or

sixth form can be expensive, and home-educated

children often opt into the formal system part time at

this point by entering a sixth form or further education

college.

Divorced and Single Parents

There is evidence of families split by divorce still

continuing to home educate. While this is easier and

more stabilizing for the children when both parents

continue to cooperate in home-educating their chil-

dren, the available evidence indicates that the sole

home-educating parent can, dependent on his or her

support networks, continue to home educate with suc-

cess. Although most home-educating families involve

two parents, in the United Kingdom about 10% are

single-parent families.

Transition to School

Transition to school is not known to cause prob-

lems. Research looking specifically at children’s tran-

sition from home to school and from school to home

education has found that children moving from home

education into school tend to adjust well when tea-

chers are professional and considerate. Parents who
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decide to send their children to school usually believe

that it is in the children’s best interests. However,

some parents choose to send their home-educated

children to school through what they perceive as

a necessity. This may be because one parent is to take

on full responsibility for the children and needs to

work, for example, following a separation. Home edu-

cation can be suitable for some children, some of the

time, and families are likely to follow their own and

their children’s needs, rather than steadfastly pursuing

a home-educating agenda regardless of circumstance.

Criticisms

Critics of home education focus on the damage it

will do to the children; for example, the lack of qua-

lifications (in the British system), lack of exposure

to diversity, absence of socialization skills, and the

potential difficulty entering mainstream life. How-

ever, there is, as yet, no research evidence to support

this viewpoint. In the United Kingdom concerns

have been raised that home education could serve as

a cover for child abuse, although the DfES has

accepted in writing that it has no evidence to support

this concern at this time. Nevertheless, concerns

about abuse have been linked to the obligations set

out in the Children Act 2004, and the DfES has

come under pressure for lobby groups to tighten the

regulations surrounding home education. There is

evidence that some local authority officers and

health workers are adopting the counterview that

home education is itself a form of abuse. Neverthe-

less, it is a fact that in the United Kingdom and the

United States, most children do attend school; not

attending school is likely to attract fierce criticism

from some quarters. Rothermel’s research shows that

the main disadvantage of home education is ‘‘other

people’s opinions.’’

In the United Kingdom home-educating families

often report that they feel vulnerable to criticism by

school-based educators on the issue of their children’s

socialization and assumed isolation. This exposure to

criticism may well stem from the lack of information

held by local authorities and government about home

educators. The situation for home educators is that in

the absence of any substantive evidence to the con-

trary, their situation remains open to speculation. As

long as there remains a lack of standardization and

cooperation in local authorities’ approach to families,

home educators are likely to resist registration and

investigation. At least in schools, evidence can be col-

lated to support or dispute a claim, but this is not the

case for home education.

Increasingly there are criticisms of home education

as promoting separation anxiety. However, for a child

to be diagnosed with separation anxiety he or she needs

to meet the Diagnostic and Statistical Manual of

Mental Disorders (Fourth Edition, Text Revision)

(DSM-IV-TR) diagnostic criteria, which amount to more

than a child’s preference to be home educated. For

diagnosis a child would be expected to exhibit ‘‘devel-

opmentally inappropriate and excessive anxiety con-

cerning separation from home or from those to whom

the individual is attached,’’ and this would be evidenced

by three different behaviors set out in DSM-IV.

Criticisms of home education research often center

on the fact that much of the U.S. research uses Chris-

tian samples, and that in many cases, particularly in

the United Kingdom, families are not randomly selec-

ted for participation because home educators are not

required to register their home education nor undergo

any summative assessment on a national scale; their

data cannot, therefore, be plucked from a database. In

contrast, school-educated children are both registered

and tested, and their attainment data are stored elec-

tronically and can be accessed without the express per-

mission of the children or their parents.

In the United States the prominent education

commentator Michael Apple is a vocal critic of home-

schooling, arguing that the commitment and motiva-

tion of homeschooling parents could be better used

in making a positive investment in schools, rather

than withdrawing their potential contribution to the

common good as they do when they choose to home-

school. Similar theoretical arguments against home-

schooling have been voiced by North Americans

Chris Lubienski and Rob Reich.

Paula Rothermel

See also Alternative Academic Assessment; Early Child

Care and Education; Learning; Learning Communities
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HOME ENVIRONMENT AND

ACADEMIC INTRINSIC MOTIVATION

Academic intrinsic motivation (AIM) is defined as the

enjoyment of school learning characterized by a mas-

tery orientation, curiosity, persistence, task endogeny

(i.e., pleasure in and orientation toward learning and

task involvement), and the learning of challenging,

difficult, and novel tasks. It concerns pleasure derived

from the process of learning without receiving exter-

nal or extrinsic consequences. Its significance for

children’s learning and development has been increas-

ingly acknowledged over the years due to extensive

research indicating that children with higher levels of

AIM are more competent in the academic domain

from early childhood through early adulthood. Such

children show higher achievement on standardized

tests as well as teacher-assigned grades, greater sense

of academic competence, lower academic anxiety,

less extrinsic orientation to learning, and higher edu-

cational achievement as young adults. AIM has also

been shown to be related to aspects of home environ-

ment, indicating that the roles of parents and home

stimulation are exceptionally important to facilitating

its development. This entry elaborates on specific

relations between home environment and AIM and

discusses interventions for, and implications of,

enhancing such academic motivation in children and

adolescents.

To study the development of children’s AIM,

a psychometrically sound, published instrument

was developed, called the Children’s Academic

Intrinsic Motivation Inventory (CAIMI), which

divides AIM into four subject areas (reading, math,

social studies, and science) as well as for school in

general. Research employing this instrument, con-

ducted within the Fullerton Longitudinal Study

(FLS), is discussed as it has provided an empirical

basis investigating the relationships between AIM

and home environment. In addition, there has been

other research on allied types of academic motivation

indicating the importance of parents and the home

environment; such findings are briefly described

as well. This entry concludes with intervention

suggestions based on the role of home environment in

the development of children’s AIM.

Conceptualizations

Academic Intrinsic Motivation

AIM, as defined in the previous section, is based

upon three theoretical foundations, each having impor-

tant implications for the role of environment in its

development. These include cognitive discrepancy,

competence/mastery, and attribution.

Regarding cognitive discrepancy theories, intrinsic

motivation is viewed as the result of encountering stim-

uli that do not match existing cognitive structures,

thereby creating motivation to reduce this discrepancy.

Stimuli and learning materials that produce cognitive

discrepancy can be expected to produce intrinsic moti-

vation in the form of curiosity or exploration. Such

stimuli would include those that are novel, complex,

incongruous, surprising, and experiential.

Competence/mastery theories of intrinsic motiva-

tion concern children’s experience of effectiveness in

interaction with their environment. Children seek to

interact effectively with their environment, and to the

extent that they experience mastery, intrinsic motiva-

tion is enhanced. Central to this theory is the child’s

sense of being in control, that is, being a causal agent

or influencing the environment by producing successful

and noticeable outcomes. Activities may be considered

broadly, including play, interactions with toys, learning

materials, or individuals such as parents, peers, or tea-

chers. Experiences that enhance competence/mastery

intrinsic motivation include responsiveness of play

materials and the social environment, parental provi-

sion of effectance feedback (i.e., competency informa-

tion) to the child, and availability of materials and

activities at an optimal level of challenge relative to the

child’s developmental abilities.

The attribution approach concerns the impact of

extrinsic consequences for learning on intrinsic moti-

vation. Provision of extrinsic consequences is external

to the learning process and therefore not derived from

learning per se. Such contingencies have important

consequences for the development of intrinsic motiva-

tion because they affect the child’s perception of the

reasons for their engagement in an activity. If children

perceive being engaged in an activity in order to

receive an extrinsic consequence (e.g., money, toys),

their focus of motivation is likely to shift from the
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process of learning to the receipt of the outcome.

Hence, their sense of intrinsic motivation would be

reduced. However, if the extrinsic consequence aug-

ments the child’s sense of competence, then intrinsic

motivation is not likely to be adversely affected.

Therefore, one’s perception of intrinsic motivation is

an outcome of the individual’s interpretation of the

extrinsic consequence, that is, whether the extrinsic

consequence is viewed as the reason for learning or as

an indication of the sense of competence. Research on

this theoretical emphasis has concentrated on the role

of extrinsic consequences for learning, including tan-

gible rewards and praise.

Home Environment

Home environment comprises distal and proximal

variables. Distal variables, such as socioeconomic status

(SES), provide an index of a family’s relative demo-

graphic position but no direct information concerning

the quality or quantity of the home environment experi-

ences to which the child is exposed or the nature of envi-

ronmental processes as they may influence children’s

development. These latter process aspects of home envi-

ronment are referred to as proximal variables and include

the cognitive, social-emotional, and physical stimulation

available to children in the home as well as family inter-

personal relationships.

Relationships Between
Home Environment and

Academic Intrinsic Motivation

Fullerton Longitudinal Study

The role of both distal and proximal home environ-

ment variables has been studied in relation to the

development of AIM in the Fullerton Longitudinal

Study (FLS), a contemporary, ongoing, prospective

investigation, which began in 1979 with 130 1-year-

olds and their families and has continuously assessed

the participants and their families through childhood,

adolescence, and currently into early adulthood. The

retention rate of participants was substantial, with no

less than 80% of the original sample returning at any

assessment. AIM was assessed from ages 9 through 17

using the CAIMI, an instrument developed to measure

the cognitive discrepancy, competence/mastery, and

attribution aspects of AIM. Both distal and proximal

home environment variables have been continuously

assessed from infancy through adolescence. Distal vari-

ables include SES, parental educational level, and

aspects of parental employment. Proximal home envi-

ronment was measured with standardized instruments

encompassing direct observation in the children’s

homes, standardized inventories, and parental survey.

Analyses indicate both short- and long-term relations

between these home environment variables and AIM.

Research Findings

Most of the available research findings concentrate

on proximal home environment. This is because anal-

yses of socioeconomic status, parental education, and

parental occupation found only inconsistent and low

relationships between these variables and children’s

AIM. In fact, in a longitudinal analysis of the role of

proximal environment, that is, cognitively stimulating

home environment on children’s AIM, it was found

that when homes were higher on provision of intellec-

tually stimulating activities, children’s AIM was

significantly higher from childhood through early ado-

lescence, and this occurred above and beyond their

family’s SES. Therefore, the provision of proximal

cognitive stimulation in the home is important for the

development of children’s AIM, and not the family

SES per se.

One of the areas studied in the FLS concerns the

impact of parental motivational practices on AIM and

academic achievement. When children were age 9,

parents’ task-intrinsic and task-extrinsic motivation

strategies were assessed using the Parental Motiva-

tional Practices Scale. Examples of task-intrinsic strat-

egies are encouraging children’s persistence in school

work and exposing children to new experiences. Exam-

ples of task-extrinsic strategies are rewarding children

with money or a toy or removing a privilege. Results

showed that these parental motivational practices were

significant for children’s current and subsequent AIM

a year later, as well as for subsequent achievement.

Specifically, findings supported the prediction that

when parents use task-intrinsic motivational strategies,

children will have higher AIM, whereas when parents

use task-extrinsic strategies, children’s AIM will be

lower. Furthermore, parents’ motivational strategies

had an impact on children’s AIM and academic

achievement a year later. Hence, findings showed that

there was a long-term influence of parental motivational

practices on children’s motivation and achievement.

Children’s AIM and achievement are facilitated when
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parents encourage children using intrinsic motivational

strategies, whereas parents’ use of extrinsic strategies

has adverse effects on AIM and achievement.

Another study concerned the role of cognitively

stimulating home environment on children’s AIM.

This investigation focused on the short- and long-term

relationships between proximal home environment

and AIM from childhood through early adolescence.

Proximal home environment consisted of the amount

of cognitive stimulation available in the home (active

stimulation, learning opportunities, and intellectual-

cultural activities) as measured through direct obser-

vation of the home (including parental interview and

observation of the social and physical home environ-

ment) as well as surveys completed by the parents.

Examples of items from the home observation

included (a) child has ready access to a library card,

and family arranges for the child to go to the library

once a month; and (b) family provides lessons or

organizational membership to support child’s talent.

Examples of items from parent survey include avail-

ability of musical instruments and magazines, extra-

curricular lessons, parental expectation of child’s

achievement, discussions of political and social issues,

and interest in cultural activities such as art, music,

literature, and museums. In this study, home environ-

ment and SES were measured at age 8. AIM was

assessed from ages 9 through 13. Results showed that

a cognitively stimulating home environment was a sig-

nificant, positive predictor of AIM through age 13.

Furthermore, a cognitively stimulating home environ-

ment had continuous effects on later motivation, as it

predicted subsequent motivation through its impact on

earlier motivation. When SES was added to the analy-

ses, environment continued to independently and sig-

nificantly affect later motivation. Therefore, when

home environment is more cognitively stimulating,

children have greater intrinsic motivation for learning,

regardless of their SES. These findings clearly indi-

cate that home environment is a potent factor for chil-

dren’s development of AIM and for sustaining AIM

through early adolescence. Specific proximal environ-

mental processes within the family setting contribute

to the development of AIM beyond the distal variable

of SES. Because AIM is positively related to chil-

dren’s academic effectiveness, it is essential that the

home be conducive to stimulating AIM.

As part of the FLS research program, two groups of

adolescents have been distinguished on the basis of the

consistency of their AIM over time: the motivationally

gifted and the motivationally at-risk. These groups

were formed on the basis of consistent evidence of

either extremely high or low levels of AIM through-

out adolescence, respectively. These two groups

were found to have distinctly different levels of aca-

demic competence, with the motivationally gifted

showing pervasively high academic effectiveness

and the motivationally at-risk evidencing low aca-

demic competency. The role of parental motivational

practices, as related to these two motivational

groups, also was examined. Because prior research

indicated differential relationships between task-

intrinsic and task-extrinsic parental motivational

strategies and children’s AIM, the goal of this

research was to determine if parents of motivation-

ally gifted and motivationally at-risk children differ-

entially use intrinsic and extrinsic motivational

strategies. Results revealed significantly different

strategies used by parents of the motivationally

gifted versus at-risk groups. When the children were

age 9, parents of the motivationally gifted used sig-

nificantly fewer extrinsic strategies, whereas parents

of the motivationally at-risk group used significantly

more extrinsic strategies. At age 17, motivationally

gifted adolescents perceived their parents as using

significantly more intrinsic strategies, with parents’

reports being consistent. On the contrary, at age 17,

motivationally at-risk adolescents perceived parents

as using significantly fewer intrinsic strategies.

Fathers reported using significantly fewer intrinsic

strategies, and mothers reported significantly more

extrinsic strategies. Motivationally at-risk children

are likely to receive significantly more extrinsic and

fewer intrinsic parent motivational strategies, a pat-

tern expected to result in reduced AIM. On the other

hand, the reverse was true for motivationally gifted

children whose parents used significantly higher

intrinsic and lower extrinsic motivational practices,

a pattern expected to facilitate their children’s AIM.

Hence, motivationally gifted and at-risk students

were exposed to differential parenting messages,

which had important consequences for their AIM

development.

Specific Subject Areas

Using the CAIMI, the role of proximal environment

in the development of AIM for specific subject areas

has been investigated. This is particularly important in

view of a significant developmental trend obtained
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across subject areas in this research program. AIM sig-

nificantly declines across the school years, from the

elementary through the high school years, as do virtu-

ally all forms of academic motivation. This is a perva-

sive finding in the literature, as well as in the FLS.

Reading and math are fundamental subject areas, and

these show significant declines. The developmental

decline in intrinsic math motivation is significantly

predicted by the decline in math achievement from

childhood through adolescence. This alarming finding

creates even greater urgency to determine significant

pathways between home environment, AIM, and

achievement, as home environment may play a role in

ameliorating these declining trends.

The research findings described earlier (i.e., that

parents’ use of motivational strategies significantly

influences children’s AIM and achievement) were

obtained across all subject areas and for school in

general as assessed by the CAIMI. Similarly, the find-

ing that a cognitively stimulating home environment

significantly influences AIM above and beyond SES

was also obtained for all subject areas and school in

general on the CAIMI. Because AIM relates to

achievement, whatever can be done to increase paren-

tal facilitation of motivation is likely to facilitate chil-

dren’s achievement.

Because of the need to enhance children’s literacy

and reading achievement, the role of home environ-

ment in children’s reading intrinsic motivation has

been investigated within the FLS. Access to literacy

environments that encourage reading engagement is

essential, and the home environment can be expected

to be one such context. Given this framework,

research has been conducted to determine the impact

of the home environment on children’s reading AIM

in the FLS. With regard to the availability of the

home reading environment, the following proximal

environmental variables have been found to be posi-

tively related to reading AIM: variety of experience

and maternal involvement (15 months); stimulation

of academic behavior and variety of stimulation

(39 months); educational stimulation (5 years); level

of parental aspirations for the child’s educational

attainment (5 and 7 years); emotional and verbal

responsivity of the environment, encouragement of

maturity, active stimulation, educational aspirations,

developmentally supportive physical environment,

encouragement of achievement, encouragement of

persistence and curiosity and involvement in reading

activities (8 years); and mothers’ expectations of,

and importance placed on, the child’s achievement

(9 years). Furthermore, examination of causal rela-

tionships between home environment and reading

motivation and achievement revealed the following:

(a) The amount of time parents spent reading to chil-

dren during infancy and the preschool years had

a direct, positive impact on reading AIM as well as

reading performance; and (b) availability of reading

materials (books, newspapers, magazines) directly

influenced reading achievement, and this, in turn,

influenced reading motivation. Overall, across the

research, a stimulating home environment has been

found to be positively related to AIM and achievement

across subject areas and to have causal relationships

with AIM and achievement, indicating its importance

as a possible point of intervention.

Others have corroborated the importance of home

stimulation for a child’s reading AIM. In a study of

fourth- and fifth-grade schoolchildren, two groups of

readers were identified: avid and non-avid. Avid read-

ers engaged in more leisure reading outside of school

than did non-avid readers. Compared to non-avid

readers, avid readers were found to have significantly

higher pleasure inherent in reading as measured by

the reading scale of the CAIMI, and their parents

were significantly more engaged in sharing reading

activities with them. These activities included going

to the library and reading with the child, giving books

as gifts, and encouraging the child to read. These find-

ings are important, as they generalize findings across

study populations and indicate that parental practices

play an important part in the children’s practices and

their reading AIM.

Autonomy Provision
and Parental Beliefs

A major parenting dimension shown to facilitate

the development of AIM is the degree of control

afforded children in the home. When children have

input into decision making, they are being granted

personal autonomy. This aspect of home environment

is an important factor in academic motivation. The

greater the autonomy parents allow their children, the

greater is the children’s intrinsic motivation and self-

determination. For example, in the study described in

the previous section regarding parental motivational

practices, task-intrinsic strategies included encourag-

ing independence and mastery of schoolwork and

having children answer questions on their own. These
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strategies allow children to be more autonomously

engaged in their schooling, hence supporting the

development of AIM. This parental style is to be dis-

tinguished from parental provision of consequences

that are extrinsic to the learning per se, as these serve

to control behavior rather than allow for children’s

autonomy.

There is agreement among researchers that par-

ents’ provision of autonomy-oriented environments is

positively related to children’s academically related

intrinsic and self-determination motivation. Praising

children for learning may have positive or adverse

effects on intrinsic motivation depending on whether

the praise is perceived as promoting a child’s sense

of autonomy or, conversely, as controlling a child’s

behavior thereby resulting in the discounting of intrin-

sic motivation. The role of praise has been given

a great deal of study, as it is pervasively used to

socialize children. Whereas parental praise may be

well intended, its effect on motivation depends on the

degree of control versus autonomy that both the mes-

sage and delivery convey to the child. For example,

when children are praised for succeeding at easy

rather than difficult and challenging tasks, or when

they are compared to others rather than being recog-

nized for their own competencies, their intrinsic moti-

vation is likely to suffer as a result.

Additionally, parental beliefs and expectations

regarding children’s achievement strivings, goals, and

motivation have been shown to be important for the

development of AIM, achievement motivation, and

academic achievement. Such beliefs may include par-

ents’ perceptions of their children’s abilities and inter-

ests within subject area domains, concepts of gender-

role appropriateness of particular subject areas (such

as reading and math), the values parents hold regard-

ing the desirability of achievement in academic

domains, or parents’ own interests in particular areas

that they may then communicate to their children.

The more positive the parental values, expectations,

and views of the child’s likelihood of success in

academic activities, the greater should be the child’s

academic motivation and achievement. The role of

parental expectations of success and perceptions of

their children’s interests, abilities, and effort has been

extensively studied, including in the FLS, and results

converge on finding positive relationships between

parents’ beliefs and expectations regarding their

child’s success and the child’s academic motivation

and achievement.

Intervention Strategies

Based on the data that proximal home environment has

positive and significant relationships to AIM as well as

academic achievement, and that many of these rela-

tionships support causal interpretations (i.e., that par-

ents influence children’s motivation and achievement),

recommendations for parental interventions can be

advanced. Indeed, many such intervention recommen-

dations have been made, and these are summarized

herein. It is important to look again at the three theoret-

ical foundations for AIM because according to their

principles, they would implicate different intervention

strategies. These foundations are cognitive discrepancy,

competence/mastery, and attribution.

Interventions that would follow from the cognitive

discrepancy perspective focus upon provision of mate-

rials and activities that provide adequate and moderate

challenge to children’s already existing knowledge

and motivation in order to stimulate them to grow

beyond these. Specific recommendations include being

a careful observer of children’s interests and level of

engagement in tasks so as to determine the appropriate

activity or material that would further stimulate the

child by providing optimal cognitive discrepancy.

Variety of experience is likely to be successful inas-

much as it provides opportunities for children to be

exposed to many areas, to pique new curiosities, and

to challenge the child appropriately. Parents should

gradually increase the challenge level of materials and

follow the child’s lead.

Interventions that would facilitate the competence/

mastery approach emphasize developing a positive

sense of competency that emerges from children

being successful in interacting with their environment

and in achievement situations. Children’s experiences

as causing positive outcomes in the environment play

an important part in the development of competency

perceptions. Play is an important activity that can be

an important source of competency development. This

context allows children to explore their world without

imposed limits. Play provides an opportunity for chil-

dren to experience feedback from the environment in

a setting free from evaluation. Parents should also

interact with children to provide them with positive

responsiveness.

The attribution approach is most likely to be

aligned with the promotion of autonomy perceptions.

To the extent that external contingencies, including

praise, serve to promote a perception that the child is
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working for the reward, or is being controlled by the

reward, AIM is likely to be reduced. Conversely, to

the extent that parents facilitate autonomy strivings of

their children, AIM is likely to be enhanced. Whereas

parents may often mean well when they provide chil-

dren with rewards for achievement, and certainly

schools emphasize this type of incentive, this strategy

may backfire because perception of the controlling

aspects of rewards reduce AIM. Hence, when used,

external contingencies and praise should emphasize

children’s competencies rather than engagement in

the activity for the purpose of receiving the reward.

Allowing children choice in the selection of learning

activities would enhance attributions of autonomy

rather than control, and should be encouraged by

parents.

Finally, interventions should be tailored to specific

subject areas of motivation that are particularly strong

or weak in a student. Using an instrument such as the

CAIMI can provide a basis for this determination by

observing patterns of motivation across subject areas

and school in general. Particular strategies may help

to support already strong areas and develop relatively

weak areas.

Adele Eskeles Gottfried

See also Family Influences; Intelligence and Intellectual

Development; Learning; Motivation; Parental

Expectations
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HOMELESS FAMILIES

Families with children are the fastest-growing home-

less population, although statistics vary between one-

half million and a million homeless families in the

United States on any given night. Homeless families

currently account for about 40% of the homeless

population. Homelessness is on the rise in indus-

trialized nations around the world. In this entry, dis-

cussion of family homelessness is centered on the

experiences of homeless families in the United States,

which are somewhat generalizable to other industrial-

ized nations but are inapplicable to nonindustrialized

nations torn by wars, famine, disease, and other cata-

strophic conditions precedent to homelessness.

Definitions of Homelessness

Definitions of homelessness have changed over time,

reflecting public opinion, social values, and economics

of time and place. In the early 1900s, skid-row resi-

dents, vagrants, and people without social networks

and resources were considered homeless—heart and

hearth were considered together; after World War II,

‘‘acceptable’’ quality of housing became the standard,

moving toward definitions of homelessness that equate
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it with houselessness. By the 1960s definitions had

changed to attribute homelessness to people with no

fixed address. Homelessness emerged as a major social

problem during the 1980s, under the Reagan adminis-

tration. In the 1980s, the definition shifted again so that

people were considered homeless if they had no private

sleeping quarters, regardless of whether that sleeping

place changed from day to day.

The Stewart B. McKinney Homeless Assistance

Act of 1987, codified in 42 United States Code Anno-

tated (USCA) Section 11302(a), defined a homeless

person as an individual who lacks a fixed, regular,

and adequate residence or a person who resides in

a supervised residence, shelter, welfare hotel, transi-

tional program or place not ordinarily used as regular

sleeping accommodations, such as streets, cars, movie

theaters, or abandoned buildings. In addition, indivi-

duals who are staying in their own or someone else’s

home but will be asked to leave within the next month

were considered homeless. People in jail were not

homeless, regardless of whether they would become

homeless upon release.

In 2000, the McKinney Homeless Assistance

Act was renamed the McKinney-Vento Homeless

Assistance Act. Title VII of the McKinney-Vento Act

authorized four programs: the Adult Education for the

Homeless Program and the Education of Homeless

Children and Youth Program, both administered by

the Department of Education; the Job Training for the

Homeless Demonstration Program, administered by

the Department of Labor; and the Emergency Com-

munity Services Homeless Grant Program, adminis-

tered by the Department of Health and Human

Services. Since 1995, overall funding for McKinney-

Vento programs has declined considerably and the

Job Training for the Homeless program has been

terminated.

The McKinney-Vento Act does not specifically

define homeless families, but families living in

shelters and welfare hotels are generally considered

homeless while those living in federally or locally

subsidized housing are not. Under McKinney-Vento,

homeless children and youths are individuals who

lack a fixed, regular nighttime residence or who share

the housing of other persons because of loss of hous-

ing, economic hardship, or a similar reason; are living

in motels, hotels, trailer parks, or camping grounds

because of the lack of alternative adequate accommo-

dations; are living in emergency or transitional shel-

ters; are abandoned in hospitals; or are awaiting foster

care placement. In 2001, Congress again reauthorized

the McKinney Education of Homeless Children and

Youth Program as the McKinney-Vento Homeless

Education Assistance Improvements Act in the No

Child Left Behind Act of 2002. McKinney-Vento is

equal access legislation; its purpose is to assure every

homeless child or youth receives the same educational

opportunities, including public preschool education,

as other, nonhomeless children.

In practice, homeless families are generally defined

as one or more adults accompanied by one or more

children under the age of 18. Unaccompanied youths,

such as runaways and others separated from an imme-

diate family unit (e.g., children living with family or

friends while other family members seek shelter) are

not generally included in definitions or counts of

homeless families. The 2002 U.S. Conference of

Mayors on homelessness in 25 major cities concluded

that 41% of individuals that were homeless on any

given night were members of homeless families.

Definitions of homelessness that take place within

a value system driven by economics tend to include

families with children among the ‘‘worthy homeless’’

when determining who deserves aid and assistance.

Migrant children who are living in one of the described

situations are also considered homeless under the

McKinney-Vento Act if they also meet the conditions

outlined in section 1309 of the Elementary and

Secondary Education Act of 1965. Yet, inconsistent

definitions of homelessness and diverse methods for

counting homeless people explain discrepancies in

reports of the number of homeless people and families

nationally and locally.

Causes of Homelessness

The complexity of the problem of homelessness

makes it difficult to identify its causes. It is also often

difficult to separate causes from effects. In the United

States, major natural disasters such as hurricanes in

the southern coastal states have suddenly increased the

numbers of homeless families. Governmental assis-

tance included efforts to relocate displaced families

out of shelters, in part so that shelters would still

be available to families. It is too early to know yet

whether individuals and families displaced by these

natural disasters will be significantly represented

in populations of chronically homeless people.

Foster care history, drug and alcohol abuse, family

violence, runaway, incarceration, and mental and
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physical illness can precede or follow a family’s

experiences of homelessness. Each individual situa-

tion needs to be assessed to identify causes or offer

remedies. Even so, there are some obvious, systemic

causes of homelessness: lack of affordable housing,

lagging incomes, domestic violence, and reduced

governmental services and assistance.

Lack of Affordable Housing

Researchers agree the primary cause of homeless-

ness is a lack of housing that very low-income people

can afford. The Department of Housing and Urban

Development sets the standard of ‘‘affordable’’ at no

more than 30% of family income. Millions of low-

income families pay over half of their incomes for

housing or live in severely substandard structures.

The shortage of affordable housing began in the

1970s and continues to increase. Related is the prob-

lem of delayed returns of children out of foster care

because of poor quality housing. The provision of sta-

ble housing has been the only measure ever proved to

be a solution to family homelessness.

Lagging Incomes

According to the National Alliance to End Home-

lessness, in no jurisdiction in the United States does

a minimum wage job provide enough income for

a household to afford the rent for a modest apartment.

Federal minimum wage was established as law in

1938. The period from 1997 to 2006 is the longest

phase in its history during which minimum wage had

not been adjusted. During this time, states set their

own minimum wages, higher than those established

by the federal government. Two states that report

high numbers of hungry people have responded by

leading the nation in state minimum wage increases:

Washington and Oregon.

Domestic Violence

Violence against women is a widely recognized

cause for family homelessness in all regions of the

United States. Various studies indicate that about

50% of homeless women with children report domes-

tic violence as the immediate cause of their homeless-

ness. Evictions of women who experience and report

abuse are a cause of homelessness of single-mother

families. Close to 100% of homeless mothers report

severe physical and/or sexual abuse during childhood

or adulthood.

Reduced Governmental
Services and Assistance

More and varied types of housing subsidies are

widely recognized as the single most cost-effective

measure government can take to solve the problem

of family homelessness. The Personal Responsibility

and Work Opportunity Reconciliation Act of 1996

(PRWORA) terminated a 61-year history of entitle-

ment of cash assistance to families. The 1996 revi-

sions to welfare converted Aid for Dependent

Children Emergency Assistance and work programs

to a block grant, the Temporary Assistance for Needy

Families Program, with essentially fixed funding, and

it initiated a 5-year-maximum lifetime limit on assis-

tance. PRWORA also reduced food stamp funding by

$27.7 billion, and it denied food stamp assistance to

legal immigrants. Adjustments were made in 2002,

removing some of the barriers for homeless people

and legal immigrants and giving states new flexibility

in their plans for distributions of food stamps.

Consequences and
Conditions of Homelessness
for Families With Children

Females in their late 20s with two children under the

age of 6 head the majority of homeless families.

There are many variations on this pattern of homeless

families, however, and the population of homeless

school-age children continues to grow. There are sin-

gle-father heads of households, grandparent heads of

households, and two-parent homeless families; all of

the myriad variations of family makeup would benefit

from affordable housing, minimum wage adjustments,

and improvements in the systems of government ser-

vices to poor and homeless individuals and families.

Areas in which the experiences of homelessness have

distinct, detrimental impact to people and families, are

discussed in this section.

Health

In comparison with the general population, homeless

adult family members, primarily females, experience

a higher incidence of asthma, anemia, ulcers, upper
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respiratory infections, skin diseases, and trauma-related

problems and injuries. Homeless mothers are at signifi-

cantly higher risk for HIV than are low-income housed

mothers. Alcohol and drug abuse and dependency,

tobacco use, and obesity are also significant health risk

factors for homeless mothers.

Asthma, ear and respiratory infections, diarrhea,

infectious and communicable diseases frequent to shared

living conditions, skin ailments, lice and scabies, lead

exposure, delayed immunizations, and poor nutrition

and hunger are significant health risks for homeless

children, sheltered and unsheltered. Chronic and fre-

quent illnesses of homeless children may prohibit access

to services and school attendance. There are also reports

that homeless children are at high risk for iron defi-

ciency, delayed growth, and obesity. High levels of

stress are thought to cause psychological trauma, depres-

sion, anxiety, developmental delays, and behavior pro-

blems in homeless children.

Food Security and Hunger

Traditionally, the U.S. Department of Agriculture

(USDA) used two labels for food insecurity: ‘‘with

hunger’’ and ‘‘without hunger.’’ In 2006, the agency

renamed food insecurity without hunger as ‘‘low

food security’’ and food insecurity with hunger as

‘‘very low food security’’—leaving hunger out of

the definition. Low food security is defined as

reports of reduced quality, variety, or desirability of

diet, with little or no indication of reduced food

intake; very low food security is defined as reports

of multiple indications of disrupted eating patterns

and reduced food intake. USDA rational for the

change is based on the claim that hunger is not a sci-

entifically accurate term for understanding food

security. The change was further prompted by the

USDA’s assertion that hunger is an individual, not

a household, experience. Critics believe the term

hunger has political implications, whereas the term

food insecurity does not. The consequence of

renaming food security and of not assessing hunger

is still to be determined. Predictions are that more

children will be hungry.

Disruption and Dissolution of Families

Homeless youths sometimes become homeless

because shelters discourage or do not serve families

with older children, especially male children. Families

who are homeless are sometimes able to find housing

for their children with relatives and friends, while the

parent(s) live in shelters or on the streets. Children

living with friends and relatives often have the most

profound experiences of instability, caused by separa-

tion from parents and other family members; frequent

moves between the residencies of caretakers; and

occasional stays in shelters when the informal system

of housing fails. Neglect, abuse, and family conflict

are said to account for the more than 1 million 12- to

17-year-old minors who experience homelessness on

their own. One in five homeless children is placed in

foster care, and foster care placements in families that

have experienced or are experiencing homelessness

are typically longer than placements of nonhomeless

children. Childhood homelessness is also a precursor

of adult homelessness, perpetuating the separations of

families intergenerationally. Because family home-

lessness has only recently been recognized as a major

social problem, there is not a substantial research base

with which to understand the generational impact of

homelessness. Domestic violence is often the most

immediate cause for family separations. Reunification

of families disrupted by homelessness is rare.

Education and Homeless
Families With Children

The relationship between education and family

homelessness is particularly complex: Education of

parents does not add to the predictive power of who

will become homeless. Almost half of homeless adults

had not obtained a high school diploma by age 18, and

well over half of homeless adults left school altogether

or had left school for a period of time during elemen-

tary, middle, or high school. There is also evidence

that homeless and other poor students are more fre-

quently expelled from schools. On the other hand, well

over half of homeless adults do have a high school

diploma.

Barriers to school success include lack of access to

educational services. Head Start and other publicly

funded preschool programs, gifted and talented pro-

grams, advance placement programs, special education,

family literacy programs, and programs for English

language learners have been identified as presenting

especially difficult barriers to access for homeless fami-

lies with children.

Title IX of the No Child Left Behind (NCLB) Act

requires, among other things, that the district notify
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parents in homeless situations of their child’s educa-

tional rights. General guidelines are provided to district

personnel responsible for coordinating how homeless

students are registered, enrolled, transported, linked to

community resources, and integrated rather than seg-

regated in classroom environments. Homeless stu-

dents must be allowed to enroll in school and attend

classes even if they do not have all of the required

medical records and proof of residency. To stabilize

students disrupted from their home settings, the

NCLB Act requires schools to provide transporta-

tion from shelter to school in some situations. The

importance of school as a place of shelter, stability,

structure, and accomplishment is sometimes under-

mined by systems and individual actions that inspire

children to report feeling like outcasts, invisible and

unwanted. Segregation of homeless children in spe-

cial schools or classrooms is not allowed under the

NCLB Act, except for short periods of time. Excep-

tions were also made for states already segregating

homeless students prior to 2001 (e.g., Arizona).

Private foundations have financed some segregated

schools for homeless children. Because homeless-

ness disproportionately affects children of minority

races and children who speak languages other than

English as their primary language, segregation of

children living in severe poverty is a controversial

affront to efforts to ensure educational equity to all

children.

Justifications offered for segregation is that chil-

dren who are homeless have lower academic achieve-

ment and irregular attendance, and experience more

emotional, behavior, and mental health issues than

housed children. Researchers have demonstrated that

homelessness is unlikely to result in long-term depres-

sion of children’s cognitive or motor development;

however, lack of access to education will have such

deleterious impact.

Susan Finley
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HOMEWORK

At its basic level, homework consists of tasks assigned

to students by school teachers that are meant to be

carried out during nonschool hours. In most schools

across the nation, the daily assignment of homework

is as predictable an event as the afternoon dismissal

bell. Yet this deeply rooted and quite ordinary aspect

of children’s schooling is fraught with controversy

over its purpose and benefits. Whereas teachers, par-

ents, and even students agree that homework should

play some role in schooling, both the amount assigned

and the time students should be expected to devote

to schoolwork after school remain vexing issues.

Research on the extent to which homework boosts

academic achievement has yielded contradictory find-

ings, and this has served to fuel the recent anti-

homework movement of the 1990s. Fortunately,

methodological advances in data analysis, as well as

theoretical advances in social cognition, have allowed

for a more nuanced and sophisticated understanding

of the effects homework on students’ learning and

motivation.

Studying the impact of homework on academic

achievement may seem relatively straightforward, but it

is, in fact, multifaceted. According to the model proposed

by Harris Cooper, a prominent researcher of homework,

the effectiveness of homework varies as a function of

(a) exogenous variables (student grade, subject matter,

motivation), (b) assignment characteristics (e.g., amount

and purpose of homework), (c) classroom factors (e.g.,

available resources), (d) home-community factors (e.g.,

whether students have space and materials), and (e) class-

room follow-up factors (e.g., teacher feedback). The

effects of homework on achievement can be measured
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through grades received or on the basis of whether an

assignment is completed at all. Such outcomes can be

positive or negative, assessed in the short or long

term, and can include nonacademic factors, such as

whether students are developing more efficient study

skills or are experiencing less leisure time. Viewed in

this light, the study of homework emerges as rather

complex, and the research literature reflects this

complexity.

This entry provides an overview of the current

state of researchers’ knowledge on the benefits of

homework, both academically and motivationally. In

addition, this entry describes the historical and contem-

porary context around the practice of homework, con-

siders the relationship between homework and school

achievement, addresses motivation in learning—and

more specifically, the literature on the relationship

between children’s beliefs about learning and their

school achievement—and examines research on the rela-

tionship between homework and motivation.

Perceptions of Homework,
Then and Now

The practice of homework went relatively unchal-

lenged for most of the 19th century. With the profes-

sionalization of the child study and child health

movements in the late 19th century, experts argued

that homework, with its focus on drill, memorization,

and recitation, was compromising both mental and

physical health. In particular, parents and progressive

educators were united in the view that homework

deprived children of valuable time for play and other

worthy extracurricular activities. Indeed, relatively

few high school students (8%) reported having 2 or

more hours of nightly homework.

With the launch of the Russian spaceship Sputnik in

the 1950s, serious concerns about American under-

achievement heralded the advent of the academic excel-

lence movement. Throughout the 1960s and 1970s,

homework was seen as a central means to overcome

American students’ perceived academic deficiencies. By

the 1980s, alarming levels of underachievement in Amer-

ican schoolchildren became apparent in both national and

international studies of academic performance, and edu-

cators continued to emphasize homework as central to

fostering academic achievement.

As the 20th century came to a close, widespread

media coverage of parental complaints about home-

work’s intrusion on family time prompted renewed

debate on homework’s effectiveness. Some educators

and parent groups seized on contradictory findings of

homework’s benefits at the elementary school level

and argued that the practice should be abandoned

altogether. Anecdotal stories of exhausted children,

frustrated parents, and beleaguered teachers appeared

with some frequency in the print and television

media. Interestingly, however, these reports belied

national survey data and empirical findings on percep-

tions of homework. For example, a national survey

of parents whose children attended public schools

revealed that only 10% believed their children were

assigned too much homework. Even if they have diffi-

culty helping their children, most parents agree that

this is a natural and expected aspect of parenting and

believe that homework helps to advance their chil-

dren’s learning. Teachers welcome parental involve-

ment because it fosters both home–school connections

and school success. At all ages, students acknowledge

the role that homework plays in helping them learn,

a belief that is particularly strong at the high school

level. By this time, parents, students, and teachers

agree that there is a relationship between completing

homework assignments and school achievement.

Indeed, more than 75% of teenagers believe that they

would learn more if their teachers enforced homework

policies.

Data collected as part of the ongoing studies of

the National Assessment of Educational Progress,

conducted at regular intervals by the U.S. Department

of Education, reveals information regarding how

much time students spend on homework and how

this varies as a function of age. While the percentage

of 9-, 13-, and 17-year-olds who report having

no homework has decreased since the 1980s, 20% of

9- and 13-year-olds and more than 25% of 17-year-

olds in 2004 affirmed that they are assigned no home-

work at all. At all three age levels, the proportion

reporting having less than 1 hour of homework

has increased since the 1980s (from 41% to 59% of

9-year-olds, 32% to 40% of 13-year-olds, and from

24% to 28% of 17-year-olds). At the same time, there

has been virtually no increase in the proportion of

students at any age reporting either 1 to 2, or more

than 2 hours of homework. In fact, reports of more

than 2 hours of nightly homework are at their lowest

since such data have been available (4% of 9-year-

olds, 8% of 13-year-olds, and 11% of 17-year-olds).

Although these figures may not suggest that American

schoolchildren are overly burdened with homework, it
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is important to examine the relationship between

homework and school achievement.

Relationship Between
Homework and Academic Achievement

Overall, there is a strong and positive relationship

between homework completion and academic achieve-

ment. In general, students who do more homework

have higher grades, even controlling for prior grades,

demographic background, and a variety of after-school

activities. This relationship is particularly strong at the

secondary school level. Among younger children (sec-

ond through fourth grades), however, there tends to be

a negative relationship between the amount of time

spent on homework and academic achievement. As

mentioned earlier, this finding has led some parents

and educators to argue that homework should not be

assigned to younger children.

Why should homework benefit older, but not youn-

ger, children? It appears that teachers adhere to different

beliefs about the value of homework for students at dif-

ferent ages. Elementary and secondary school teachers

alike report that they assign homework to help students

learn and to foster study and time management skills.

Relative to secondary school teachers, however, ele-

mentary school teachers place greater emphasis on

homework’s value in fostering time management. This

suggests that, in the younger grades, homework may be

viewed as more useful for the development of skills that

will pay off in the long run, and its effects on school

grades may not necessarily be observed in the short

run. Additionally, younger children may be less skilled

at ignoring distractions and focusing their attention on

their homework when they are at home, and they may

also have less effective study habits. Thus, at younger

ages, the benefits of homework may be ‘‘in the mak-

ing’’ and nonacademic in nature.

Responding to concerns over the lack of clarity

between homework and academic achievement, research-

ers have suggested that methodological weaknesses

and problematic operational definitions of achieve-

ment and homework have contributed to contradic-

tory findings on homework’s effectiveness. For

example, many experimental and quasi-experimental

studies, in which students or classes are assigned to

homework or no-homework conditions, have not

employed randomization techniques. Furthermore, it

is problematic to compare grades across classes

when teachers differ in the amount of homework

they assign. Finally, time on homework, a major var-

iable in the research, is determined differently by

different students, depending, for example, on how

motivated or conscientious students are.

Of course, the demonstrated associations between

homework and achievement outcomes do not speak to

the issue of causality. Does homework foster aca-

demic achievement, or do stronger, more motivated

students choose to do their homework? In a meta-

analysis (an analysis of many studies on this topic),

Cooper and his colleagues examined research con-

ducted over a 16-year period in which investigators

tested the causal relationship between homework and

achievement. Their analysis included studies that used

four different research designs: (1) random assign-

ment of classrooms, or students within classrooms, to

homework and no-homework conditions; (2) natural-

istic, cross-sectional studies of classrooms in which

homework was assigned; (3) naturalistic studies of the

amount of homework students do and its relationship

to achievement outcomes, controlling for other influ-

ential variables; and (4) structural equation models

that used naturalistic data from the High School and

Beyond national database.

Most of the included studies found a significant

causal relationship between the amount of homework

students report completing and their school achieve-

ment. Cooper noted, however, that each of these stud-

ies was problematic in some way, which calls into

question the claim of causality. At the same time, he

noted that this wide range of studies was not flawed

in the same way, rendering it likely that the studies do

support a causal relationship between homework and

achievement. In other words, multiple empirical stud-

ies, conducted through diverse research designs and

across multiple school subjects, have found a strong

and positive relationship between the amount of home-

work students do and their school achievement.

In addition to its apparent academic benefit, home-

work also serves a motivational benefit, in the sense

that it has the potential to foster adaptive skills that

become more critical as children advance into their

middle and high school years.

Motivational Factors in Learning

Achievement motivation refers to goal-directed beliefs

and behaviors that children display in educational set-

tings. These include both cognitive and affective fac-

tors, such as self-perceptions of ability, attributions for
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success and failure, and academic self-worth. These

motivational factors influence both the goals that stu-

dents choose to pursue and the persistence with which

they pursue them. For example, children who believe

that intelligence can grow with effort tend to embrace

challenge and view mistakes as opportunities to learn.

In contrast, children who view intelligence as more of

a static entity tend to avoid challenge and perceive

mistakes as condemnations of their abilities. Bernard

Weiner, whose prominent theory of achievement moti-

vation has shaped much of the contemporary research

in achievement motivation, has demonstrated that

students’ attributions for success and failure predict

their affective reactions to their performance in school,

which in turn predict their achievement behavior. For

example, if students believe that poor performance on

a test is due to lack of ability (a quality largely per-

ceived as internal, stable, and uncontrollable), they are

less likely to invest future effort in their work. In con-

trast, if they believe that a failure was due to lack of

effort (generally perceived to be internal, unstable, and

therefore controllable), they are more likely to renew

their future efforts.

How do children develop beliefs about learning?

Not surprisingly, parents have a profound influence

on their children’s growing awareness of their abili-

ties. Researchers agree that parents’ beliefs about

learning serve to guide their educational socialization

practices, and their beliefs and practices have predic-

tive impact on their children’s beliefs. For example,

a longitudinal study of self-perceptions of competence

in more than 300 children, beginning in kindergarten

or first grade until the fifth grade, showed that, by

the fifth grade, parents’ perceptions of their chil-

dren’s competence strongly predicted children’s self-

perceptions of their math ability.

Teachers, in their roles as facilitators of learning,

have enormous influence on children’s developing

achievement beliefs. The literature on expectancy

effects has shown that low teacher expectations serve

to depress children’s self-perceptions of ability and

their achievement outcomes. As institutions, schools

also serve to communicate their beliefs about stu-

dents’ ability to learn, through practices such as abil-

ity grouping at the elementary level and tracking at

the secondary level. Relative to students in higher

tracks, those in lower tracks report learning in class-

rooms where there is much disruption, more punitive

teachers, and curricula oriented around rote memori-

zation and basic skills. Not surprisingly, lower-tracked

students tend to have lower self-perceptions of ability

and diminished aspirations for the future.

As an educational practice, homework provides

opportunities for parents and teachers to communicate

positive beliefs and self-perceptions about achieve-

ment and the nature of ability; in this way, homework

serves as a training ground for the development of

adaptive beliefs about learning. Resistance to this

view exists, despite research evidence to the contrary.

Homework and the
Development of Motivational Skills

The public discourse over the motivational advantages

of homework has been as contentious as the debate

over its academic benefits. Critics of the practice

argue that homework robs children of time to play,

imposes an unfair burden on parents, and fosters

stress in children and their families. Furthermore,

critics argue, there is no research evidence that sup-

ports the view that homework fosters motivational

skills, such as more effective studying, better organi-

zation, and self-regulation. Interestingly, though, most

parents believe that the academic (homework help)

and nonacademic (scaffolding organization and self-

regulation) tasks they perform on a daily basis consti-

tute important aspects of their role as parents. Parents’

lay theories of school success are confirmed by

research evidence that shows that homework can

influence the development of motivational skills.

Parental involvement itself has been conceptualized

as multidimensional, with parents demonstrating their

involvement behaviorally (attending school events),

personally (showing enjoyment of children’s school),

and cognitively and intellectually (providing help).

Homework serves as a means for parents and teachers

to set high standards and improve performance, and

it is an important variable mediating the relationship

between high academic motivation (including school

interest and aspirations) and school achievement.

Involvement in homework, then, gives parents opportu-

nities to foster critical motivational and behavioral

qualities in their children, such as self-regulation, per-

ceptions of self-efficacy, school engagement, conscien-

tiousness, and mastery orientation, all of which, in

turn, are associated with school success.

Investigators recently demonstrated that parents

who adopt a mastery-oriented approach when helping

their children with homework can enhance their chil-

dren’s psychosocial well-being, even among those with

Homework 497



negative self-perceptions of ability. The researchers

studied parents’ reported homework assistance patterns

(e.g., focus on understanding material, support for

autonomy) and monitored children’s (third, fourth, and

sixth graders) perceived competence, mastery orienta-

tion, and positive and negative emotional function-

ing. Mothers’ mastery-oriented practices predicted

enhanced perceptions of academic competence, mas-

tery orientation with schoolwork, and positive emo-

tional functioning among those children with more

negative perceptions of competence. In other words,

mothers who fostered positive beliefs about ability

and emphasized the value of effort and the importance

of mistakes in learning promoted positive emotions in

their children while they were doing their homework

and positive self-perceptions of competence.

Implications

The debate over homework is not new, and it has

tended to vary as a function of available theories

of child development, as well as perceptions of the

national state of student achievement. Academic

excellence and high-stakes testing are currently play-

ing central roles in children’s education. In this con-

text, homework is perceived as vital to academic

development. At the same time, however, the average

American student does not appear to be overly bur-

dened by homework assignments.

The research literature has established that there is

a strong and positive relationship between homework

and achievement. Notably, researchers continue to

fine-tune ways in which this relationship can be better

understood. At the same time, rigorous evidence from

the field of achievement motivation demonstrates that

the practice of homework serves to foster the develop-

ment of adaptive approaches to learning, which are

increasingly necessary as students progress through to

the postsecondary world of advanced study and work.

Janine Bempechat
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I
It’s not that I’m so smart, it’s just that I stay with problems longer.

—Albert Einstein

IDENTITY DEVELOPMENT

One important task in life is the establishment of iden-

tity, a task usually associated with the adolescent. As

part of Erik Erikson’s theory of psychosocial develop-

ment, he described the major crisis occurring during

the teen years as being identity versus identity confu-

sion. Identity is the individuality of a person and

comprises relatively stable personality traits that are

especially prevalent in certain situations (role behaviors

such as being a parent). Identity development, then, is

the search for this person one will become, which can

either be a smooth or quite complex process.

According to Erikson, a person must resolve his or

her adolescent crisis before the person can confront the

next stage crisis; thus, some sort of solution must be

made with regard to identity, making it a rather impor-

tant topic. Identity development is not a simple task

because it is a process of understanding and synthesiz-

ing childhood experiences and memories, family his-

tory, and present self-awareness and acceptance, as

well as future goals or ideals. Beyond this internal pro-

cess, the person must also combine his or her relation-

ships with persons and things external to him or her.

Although a development of identity occurs through-

out the life course, most of the focus is placed on the

adolescent years. The reason for this focus is that adoles-

cence marks two important developments regarding

identity. The first is that this is the time in which a person

has his or her first experience with reorganizing and

restructuring his or her sense of self. The second is that

adolescence also marks the time in which cognitive

functioning and intellectual capability are high enough

to understand the importance of these changes.

This entry examines many aspects important to

identity development, including identity crisis, identity

status, negative identity development, gender differ-

ences, changes in adolescence affecting identity, ethnic

identity, and gender role development.

Identity Crisis

As with the other eight stages of Erikson’s psychoso-

cial development model, identity development centers

on the term crisis. This term does not necessitate

a negative conflict, however; it is also synonymous

with the term exploration. This more neutral term

helps to describe a crisis as (a) a developmental turn-

ing point, where the person is more exposed but with

high potential; and (b) a point in time where the indi-

vidual is in search of his or her new identity and is

trying out options and alternatives.

Erikson argued that crisis is a universal occurrence,

although some persons may complete this process in

the unconscious and thus do not realize it is happen-

ing. One important realization of crisis that must be

understood is the fact that it is not a single occurrence

that leads to fast resolution, but that it can be gradual

and occurring at multiple times across many years.
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When one crisis is settled, another can quickly occur.

The typical focus of crises centers on occupational

and ideological decisions, as these are fundamental to

other decision making throughout the life course.

Two types of crises are defined. The first is associ-

ated with the adolescent years, especially in males.

The other has its focus on persons who already have

established identities and typically targets females.

Identity Deficits

Identity deficits occur when an individual rejects

familial morals, values, and plans so as to determine

the fate of his or her own identity. This type of crisis

leads to a large amount of exploration of ideas, life-

styles, and things that are previously unknown (or at

least inexperienced) to the individual. This type of cri-

sis can alternate between feelings of excitement to

feelings of depression and anxiety in the person, and

it is sometimes described as a turbulent time. This

type of crisis is typically resolved through the interac-

tions the individual has with important persons in his

or her environment and the selection of attributes,

values, and opinions of these persons.

Identity Conflicts

Identity conflicts occur when a person realizes that

his or her multiple identities and typical role behav-

iors lead to inconsistencies or conflicts in determining

action. This type of conflict is not associated with the

same highs as deficits and are usually associated with

feelings of depression and guilt. Resolving conflicts

typically necessitates a compromise and loss of parts

of a person’s identity.

Identity Status

Four statuses of identity have been identified and are

determined by the initiation and resolution of crisis.

Although these are sometimes referred to as stages, it

is important to understand that these stages cannot be

viewed linearly and thus do not have a hierarchical

structure; however, achieved identity is more posi-

tively associated with beneficial outcomes.

Achieved Identity

A person is labeled as having an achieved iden-

tity if he or she has gone through a crisis and had

a resolution that has created commitments (career,

relationship, value system). These persons are seen as

being more stable and mature.

Moratorium

Moratorium is a time of continued exploration. A cri-

sis has occurred but no resolution has been established,

thus no commitments. Moratorium was a large focus of

Erikson’s work in identity, and he described youth as

being stuck in this stage, because although they may

have ideas and goals of what they desire in life, they are

not yet able to make the commitments or achieve these

goals. These persons are described as being unstable

and receptive to many new opinions and lifestyles.

Foreclosed Identity

A person with a foreclosed identity has commitments

but has not gone through the process of crisis or explo-

ration. This identity may have been imposed on the per-

son by others, or the person may have prematurely

determined his or her life course. This type of person is

described as being mature, rigid, somewhat shallow, and

many times very close to his or her parents.

Identity Diffusion

This stage of identity is absent of both crisis and

commitment. This person is seen as being immature

and may be prone to psychopathology.

Negative Identity Development

Beyond the previously mentioned identity statuses,

Erikson placed much focus on the idea of developing

a negative identity. Negative identity occurs when

a person selects an identity that is not accepted by the

person’s family and/or community. This identity is

typically established to spark a uniqueness so as to

stand out, whereas an accepted identity would only

cause the person to be lost in the crowd. This type of

identity creates negative attention, but it is believed

that this negative attention is better than no attention.

Gender Differences
in Identity Development

As mentioned earlier, there are differences across the

genders with regard to identity development. Beyond
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the different crises associated with each gender,

females are more concerned with establishing identities

around relationships with persons in their environment,

whereas males are more concerned with occupational

and ideological identities. Females are also more

associated with achieved identities and moratorium

(centering on family/career priorities), and males are

associated with foreclosed and diffused identities.

Changes in Adolescence
Affecting Identity

Major changes occur across adolescents that have

a profound effect on identity development. These

changes can be viewed while examining changes in

a person’s self-conception and self-esteem.

Self-Conceptions

Self-conceptions are how a person regards him- or

herself in relation to traits and attributes. As stated

earlier, when a person enters adolescence, his or her

cognitive capabilities increase, which allows the per-

son to think more abstractly and to process greater

amounts of information. This leads to a greater ability

to define oneself, especially creating multiple defini-

tions that change depending on the situation present.

This idea that personality can be multifaceted is

a new concept in adolescence and is important for the

development of identity.

Self-Esteem

Self-esteem is how positively or negatively a person

feels about him- or herself. Despite popular opinion,

there is not a dramatic drop in self-esteem during ado-

lescence, although there are fluctuations through the

years. This is, however, the time in which self-esteem

becomes more stable and changes less in different situa-

tions, which leads to a more stable sense of identity.

Ethnic Identity Development

Ethnic identity is typically not a major role of identity

development until late adolescence or early adult-

hood. Although ethnic identity is typically thought of

as a minority issue, White youths also develop a sense

of ethnic identity, although this is usually substan-

tially weaker than their minority peers. One way

White youths strengthen their sense of ethnic identity

is to identify with ancestral ethnic roots (Jewish, Ital-

ian, Irish, etc.).

The research examining the establishment of an eth-

nic identity has developed numerous scales discussing

how a particular ethnic group establishes identity. In

this entry, a Racial/Cultural Identity Model (R/CID)

created by Derald Wing Sue and David Sue is pre-

sented that uses similarities between the identity devel-

opment processes that all ethnic groups share to create

a single model explaining development.

In their model, they present five stages through

which a person passes in relation to his or her views

of the dominant and minority culture: conformity, dis-

sonance and appreciating, resistance and immersion,

introspection, and integrative awareness.

Conformity

In this stage, a person is more in line with the

views of the dominant culture than the person’s own

minority culture. This type of person is typically neg-

ative toward him- or herself and other members of his

or her culture of origin, as well as other minority cul-

tures, while thinking highly of White culture and

emulating it.

Dissonance and Appreciating

In this stage, a person currently in the conformity

stage comes in contact with information that contra-

dicts his or her views of his or her minority culture.

Although this encounter does not produce a direct

change, it begins to modify the person’s beliefs, and

a conflict begins to erupt as the person questions

stereotypes he or she has held of his or her own

minority culture and other minority cultures.

Resistance and Immersion

Once the person has been in the dissonance and

appreciating phase for a while and has had experiences

denying his or her original beliefs, the person begins to

completely reverse these beliefs and adopt his or her

minority culture almost completely. This also causes

a rejection of the dominant culture in such a way that

the person also reacts against it. Due in part to the

person’s original denial of his or her minority culture,

the person in this stage typically feels anger, guilt, and/

or shame, with the anger directed at oppression and

racism.
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Introspection

After some time in the previous stage, the person

begins to realize the amount of energy he or she loses

feeling angry and reacting toward the dominant cul-

ture. The person realizes that he or she loses opportu-

nities to truly learn about him- or herself, and the

person also begins to experience times in which his or

her negative views of the dominant culture are false.

This again leads to a conflict between the person’s

views of the dominant culture while he or she still

holds on to his or her minority culture views.

Integrative Awareness

This is the stage in which a person can appreciate

views from his or her own minority culture and those

of the dominant culture, and the views are not in con-

flict or opposing. This person develops strong self-

esteem and confidence. He or she is able to have

a strong pride in his or her minority culture while

obtaining autonomy, as the person appreciates all

cultures.

Gender Role Identity Development

A last major portion of a person’s identity stems from

his or her definitions of appropriate gender roles. All

persons differ in the amount of masculine and femi-

nine traits that they exhibit. Throughout life, gender

roles are imposed on a person, but this pressure

increases as a person enters adolescence, because

although the person is becoming more open to multi-

ple role behavior, the pressure to act in stereotypical

roles is increasing. A further complication arises for

males especially because research has shown that

masculine traits are more accepted by peers and lead

to greater self-esteem across both genders. This means

that females can be more androgynous, exhibiting

both masculine and feminine traits, but males must

exhibit only a single trait.

Matthew J. Davis

See also Erikson’s Theory of Psychosocial Development;

Psychosocial Development
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IMMIGRATION

The current global trend is one of transition and adap-

tation to new contexts of living. Immigration refers to

the movement of people from one nation-state to

another, with the term migrant referring to a person

who has settled outside of his or her country of origin.

It was previously believed that people tend to move

from developing nations to developed nations, or from

Third World countries to First World countries.

However, the Global Commission on International

Migration reports that all countries in the world are

currently receiving migrants from neighboring coun-

tries or from abroad, and are also experiencing out-

ward migration flows. Statistics from the International

Organization for Migration suggest that there are cur-

rently 191 million migrants worldwide. Whereas pre-

vious waves of immigration to North America were

disproportionately European, current immigration pat-

terns show a diversification of migrants’ source coun-

tries to include Asia and the Pacific, Central and

South America, Africa, and the Middle East. Global-

ization and immigration contribute to the creation of

pluralistic societies, where education and health care

systems are faced with the challenge of understanding

and responding to the needs of multilingual and multi-

cultural constituents with unique life histories. This

overview of immigration begins with a description of

different migrant subgroups and the common accul-

turation process they experience in the new country

of settlement. The implications of immigration for

education and life span human development, as well

as for mental health, are subsequently discussed.

Subtypes of Migrants

Migrants can be subdivided into three groups based

on whether their relocation outside of their countries

of origin is voluntary or involuntary and based on the

degree of permanence of their settlement in the host
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nation. These three groups are immigrants, sojourners,

and refugees. Each of these groups is described below,

along with the process of acculturation that they com-

monly experience as part of their adjustment to a new

sociocultural milieu.

Immigrants

Immigrants are people who voluntarily leave their

countries of origin in search of better social, educa-

tional, and vocational opportunities, with the intention

of permanent residence in the destination country.

Conditions in their countries of origin, such as over-

population and high rates of unemployment, or natu-

ral disasters that have adversely affected their quality

of life, may serve as motivators for immigration, in

addition to perceived opportunities abroad. Immi-

grants can gain entry to their preferred destination

country under either of two immigration categories:

the family class or the economic class. Family class

immigrants are those who are sponsored by an imme-

diate family member or relative living in the des-

tination country who makes a commitment to take

temporary financial responsibility for them and to

assist with settlement and integration. Economic class

immigrants are those who qualify to independently

migrate to the destination country based on having

education and training that corresponds to critical

labor market needs, or based on investment capital

that supports their potential for entrepreneurship.

Sojourners

Sojourners are people who voluntarily leave their

countries of origin to temporarily resettle in another

country for the purpose of obtaining an education or

fulfilling employment responsibilities, or for humani-

tarian reasons. International students, foreign diplo-

mats, migrant laborers, and disaster recovery personnel,

such as medical professionals in the United Nations

Doctors Without Borders Program, are examples of

sojourners. Sojourners typically gain entry into their

countries of temporary settlement based on applica-

tions for international student visas, work permits, or

permits for foreign aid personnel. Sojourners may be

living in a country other than their country of origin

for many years. Besides adjusting to life in the coun-

try of temporary settlement, when sojourners return

home, they often have to reacclimate to their previ-

ous way of life.

Refugees

In contrast to immigrants and sojourners, refugees

are people who are forced to leave their countries of

origin due to sociopolitical circumstances that pose

risks to their personal safety. Depending on whether

conditions in their countries of origin improve over

time permitting a possible return, such as a change

in political leadership, refugees may perceive their

immigration to be permanent or impermanent. The

United Nations definition of refugees highlights their

potential for persecution based on their race, religion,

nationality, social group membership, or political

opinion if they remain in their home countries.

The United Nations’ criteria for defining a refugee

have recently been expanded to include people fleeing

their home countries because of war or civil conflict.

Current global statistics indicate that political and

social upheaval affects the welfare of people in more

than 130 nations, prompting unprecedented levels

of forced displacement. Large numbers of refugees

remain internally displaced near the borders of their

home countries before being able to seek asylum

abroad. The International Organization for Migration

reports that 23.7 million people are currently inter-

nally displaced in or near their countries of origin.

Asylum seekers claim refugee status upon or after

arrival in their destination country, although some

people reside in the destination country illegally and

are undocumented. Refugee claimants are granted

permanent residence in the country of asylum based

on an adjudication process guided by humanitarian

considerations.

Acculturation

John Berry identified acculturation as the common

experience among migrant groups residing in pluralis-

tic societies. He has also presented the most widely

used and most comprehensive framework linking

acculturation with policies related to multiculturalism

in migrants’ destination countries. Berry describes

acculturation as the process of sociocultural transi-

tion whereby migrants make two related decisions:

(1) how much of their unique cultural values and

behaviors they will retain or relinquish, and (2) how

much they will interact with other cultural groups in

their new country of residence. The variable outcomes

of these two decisions lead to one of four accultura-

tion strategies: separation, assimilation, integration, or
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marginalization. Separation involves cultural mainte-

nance and limited intergroup contact. Assimilation

involves immersion into the surrounding society and

adoption of the values and behaviors of the dominant

group in that society, with limited heritage culture

retention. Integration involves combining the culture

of one’s home country and current host country in

values, behaviors, and interaction patterns. Marginali-

zation refers to ambivalence toward both the heritage

culture and the surrounding culture.

National and regional policies related to multicul-

turalism in migrants’ destination countries inevitably

affect the acculturation strategies available or unavail-

able to them. For example, during apartheid in South

Africa, Black migrants from other regions were segre-

gated and did not have opportunities for intercultural

contact or exchange. In contrast, in the United States,

the ‘‘melting pot’’ policy encourages assimilation.

In countries such as Canada and Australia, where

national policies encourage intergroup contact while

supporting heritage culture maintenance, migrants

have maximal opportunities for integration. Besides

national policies, migrants’ acculturation strategies

also vary depending on whether their immigration

was voluntary and whether they perceive their move

to be permanent or impermanent.

Immigration, Education,
and Human Development

Childhood and Adolescence

Immigrant and refugee children entering the school

system in the new host society are faced with the task

of mastering the primary language of instruction,

which most often is not their native language. English

is the primary language of instruction in school

systems in North America, as well as the most widely

recognized international language. Children’s entry

level of English proficiency and academic histories in

their countries of origin affect their school adjustment

and academic performance. War and civil unrest in

many countries of the world have caused long-term

interruption to the schooling of large numbers of refu-

gee children, who have been displaced in refugee camps

for several years. Children who have experienced school

interruption at early stages of the learning process do not

have the opportunity to acquire basic literacy skills and

verbal comprehension skills in their native language,

impairing English acquisition. A common strategy for

second-language learning is making analogies between

words, structures, and meanings in the first and second

languages, and refugee children may lack these anchors

for second-language acquisition. School-based pro-

grams in English as a second language (ESL) sometimes

require modification for refugee youth, beginning with

preliteracy tasks followed by graded increases in literacy

and verbal skills.

Because the majority of cognitive, intellectual,

and aptitude tests used with schoolchildren in North

America are administered in English, immigrant and

refugee children’s performance may be compromised

by limited English proficiency. Children from these

migrant groups have been erroneously identified as

having limited intellectual capacity or as being learn-

ing disabled and are placed in special education pro-

grams, leading to the passage of various legislative

acts and bills to promote nondiscriminatory and cul-

turally sensitive assessment practices. Nondiscrimina-

tory assessment practices involve the following:

• Considering and ruling out alternative causes of

learning failure in the diagnosis of intellectual or

learning disabilities,
• Examining standardization samples to ensure that

test norms are applicable to the immigrant/refugee

children being tested,
• Evaluating critically a test’s cross-cultural reliability

and validity, and
• Refraining from administering tests that have been

found to result in the disproportionate identification

of migrant or minority children as cognitively or

intellectually challenged, compared to their nonmi-

grant peers.

When immigrant/refugee children are able to

acquire English as a second language during early peri-

ods of development, they may experience advances in

cognitive development. Childhood bilingualism has

been linked to increased cognitive flexibility and

sophistication of thought. It has also been linked to

higher academic achievement. Children and youth who

are bilingual can also effectively alternate between

different languages and modes of communication

based on the immediate context of interaction, a phe-

nomenon referred to as code switching. Code switching

offers a clear communication advantage in pluralistic

societies.

Although language acquisition is one key element of

the culture learning that occurs when all migrant groups

adjust to a new society, children and adolescents also
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learn more about their racial/ethnic and cultural

identities through interactions with peers in host

society schools. Ethnic minority and migrant chil-

dren generally show earlier levels of racial/cultural

consciousness than do children from the dominant

group in pluralistic societies because of their distinc-

tiveness from the dominant majority. In adolescence,

identity development becomes particularly salient. In

Erik Erikson’s theory of psychosocial development,

the key task of the developmental stage of adoles-

cence is the formation of a consolidated personal

identity. Achievement of an identity involves explo-

ration of a variety of values and behaviors, with the

result of making a conscious commitment to a chosen

way of being. For migrant youth, establishing a consoli-

dated identity involves examining and resolving their

attitudes toward their own cultural group and the domi-

nant group in the new host nation, in direct parallel

with the acculturation process. Interference with iden-

tity development can occur when experiences such as

racism and discrimination impair youth’s attempts to

integrate with and explore host group ways of life, or

when parents’ emphasis on exclusive cultural mainte-

nance precludes such exploration.

When children or adolescents’ school experiences

and identity exploration process produce changes in

behavior that depart from cultural norms, familial

conflict or parenting stress may result. In Erikson’s

theory of psychosocial development, the key develop-

mental task of midlife is to make a valuable contribu-

tion to the lives of future generations. The midlife

stage in Erikson’s theory represents the age bracket of

most parents of adolescents, for whom this task trans-

lates into an attempt to provide their children with the

skills needed to become successful members of soci-

ety. For immigrant and refugee parents, a central part

of the parenting process is the transmission of their

cultural heritage. Youth’s behavioral shifts away from

cultural norms may therefore prompt parental efforts

to redirect children to traditional behavior patterns.

School counselors are often placed in the position of

‘‘cultural brokers’’ who assist parents and youth to

manage the family’s cultural transition process.

The cultural transition process and identity devel-

opment process pose unique challenges for interna-

tional students in both secondary schools and college/

university settings. Second-language acquisition and

some degree of cultural change facilitate their adap-

tation in the host country. However, many interna-

tional students experience ‘‘reverse culture shock’’

upon returning to their country of origin, finding that

they can no longer identify with their previous social

network because of the self-changes that occurred

abroad. Furthermore, changes in population density,

employment opportunities, and social or political con-

ditions in their countries of origin may result in a stark

difference between their life in the predeparture phase

and their reentry experience. Although international

student programs and centers in academic settings

prepare them for their tenure in the host country,

counselors in these settings attempt to also prepare

them for a successful transition home. International

students reflect globalization in its truest sense, often

maintaining transnational ties and becoming involved

in multinational corporations after completion of their

education.

Adulthood

Migrant adults often experience challenges inte-

grating into the North American labor market. Some

attribute challenges to factors such as language bar-

riers, racism, and discrimination. However, the most

pervasive barrier to participation in the North Ameri-

can labor market relates to their foreign educational

credentials. Although there is significant variability in

levels of education among migrants entering a given

country, immigrants entering the destination country

through the economic class as well as some groups of

refugees are highly educated. Because economic class

immigrants are selected for immigration based on

their educational and professional credentials, they

expect to obtain employment in their preimmigration

occupations after relocation. Many are dismayed to find

that their foreign educational qualifications are not rec-

ognized by professional associations governing their

occupations in their new host country, or by employers.

The common and widespread experiences of unemploy-

ment and underemployment among highly educated

migrants contribute to the downward socioeconomic

mobility of families after immigration.

Difficulties with obtaining employment after immi-

gration have resulted in a trend toward adult education

among immigrants and refugees. Many retrain to enter

their professions in the new country or seek education

or apprenticeship opportunities to consider alternative

career paths. Continuing education and career develop-

ment in the new country present opportunities for

upward social mobility and eventual recovery of the

family’s preimmigration socioeconomic status. Migrant
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parents may also place a great deal of emphasis on the

education of their children, as children may be viewed

as key agents in the continued upward mobility of the

family.

Immigration and Mental Health

Early studies comparing the mental health status of

migrant and nonmigrant residents in various North

American societies found that migrants have signifi-

cantly poorer mental health and higher levels of psy-

chiatric symptoms than nonmigrants. These findings

were used to support the social drift theory of mental

illness. The theory suggests that when migrants cross

international borders, they bring with them multiple

pathologies, thereby lowering overall indices of popu-

lation health status in a given geographic region. In

the past few decades, new research studies have

revealed that differences in the mental health status of

migrant and nonmigrant populations only appear

among psychiatric in-patient samples, with a reverse

pattern of findings among community samples. The

consensus in the present research is that there is no

inherent difference in the mental health status of

migrant and nonmigrant groups. However, it is gener-

ally acknowledged that the multiple stressors that

migrants may encounter at various stages of the immi-

gration process may make them vulnerable to mental

health problems if the stressors exceed their coping

resources (material assets, level of social and instru-

mental support, and personal coping skills). The pre-

immigration and postimmigration circumstances of

each migrant group may pose unique challenges to

members’ mental health and adjustment. The follow-

ing sections identify factors related to the mental

health of each group and consider protective factors

that may promote resilience in the face of adversity.

Immigrants

As described in the previous sections, immigrants

face a number of adjustment challenges in the new

country, including learning a new language, seeking

education and employment, establishing a bicultural

identity, dealing with experiences of racism and dis-

crimination, and dealing with family conflicts related

to the cultural transition process. All of these factors

interact in influencing their mental health status. For

example, besides possible conflicts in the parent-child

subsystem after immigration, challenges in obtaining

employment among adult family members often pro-

duce changes in the husband-wife subsystem. Immi-

grant women tend to obtain employment more rapidly

than immigrant men. After immigration, women who

remained at home with their children in their coun-

tries of origin often need to enter the workforce to

ensure the family’s financial survival. Women’s entry

into the labor market and the transformation of sin-

gle-income families to dual-income families often

results in changes in marital roles and relationships.

Role changes may lead to family conflict, reducing

family cohesion and increasing stress levels, thereby

contributing to mental health problems.

Refugees

In addition to dealing with the potential stressors

that immigrants face upon their arrival in the host

society, millions of refugees have experienced various

forms of torture or other traumatic events prior to

migration or during exodus from their homelands.

Richard Mollica is credited with identifying subtypes

of adverse events that many refugees have experi-

enced before their arrival in the country of asylum

through his development of the Harvard Trauma

Questionnaire. These include the following:

• deprivation of food, shelter, or interpersonal contact;
• physical injury, including sexual assault and torture;
• incarceration and forced participation in re-education

camps; and
• witnessing the torture or killing of other people.

The World Medical Association describes torture

as the act of inflicting physical or mental suffering on

another human being for reasons such as obtaining

information or eliciting confessions. The Association

suggests that torture is both deliberate and systematic,

and it can be inflicted by an individual or group acting

on the orders of an authority figure.

Refugees have to concurrently deal with any human

rights violations that occurred in their countries of ori-

gin; the possible breakdown of their family, social, and

cultural support systems; and the burden of resettle-

ment in a new society. Common health problems

stemming from these life experiences include posttrau-

matic stress disorder (PTSD) and other anxiety disor-

ders, depression, and multiple physical injuries and

ailments. Symptoms of PTSD among refugee groups

have been found to be present from 2 to 14 years after
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resettlement in the country of asylum, depending on the

severity and chronicity of the preimmigration trauma

endured. The prevalence of PTSD varies among refugee

groups involved in different research studies, with rates

for refugee groups coming from world regions charac-

terized by unspeakable atrocities being as high as 93%.

In addition to PTSD and other mental health problems,

some refugees experience survivor guilt for enduring

in circumstances where significant others perished.

Refugees may also experience various types of physi-

cal health problems due to injuries sustained during

torture or trauma experiences, interrupted health care

access and self-care practices during periods of politi-

cal unrest or internal displacement in refugee camps,

and psychosomatic problems. Accounts of temporary

blindness and limb paralysis among severely trauma-

tized refugees exemplify psychosomatic difficulties.

Sojourners

A group of sojourners that has been identified as

particularly vulnerable to the development of mental

health problems is international humanitarian workers.

Their relocation to world regions plagued by natural

disasters or political turmoil places them in highly

stressful environments. They are faced with multiple,

simultaneous adjustments during their relocation

experience. First, they are often exposed to situations

involving mass trauma, injury, and fatalities, without

the level of formal infrastructure support or medical

equipment and facilities that are required to effec-

tively respond to the needs of the resident population.

Second, they are exposed to a new culture and a new

language. Communication barriers may challenge

their efforts to provide quality support or mental or

physical health services to the resident population

under highly constrained environmental conditions.

Third, the sojourning process for humanitarian work-

ers often involves separation from their immediate

family members and other sources of social support,

limiting their coping resources.

One of the major emotional risks of working in

traumatic situations is being personally affected by

the trauma that others have endured. Changes in per-

sonal beliefs about safety and stability in the world,

feelings of numbness, memories of troubling events

or situations described by others, and intense emo-

tional suffering may occur upon witnessing the suffer-

ing of another. Emotional preparation and self-care

for humanitarian workers are essential for maintaining

their ability to provide assistance to others in highly

stressful circumstances characterized by vicarious

exposure to trauma. Follow-up counseling may also

be needed after they return to their home countries,

bringing with them traumatic memories of their

experiences abroad.

Protective Factors

Despite being exposed to multiple, compound

stressors across various stages of immigration (pre-

departure phase, flight or departure phase, reloca-

tion phase, and return to country of origin), many

immigrants, refugees, and sojourners do not experi-

ence serious mental health problems. Members

of some migrant groups have even reported an

increase in mental or emotional well-being due to

being strengthened by adverse life experiences. In

recent years, there has been an increased interest

in factors that promote mental health besides fac-

tors that relate to mental illness. Three key protec-

tive factors have become apparent in the lives of

migrants who show resilience to multiple life stres-

sors. One of these factors is spirituality or religios-

ity. Belief in something greater than oneself may

assist people in meaning-making about difficult

life events and help them to feel some level of con-

trol over otherwise uncontrollable circumstances.

Another factor is social support. Support may be

manifested in the presence of other members of

one’s immigrant/refugee group in the region of

resettlement, immigration agency programs that

connect migrants with host families to assist with

integration, and so on. Support assists people to

cope with and make the adaptations needed to suc-

cessfully manage the immigration process. An

acculturation strategy of integration has also been

found to promote positive mental and physical

health and to reduce stress levels, when the national

policy of the country of settlement permits this

strategy. Pursuing integration may allow migrants

to access the supports and services of both the host

group and their own cultural group. It is ultimately

the balance or imbalance of stressors and protective

factors in the lives of migrants that shapes their

immigration experiences.

Noorfarah Merali

See also Acculturation; Asian Americans; Bilingualism;

Cultural Diversity; Hispanic Americans
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INCLUSION

Inclusion refers to educating students with disabilities

together with their nondisabled peers. It is an out-

growth of several strands in education (mainstreaming,

the Regular Education Initiative) and disabilities stud-

ies (normalization), and is often conceived as a civil

rights movement comparable to the elimination of seg-

regation by race.

Definitions

Inclusion can be conceptualized as a philosophical

approach to education for children with disabilities, or

as a specific set of practices to support participation in

general education settings. Recently, the focus of

inclusion has shifted from access to quality education.

Currently, there is no agreed-upon definition of the

term. However, inclusion, sometimes referred to as

full inclusion, incorporates a number of principles that

help illustrate what is meant by the term, such as

(a) shared responsibility among all school staff for the

education of every child, regardless of disability sta-

tus; (b) all students educated in their neighborhood

schools and assigned to classrooms based on their

age/grade level; and (c) following the principle of

natural proportions, meaning that the proportion of

students with disabilities in any given classroom is

representative of the community. Additionally, inclu-

sion assumes that all schools are physically accessible

and follow developmentally appropriate practices, and

that inclusion is implemented across all grade levels

and schools. Finally, inclusion generally means that

all students should share the same schedule and activ-

ities, including co-curricular activities.

Inclusion should not be considered simply the

placement of children with special educational needs

in general education classrooms, a process known as

dumping. Neither should it be confused with an earlier

iteration known as mainstreaming, whereby students

with disabilities left a specialized education setting to

attend selected classes in the general education set-

ting. Rather, inclusion calls for the development of

a universally designed system with the capacity to

support all learners and with the infrastructure for the

delivery of special education supports and services in

the general education classroom.

Current Legal Issues

Legal mandates regarding students with disabilities

specify certain rights and entitlements that bear on the

issue of inclusion.

The Americans with Disabilities Act (ADA)

(1990) requires all public institutions to provide equal
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access to disabled and nondisabled persons. The ADA

provides a baseline via reasonable accommodations,

but does not mandate remediation. Therefore, students

who only require accommodations such as ramps or

sign language interpreters in order to access educa-

tional services are protected by the ADA as well as

Section 504 of the Rehabilitation Act of 1973. How-

ever, students with disabilities from birth through age

21 have additional rights under the 2007 Individuals

with Disabilities Education Improvement Act (IDEIA).

IDEIA, the most recent reauthorization of special

education law, does emphasize that consideration of

access to the general education curriculum and place-

ment with general education peers should be a major

consideration in Individualized Education Plan (IEP)

development. However, should attainment of goals

and objectives not be achieved satisfactorily in the

general education environment with supplementary

aids and services, more restrictive placements must be

available. The legal definition of least restrictive envi-

ronment (LRE), therefore, does not imply that all stu-

dents must be educated with their general education

peers; rather, it specifies that the student be placed in

the least restrictive environment in which educational

goals can be achieved satisfactorily, therefore requir-

ing that a full continuum of services be available. Stu-

dents’ IEPs for inclusive services should detail the

modifications and supports necessary to meet objec-

tives in the general education setting.

No Child Left Behind (NCLB) includes most stu-

dents with disabilities in general education assessment

for attainment of educational goals. In addition, stu-

dents with disabilities as a group have their scores dis-

aggregated in order to ensure that they are achieving

educational progress at an appropriate level. Students

with disabilities are entitled to testing accommoda-

tions, which generally fall into the following four

categories: (1) how the test material is presented;

(2) how the student responds; (3) scheduling and

length of test periods; and (4) setting.

Approximately 1%–2% of students with the most

severe disabilities are assessed by alternative methods,

assuming that these students will have different goals

and objectives from the general education outcomes

being assessed.

Infrastructures and Supports

Because of the comprehensive nature of the changes

necessary, inclusion cannot be implemented as a

‘‘special education’’ reform, but must be implemented

as a school- or district-wide reform. In 1992, the

National Association of State Boards of Education

(NASBE) identified inclusion as the preferred practice

model and called for substantive reconfiguration of

current practices in order to achieve the creation of

a belief system that does not differentiate between dis-

abled and nondisabled students, the merging of special

and general education systems, and the abolition of the

link between funding special education and the disabil-

ity label.

Information from a national panel of experts in

inclusion used the Delphi technique to identify 92

best practices for successful inclusion. The practices

were divided into categories such as Policy; Stake-

holder, Leadership, Support, Involvement; Resources

and Supports; Professional Practices; Curriculum

and the Classroom; and Accountability of Inclusion

Programs. Although Policy was deemed the most

critical broad area, Resources and Supports was the

area with the most practices deemed necessary for

a successful inclusion program. Practices seen as

necessary included general education and special

education teachers (or related service providers) co-

teaching classes as equal partners, with sufficient

release time weekly to plan together; collaborative

teams, including the parents and students, meeting

regularly; regular staff development, training, and

opportunities to visit successful programs; access to

specialists, including speech/language pathologists,

occupational and physical therapists, counselors and

school psychologists, and reading specialists; and

technological and classroom modifications, including

augmentative communication devices, adapted com-

puter equipment, specialized furniture, and Braille

materials.

In-service training for staff, as well as preservice

preparation, should address areas such as the design,

implementation, and evaluation of individualized inter-

ventions; assessment, including alternative and authen-

tic assessment; working effectively with families; and

collaboration.

Successful system change to build the infrastruc-

ture required for effective inclusive practices usually

involves a system-level, problem-solving approach.

Some form of preparatory communication and infor-

mation dissemination to increase stakeholder buy-in

usually precedes implementation of systems-level

change. The first phase involves assessing the current

levels of system functioning across domains, and the
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magnitude of the gap between current status and the

goal of inclusion is measured. Next, barriers and sup-

ports are analyzed. Plans addressing barriers and sup-

ports are developed, often after research on successful

models has been explored. Most importantly, a forma-

tive and summative evaluation plan is implemented to

make adjustments as needed and provide outcome data.

Effective inclusive practices also require a plan of

established collaboration with professionals and agen-

cies outside of the school. Health care providers,

social service agencies, and the juvenile justice sys-

tem are examples of professionals who also serve

children with disabilities and make decisions and

recommendations to families that can affect inclusion.

Research Outcomes

Reviewing the research on inclusion is difficult, as

many studies do not define the supports and services

provided, but simply focus on where students with

disabilities are educated. Nonetheless, some conclu-

sions can be drawn.

Students With Disabilities

Outcomes for students with moderate to severe dis-

abilities in inclusion programs are almost universally

strong in both academic and social arenas. When pro-

vided with appropriate supports, students have more

academic engaged time and do at least as well on

standardized tests. They have more opportunities for

social interaction, although structured teaching of

social skills may be necessary, and show more inde-

pendence. Some research indicates less emphasis on

community and vocational skills, so these may need

to be emphasized over time. As students get older,

inclusion into the wider community and workforce

may be an appropriate addition to inclusion in the

classroom.

Outcomes for students with mild disabilities are

less clear, perhaps because they are more likely to

be placed in general education without significant

support. Inclusive programs may raise academic

expectations for students with mild disabilities, but

students may not reach those expectations without

specialized instruction. Some research shows that

this can be done successfully in the general edu-

cation classroom, whereas other research shows

greater efficacy with a pull-out model. Socially, stu-

dents with learning disabilities may be accepted,

whereas students with emotional and behavioral dis-

orders are often rejected. Findings on self-concept

and self-esteem vary.

Students Without Disabilities

In general, inclusion programs can be beneficial

for nondisabled peers, especially when curriculum

changes and supports can benefit low achievers.

Higher-achieving students may not do as well if the

range of expectations in the class is lowered. If too

many students with disabilities are included into a sin-

gle class (which often occurs to allow special services

to be targeted to one class per grade level), the effect

on nondisabled classmates can be negative, probably

because of the lack of attention they receive. In addi-

tion, if an included student with disruptive behaviors

does not have an effective behavior management plan,

this can be harmful to classmates. These findings

demonstrate the importance of maintaining natural

proportions of students with disabilities and providing

sufficient supports and services in inclusive programs.

Socially, nondisabled students benefit from exposure

to students with disabilities by becoming more accept-

ing and compassionate.

Tiered Model Approach

Current special education law encourages the use of

a tiered system of supports, starting with universally

designed environments, adaptable curricular materi-

als, and differentiated instructional practices that

can be flexibly applied across varying levels of abil-

ities and needs. This supports the underlying princi-

ple of educating all learners in their home school in

their age/grade classroom. In the second tier, tar-

geted interventions are provided for students requir-

ing more instruction, practice, or adaptations to

achieve learning goals. This can include concen-

trated small group work involving consultation or

direct support from student support personnel, such

as school psychologists and special educators. The

third tier involves increasing intensity and number

of supports. Some tiered models consider the third

tier to be special education service delivery, where

due process is activated. Other models consider spe-

cial education to begin at a fourth tier. In either

case, special education is seen as increasing levels

(tiers) of support rather than removal from the gen-

eral education milieu.
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Culturally Responsive
Practices in Inclusion

According to NASBE, no single ethnic group will

constitute a numerical majority of the school-aged

population by the year 2040. Culturally responsive

practices involve acquiring knowledge about indivi-

duals and their culture, and then developing and

implementing procedures and supporting attitudes

with the aim of improving services and providing bet-

ter outcomes. When providing inclusive education,

this means that school staff need to understand the

attitudes about disabilities, education, and special edu-

cation within different cultures in the school, and use

appropriately trained interpreters and/or cultural bro-

kers to ensure that interventions, goals, and proce-

dures for goal attainment are congruent with the

culture of the students.

Catherine A. Fiorello, Jean A. Boyer,

and Rebecca J. Thompson

See also Disabilities; Learning Disabilities; Special

Education
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INDIVIDUAL DIFFERENCES

Reading involves a complex and ordered set of pro-

cesses and behaviors that leads to a mental representa-

tion that conveys the underlying meaning of a text.

Individual differences exist to the extent that readers

are proficient in these processes and the extent to

which systems are in place to support their occur-

rence. However, these processes and behaviors are

not independent of one another. For example, working

memory resources for student readers who are not

proficient at lower-level aspects of reading will be

consumed by these processes, which will compromise

their ability to engage in higher-level processes. As

such, it is critical for researchers and educators to

identify and diagnose these multiple components of

reading in order to help struggling readers.

Being able to identify students at risk of being poor

readers is a primary goal of educators and researchers.

Conventional wisdom tells us that students must be

competent readers to succeed both academically and

in society. Despite best efforts to help struggling read-

ers during primary education, the RAND Report,

Reading for Understanding, provided compelling evi-

dence that there is a crisis regarding the literacy skills

of students in the United States. The gaps in perfor-

mance on measures of literacy competencies between

students in the United States and other industrialized

countries are widening. At the same time, the gaps

between different demographic groups within the

United States remain unacceptable. This crisis wor-

sens when students reach secondary education, where

texts become more challenging and expectations of

gaining and using knowledge from text increase. Cur-

rently, there is little emphasis on teaching students to

develop higher-level literacy skills that promote deep

learning, leaving struggling readers at even greater

risk academically.

Developing successful interventions to help strug-

gling readers requires that one have an understanding

of what is involved in reading and be able to identify

a student’s proficiencies in the various aspects of

reading. Reading involves a series of cognitive pro-

cesses and activities that can be conceptualized as
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ranging from relatively low level (e.g., phonological

decoding) to high level (e.g., generating inferences

based on background knowledge). These processes

build upon one another, such that the products of one

process must be available for the next process to

occur. For example, a reader has difficulty accessing

the potential meanings of a word unless he or she has

accurately accessed the phonological sound of that

word. Similarly, a reader cannot determine how a sen-

tence is related to the prior text unless he or she has

accurately understood the meaning of that sentence.

The goal of this entry is to discuss factors that

influence individual differences in reading compre-

hension proficiency. Readers struggle for a variety of

reasons. As Charles Perfetti argued, readers may

struggle because they have not adequately developed

proficiencies in lower-level language processes, such

as phonological decoding, accessing the appropriate

meaning of words, or understanding the grammatical

relationships between words in a sentence. Although

proficiencies in these lower-level processes are neces-

sary for good comprehension, Jane Oakhill has argued

that they do not guarantee it. That is, deep compre-

hension requires processes and strategies that are

conceptually higher order, such as determining how

a sentence is related to the prior text or generating

appropriate inferences. Finally, students have a num-

ber of attributes that support reading comprehension,

such as prior knowledge and working memory capac-

ity. These ‘‘extratextual’’ factors can also contribute

to individual differences during comprehension. This

entry contains a discussion of lower-level reading pro-

cesses, higher-level processes, postreading processes,

and extratextual factors that contribute to individual

differences in reading comprehension ability.

Factors That Contribute to Individual
Differences in Reading Comprehension

One must first describe what comprehension involves

before there can be a discussion of individual differ-

ences in reading proficiencies. Comprehension does

not equal the process of translating combinations of

letters into the sounds that they represent. Many stu-

dents have had the experience of going through the

mechanics of reading a text (even experiencing the

sound of the words in their head as they read), but

having very little to show for that time in terms of

deep comprehension. This anecdote illustrates the

distinction between lower-level processes associated

with the mechanics of reading and higher-level pro-

cesses that lead to the construction of a mental repre-

sentation that is a basis for comprehension.

There are many reasons why a student may strug-

gle to comprehend when reading. Some of these stem

from deficiencies associated with processes and skills

involved during reading. Psychologists such as Karl

Haberlandt have described reading as consisting of

levels of processes that build upon one another. These

processes can be described as operating on the word,

sentence, and discourse levels of analysis and are

thought to occur sequentially. Word-level processes

make sentence-level processes possible, and sentence-

level processes in turn make discourse-level processes

possible. It is important to note that there is some

debate as to whether these processes are truly sequen-

tial or if they occur in parallel. Nonetheless, the end

result of these processes working together is the con-

struction of a mental representation of a text that

reflects its underlying meaning.

Word-Level Processes

Early stages of literacy development involve foster-

ing the development of several prerequisite skills at the

lowest level of linguistic processing, the word level.

Readers must be able to decode letters in print, match

them with the corresponding sounds they represent,

and combine them into syllables that make up words.

These skills combine to form a construct called phono-

logical awareness. Early success in reading is contin-

gent on readers becoming fluent in these phonological

processes. Fluency in decoding is a reader’s ability to

rapidly and automatically decode whole words and is

often measured in words read per minute. A reader is

expected to be proficient at these lower-level skills and

working on becoming a more fluent reader by the time

he or she reaches third grade.

Another aspect of word-level processing involves

accessing the appropriate meanings of words. The

mental lexicon refers to that part of the mind that

stores the word knowledge that makes up a person’s

vocabulary. After readers accurately identify the pho-

nological symbol that the written word represents,

they must access, retrieve, and select the appropriate

meaning of the word from the mental lexicon. This

issue becomes complicated because words often have

multiple meanings. For example, the word bank can

mean a financial institution or it can mean the land on

the edges of a river (of course, there are other
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definitions of this word). When reading the sentence,

‘‘John took his check to the bank,’’ readers must

select the former meaning in order to understand how

this word fits into the sentence context. One may

assume that the sentence context influences access

such that only the appropriate meaning of a word is

activated. However, considerable research demon-

strates that, initially, all meanings of a word known to

a reader are activated, and within about half a second

after recognizing a word, the appropriate meaning is

selected.

Individual differences in mental lexicon size and

lexical access have implications on reading proficien-

cies. First, as shown by Perfetti and others, the size of

a reader’s vocabulary knowledge has very important

implications for comprehension. If a reader has a small

vocabulary, the likelihood of encountering a word not

present in the lexicon is high, which compromises

a reader’s ability to comprehend what he or she is

reading. Second, Morton Gernsbacher has also shown

that one source of problems faced by struggling read-

ers is difficulty in selecting the appropriate meaning

and deactivating the inappropriate meaning. Maintain-

ing inappropriate meanings of words not only con-

sumes limited resources of readers, but also increases

the likelihood that an incorrect interpretation will be

constructed. This issue is more difficult to remedy

because activation and selection are processes outside

a reader’s conscious awareness.

The National Reading Panel compiled a large body

of research that suggests that there are severe ramifi-

cations for not developing adequate proficiencies at

word-level processes early during literacy education.

Several studies have shown that readers who are not

proficient at phonological decoding by the end of

third grade are likely to have poor reading skills later.

Furthermore, Joseph Jenkins and his colleagues have

found that when reading words in context out loud,

skilled readers read three times more correct words

per minute than less skilled readers, and did so with

fewer errors. This later finding suggests that readers

who are proficient at phonological awareness are able

to process texts with less effort, in a shorter amount

of time, and with more accuracy than readers who are

not proficient at this aspect of reading.

Sentence-Level Processes

Sentence-level processes involve deriving the

semantic representation referenced within a sentence.

There are at least two levels of processes that support

this endeavor. The first sentence-level process is

syntactic parsing, which involves determining the

grammatical class of words (i.e., nouns, verbs, arti-

cles, prepositions) and establishing their relationships

within a sentence. This involves identifying and con-

structing the syntactic structures that convey noun and

verb phrases in a sentence. Syntactic parsing is guided

by expectations and experiences within a given lan-

guage. In English, a subject-verb-object structure is

adopted so that one expects the first noun phrase to be

the subject, the first verb to be the main verb of the

subject, and the object to be the object of the main

verb. Violation of this expectation or ambiguities in

syntactic structure can result in longer processing and

thus increased sentence reading times.

A second sentence-level process involves the

underlying meaning of a sentence, which psycholo-

gists call the proposition. Proposition construction

involves grouping contextually appropriate semantic

words into meaningful units and reflects the deep

semantic relationships between the constituents in the

sentence. Propositions consist of a predicate (verb,

adverb, prepositional phrase) and one or more argu-

ments or nouns. For example, the sentence ‘‘Joe hit

the ball’’ involves the predicate hit, which determines

the relationship between the nouns Joe and ball. The

propositional structure, along with the activation of

the appropriate word meanings, provides the basis for

constructing the underlying semantic meaning of

a given sentence.

Both word- and sentence-level processes are con-

sidered to be lower-level reading processes. Perfetti’s

verbal efficiency theory assumes that proficiencies in

these lower processes greatly influence a reader’s

ability to comprehend as he or she is initially learning

to read or while learning to read in a second language.

This is because lower word- and sentence-level pro-

cesses such as word decoding, lexical access, and

proposition construction are consuming the same

attentional resources. If lower-level processes are con-

suming this finite resource space, comprehension will

likely suffer. Alternatively, the less effort these pro-

cesses consume, the more readers can devote attention

to aspects of comprehension that are associated with

building a memory representation of the textbase and

situation model.

Once students have learned to read (primarily

after the third grade), individual differences in these

lower-level proficiencies manifest themselves most
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dramatically when students encounter difficult and

challenging texts. This is one reason why students

who do not develop adequate proficiencies by the end

of traditional literacy education (around the third

grade) are at risk of poor performance during later

grades. As such, there is considerable emphasis on

measuring students’ proficiencies in these processes

in order to identify at-risk students. Exactly what to

measure is an issue of debate, as many school psy-

chologists are now using measures of reading fluency

as the primary tools for measuring students’ progress

during early literacy training, and several have contro-

versially argued that measuring fluency is a proxy for

measuring reading skill and comprehension. Alterna-

tively, Perfetti has argued that measuring vocabulary

knowledge is correlated with proficiencies at both

word- and sentence-level processes.

Discourse-Level Processes

Discourse-level processes support the construction

of memory representations that reflect the meaning of

a text. This representation is updated upon the com-

prehension of every sentence. That is, after readers

compute the meaning of a sentence, the memory rep-

resentation for the texts will be updated to accommo-

date that information. Psychologists such as Walter

Kintsch have shown that mental representations of

texts contain multiple levels of meaning. Readers con-

struct a representation of the explicit text content,

referred to as the textbase. The textbase contains the

propositions that reflect ideas that are explicitly

described in a text. Comprehension is supported when

readers are able to connect these explicit ideas to one

another in the mental representation. One way this is

done is when the current sentence mentions the same

concept referenced in a prior sentence. For example,

when a reader encounters a pronoun referring to

something already mentioned, he or she needs to

understand that these current pronouns refer to argu-

ments previously mentioned in the proposition. In the

sentences ‘‘Joe hit the ball. He ran to first base.’’ the

textbase representation would consist of the proposi-

tions [hit, ball, Joe] and [run, first base, he]. Generat-

ing the anaphoric inference that he refers to Joe

establishes the relationships between these two propo-

sitions. Notice, however, that it is up to the reader to

infer that the pronoun he refers to Joe.

However, establishing that sentences mention the

same concepts is most certainly not enough to support

comprehension. Readers may have to rely on their gen-

eral knowledge of the world to compute inferences that

establish the connections between ideas. For example,

‘‘John hit a home run. The pitcher was yanked from

the game.’’ does not contain the same characters or

event. However, most readers would have no trouble

inferring a causal relationship between these two

events given their knowledge of baseball.

Psychologists believe that coherence emerges with

the construction of a situation model, which conveys

the underlying situation implied by the explicit text.

The situation model is constructed when readers

generate inferences that are based on their world

knowledge, which enables them to establish implied

relationships between text constituents. The situation

model establishes relationships between textbase pro-

positions along a number of dimensions, such as

agents and objects, temporality, spatiality, causality,

and intentionality. It is important to note that both the

textbase and situation model representations are part

of a highly integrated network that reflects the under-

lying meaning of a text. As such, it can be difficult to

determine the quality of these aspects of comprehen-

sion independently of one another. What is important

here is that one understand that assessing memory or

understanding of the explicit text will not measure

a student’s comprehension adequately.

There is some controversy as to whether or not

discourse-level comprehension arises from effortless,

bottom-up processes or through active, constructive

processes. Although it is likely that both support com-

prehension, it may be that the amount of effort and

work required to comprehend is contingent on the dif-

ficulty of the text or whether or not the reader has

a learning goal.

There is a growing body of evidence that skilled and

less skilled readers differ in terms of the extent to which

they establish relationships between sentences during

reading. For example, Joseph Magliano and Keith

Millis have explored differences between skilled and

less skilled readers by having them produce verbal pro-

tocols while reading. Readers are instructed to report

their thoughts regarding their understanding of the texts

after target sentences. These target sentences are chosen

because they have been identified as being causally

related to prior text sentences, and as such comprehen-

sion of the text is contingent on readers establishing

these relationships. They find that skilled readers tend

to talk about how a target sentence fits into the prior

texts (and in doing so, mention information from the
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prior text), whereas less skilled readers tend to talk pri-

marily about the sentence that they just read (and in

doing so, mention less information from the prior text).

Magliano and Millis argue that these behaviors while

producing verbal protocols are indicative of strategies

that readers adopt when reading silently. In support of

this assumption, Magliano and Millis have shown that

the more readers talk about the causally important prior

text sentences, the better they tend to comprehend and

remember texts that are read silently. Conversely, the

more readers talk about the sentence they just read, the

poorer they tend to comprehend and remember a text.

Extratextual Factors

Finally, several attributes of the reader support the

processes described above and have implications on

individual differences in reading skill. One of these is

working memory capacity, defined as a cognitive

storage and processing system that is of limited size.

Marcel Just and Patricia Carpenter have shown that

readers with smaller working memory capacities have

difficulties dealing with ambiguities at the word and

sentence levels. These differences may stem from the

fact that working memory is consumed by lower-level

language processes for readers with smaller working

memory spans. As such, they may not have the

resources available to establish the implied relation-

ships between sentences. Additionally, these difficul-

ties stem from the fact that readers with a smaller

working memory span cannot maintain multiple inter-

pretations as they are reading the discourse and must

choose one, which may not be correct. Readers with

higher working memory capacities can maintain mul-

tiple interpretations or hypotheses until the correct

one is indicated by the discourse. Furthermore, an

individual with greater working memory capacity is

able to hold the most relevant information in con-

sciousness when completing complex tasks such as

reading, resulting in better comprehension of the text.

Another extratextual factor in linguistic processing

is metacognition or comprehension monitoring. This

is defined as an awareness of understanding or know-

ing when one needs to be more active when reading.

Skilled readers are able to mediate how active their

reading level is based upon their perceived level of

understanding. Strategies such as self-questioning,

summarization of what has been read so far, and men-

tal imagery have all been shown to improve a reader’s

ability to comprehend. Skilled readers engage in more

self-monitoring and metacognitive thoughts and are

therefore more aware of whether or not they under-

stand a text.

Students may differ in their need for cognition,

defined as the extent to which individuals enjoy

engaging in thinking. As one may expect, students

who have a high need for cognition tend to perform

better in secondary and higher education. Similarly,

Paul van den Broek has postulated that readers differ

in their standards of comprehension, which should be

related to an individual’s need for cognition. Readers

who have a high standard of comprehension employ

the necessary strategies to acquire a rich, coherent

representation of what they read. It may be the case

that readers with low standards of comprehension are

satisfied if they feel that they understand the individ-

ual sentences in a text. However, deep comprehension

requires readers to establish how the sentences in

a text are related to one another.

Finally, a reader’s level of prior knowledge on

a topic has implications on comprehension. James

Voss and his colleagues have conducted several stud-

ies that aptly demonstrate this important point. In one

study, they identified students who either had high or

low knowledge about baseball. They found that stu-

dents with high knowledge about baseball demon-

strated better comprehension and memory for texts

about baseball than readers with low knowledge.

However, these benefits in comprehension were not

seen in texts that did not pertain to baseball. Addition-

ally, readers with high knowledge of the domain

topic, such as biology, are better able to learn from

a science text than those readers with low knowledge.

Helping At-Risk Students

At least three approaches are available to address

some of the issues described above: skills training,

text modification, and increasing exposure to reading.

With respect to skills training, one can conceptualize

the processes associated with reading as a house of

cards. If students lack proficiencies in the earlier

stages of processing (the foundation), the entire struc-

ture collapses. As one can imagine, remediation of

a specific student’s problems requires one to accu-

rately identify where problems with reading lie. One

problem is that many multiple-choice tests of reading

comprehension are not designed to be used as diag-

nostic tools. Educators and psychologists must be

aware of the problems that readers can face during
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reading and use assessment tools that tap proficiencies

at the different levels of reading processes.

Several interventions are appropriate if a student is

not proficient at lower-level reading processes. For

example, slow, halting readers have shown improve-

ments in overall reading fluency rate through the use

of repeated reading skills practice interventions where

single passages are read multiple times, and these

results have generalized to other texts. Reading pas-

sages multiple times requires students to practice

decoding difficult phonetic sequences within a single

word and/or multiple words. As another example,

Margaret McKeown and Isabel Beck have showed

that students who were taught new vocabulary words

showed more accurate word knowledge, faster lexical

access, and greater overall comprehension than did

students with whom they were matched in vocabulary

knowledge and comprehension skill prior to vocabu-

lary training. Presumably, these interventions are

effective because they lead to a decrease in the work-

ing memory resources required to perform lower-level

processes, thereby making more resources available

for readers to engage in higher-level processes.

However, focusing only on teaching and assessing

lower-level processes at the expense of other aspects

of reading may be a mistake. Oakhill and colleagues

provided data to show that developing proficiencies at

this level is necessary but not sufficient for the devel-

opment of good comprehension. Several interventions

are aimed at teaching students to be active readers

who focus on developing proficiencies in discourse-

level processes. For example, Danielle McNamara

has developed an intervention that teaches students to

self-explain while reading. Students are taught to ask

themselves why events are happening in the context

of a text or why an author mentions a particular piece

of information. These explanations enable readers to

establish connections between sentences and make

links to relevant knowledge of the world.

Another approach to assist students at risk is

improving the readability of a text. Increasing over-

lapping terms and explicit relationships in the text

benefits low-knowledge and low-skill readers. How-

ever, a complexity exists in that readers of differing

skill respond to this approach differently. Evidence

suggests that low-skill readers benefit from making

texts more cohesive and coherent, but skilled readers

show no benefit or are hindered by texts that are too

cohesive, showing that perhaps skilled readers per-

form best when challenged by the text.

Finally, increasing a reader’s text exposure can

affect his or her overall reading skill. Research by

Keith Stanovich and colleagues provides evidence

that variation in readers’ exposure to print account for

individual differences in reading performance. When

decoding ability was controlled for, variation in expo-

sure to print in both children and adults predicted var-

iation in text decoding. When comprehension ability

in third graders was controlled for, print exposure was

related to individual differences in fifth-grade compre-

hension ability.

Joseph P. Magliano and Paul J. Perry

See also Dyslexia; Gifted and Talented Students; Learning

Disablities; Learning Strategies; Metacognition and

Learning; Motivation; Reading Comprehension Strategies
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INDIVIDUALIZED

EDUCATION PROGRAM

The Individuals with Disabilities Education Act

(IDEA) defines special education as specially designed

instruction to meet the unique needs of students with

disabilities and prepare them for further education,

employment, and, as needed, independent living. IDEA

requires schools to develop an Individualized Educa-

tion Program (IEP) as a means to ensure that students

with disabilities receive a free, appropriate public edu-

cation. The IEP provides administrators with proof of

compliance, teachers with formalized plans, parents

with the opportunity to participate in decision making,

and students with an appropriate education.

The concept of the IEP process used today emerged

in the 1960s as a means to develop an instruction plan

to meet the unique need of students with disabilities,

which federal legislation mandated in 1974. A multi-

disciplinary team builds an IEP that matches instruc-

tion and services to the unique needs, strengths, and

interests of each student with a disability. Increasing

parent and student input into the IEP team deliberation

creates better understanding, shared ownership, and

improved satisfaction with the IEP process. Over time,

reauthorization of IDEA modified IEP components, but

the basic concepts remained the same. Today, among

other changes, the IEP focuses on student involvement

and progress in the general education curriculum, and

on developing postsecondary goals and strategies for

students nearing transition from school to post-high

school life.

History

Prior to federal legislation in the 1960s, students with

disabilities had no legal right to a public education;

therefore, many public schools denied access to

students with disabilities. In 1966, Congress first

addressed the inability of students with disabilities to

obtain a public education. Revisions to the Elemen-

tary and Secondary Education Act established a grant

program ‘‘for the purpose of assisting the States in the

initiation, expansion, and improvement of programs

and projects . . . for the education of handicapped chil-

dren’’ (Public Law [P.L.] 89–750, 161, 80 Stat. 1204).

Congress followed by adding additional demonstra-

tion goals to the 1970 Education of the Handicapped

Act to stimulate states’ development of educational

resources and training of personnel for educating stu-

dents with disabilities.

Ideas from Professors Lloyd Dunn from Peabody

College, Evelyn Deno from the University of Minne-

sota, and James Gallagher from the University of

North Carolina at Chapel Hill provided the foundation

for today’s special education policies. Dunn wanted

instructional practices for students with disabilities to
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focus on measurement of skills and progress. Deno

conceptualized special education as a means to meet

the learning needs of children with disabilities. She

believed special and general educators need to work

cooperatively to maximize learning opportunities

for all students. In 1972, in his article ‘‘The Special

Education Contract for Mildly Handicapped Chil-

dren,’’ James Gallagher advocated for the creation of

a 2-year renewable special education contract between

parents and educators that would contain instructional

goals: ‘‘The contract, composed after a careful educa-

tional diagnosis, would commit the special educa-

tional personnel to measurable objectives that would

be upgraded on a six-month interval.’’ These ideas

pioneered the foundation of the IEP included in the

1974 Education for All Handicapped Children Act

(P.L. 94–142), which in 1990 Congress renamed the

Individuals with Disabilities Education Act (IDEA).

The reauthorized 2004 Individuals with Disabilities

Education Improvement Act (P.L. 108–446), as with

previous reauthorizations, fine-tuned the IEP.

Although federal legislation had the broadest impact

on developing the IEP, a series of court cases begin-

ning in the 1970s established the IEP as the foundation

for providing special education services. In 1977, seven

families in Mills v. Board of Education of the District

of Columbia sought action from the U.S. Supreme

Court to prevent the District of Columbia from exclud-

ing their children from public education because of

their disabilities. The Court upheld the federal mandate

that students with disabilities be given access to an

appropriate education, and that an individualized edu-

cation program be developed for each student.

Components

The initial Act (P.L. 94–142) mandated eight IEP

components to help ensure that educational programs

meet the needs of students with disabilities:

1. Current level of a student’s educational performance,

2. Annual goals,

3. Short-term objectives,

4. Documentation of the special education services to

be provided,

5. Time the student will spend in special education

and related services,

6. Time the student will spend in regular education,

7. Dates for initiating service and anticipated duration,

and

8. Evaluation procedures and schedules for determin-

ing mastery of the objectives.

With only a few changes, these components have

remained the same across subsequent reauthorizations.

IDEA 2004 requires that the IEP include a descrip-

tion of how the student’s disability affects his or her

involvement and progress in the general education

curriculum. The IEP must contain measurable aca-

demic and functional goals, supported by needed

accommodations and/or modifications to enable stu-

dents to become involved and make progress in the

general education curriculum, and to participate in

district and state assessments. Additionally, the IEPs

of students who will take alternative assessments need

to include benchmarks or short-term objectives. Tran-

sition planning changed in IDEA 2004 to require that

before students reach age 16 (or earlier), IEPs need to

include measurable postsecondary employment, edu-

cation, and if needed, independent living goals based

upon student interests and strengths determined in

part through transition assessment or functional voca-

tional evaluation. The transition IEP will contain

a course of study designed to facilitate student attain-

ment of their postschool goals.

IEP Team

A multidisciplinary IEP team develops an IEP to meet

the needs of each student. The team consists of par-

ents, at least one general education teacher if the child

participates in general education classes, at least one

special education teacher, a school administrator or

administrative designee, someone who can interpret

evaluation results, other individuals who have knowl-

edge or expertise regarding the child or his or her dis-

ability, and the student whenever appropriate. When

the IEP team plans to develop postsecondary goals

and discuss transition services, students must be

invited, or, if not in attendance, the team must solicit

and then consider the student’s interests and prefer-

ences. Representatives from public agencies responsi-

ble for providing transition services to a particular

student must also be invited. Whereas the IEP team

develops and monitors the IEP, general and special

education teachers develop and implement the daily

activities to attain student goals.
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IEP Usage

The IEP serves as the fundamental tool to provide stu-

dents with disabilities an appropriate public educa-

tion. The appropriateness of an IEP, in part, depends

on goals and services matching the unique needs,

strengths, and interests of students with disabilities.

Stephen Smith, in one of the few available articles

discussing the efficacy of the IEP, suggests that stu-

dents may not receive the individualized instruction

indicated in their IEP. This mismatch between what

the IEP directs and the actual services students

receive may result in formal parental complaints,

which due process attempts to resolve through media-

tion and hearings.

IDEA empowers parents to take an active role in

the IEP decision-making process. Students have

always been able to attend their IEP meetings, but

they seldom did. Now, schools need to invite students

of transition age to attend their IEP meetings. Unfor-

tunately, parents and students typically provide mini-

mal input in the development of the IEP. James

Martin, Jamie Van Dycke, Barbara Greene, and col-

leagues directly observed middle and high school IEP

meetings and found that special educators directed the

process, dominated the discussions, and at the end

report the greatest degree of satisfaction with the

meeting. They observed students talking 3% of

the observed intervals, parents talking 15% of the

observed intervals, and special education teachers

talking 51% of the time. In a 3-year study of 393 IEP

meetings, Martin, Laura Huber Marshall, and Paul

Sale found that students knew less of what to do,

talked less, understood less of what was said, and felt

less positive about the meetings than any other IEP

team member. When students receive instruction in

how to participate at their IEP meetings, student par-

ticipation increases and IEP team members report

increased satisfaction with the IEP process.

James E. Martin and Vincent J. Harper

See also Disabilities; Inclusion; Learning Disabilities; School

Counseling; Special Education
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INDIVIDUALS WITH

DISABILITIES EDUCATION ACT

The Individuals with Disabilities Education Act

(IDEA), which is a supersession of the Education of

All Handicapped Children Act of 1975 (Public Law

[P.L.] 94–142), requires states and their school dis-

tricts to provide individuals with disabilities a free

and appropriate education. This law dictates how

states and school districts provide special education

and related services to more than 6 million children

with disabilities. This entry details the major compo-

nents of IDEA, a history of IDEA, and a description

of key provisions of this legislation.

Major Components of IDEA

The IDEA comprises four parts: A, B, C, and D. Part

A of IDEA, General Provisions, details the purpose of

the law. Part B, Assistance for Education for All Chil-

dren with Disabilities, lays out the requirements for

a free and public education in addition to providing

federal money to states through IDEA’s formula

grants. Part C, Infants and Toddlers with Disabilities,

requires states to provide services to preschool chil-

dren with disabilities, while also providing grant

money to states to provide services to infants and
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toddlers. Finally, Part D, National Activities to

Improve Education of Children with Disabilities, pri-

marily functions as a grant-funding entity because it

provides financial support for special education per-

sonnel preparation, technical assistance, and funding

for research projects.

It should be noted that although this law does pro-

vide some funding, it does not come close to com-

pletely funding the costs that states incur for providing

services to students with disabilities. Although P.L.

94–142 stated that Congress would fund IDEA at a rate

up to 40% of the excess costs for educating children

with disabilities, the federal government has never

reached the 20% level.

Education for All
Handicapped Children Act of 1975

Until the passage of the Education for All Handi-

capped Children Act of 1975 (P.L. 94–142), the edu-

cational needs of children with disabilities were not

being met. This was the first law that required a free

and appropriate education to be provided to all chil-

dren, regardless of their disability. Unlike previous

statutes, P.L. 94–142 was a funded mandate that pro-

vided greater incentive to states to obey this law. As

a direct result, states were required to provide services

for students between the ages of 3 and 21. Although

the enactment of this law was a step in the right direc-

tion, there were still barriers to educating all children.

As a result, this law has been amended many times.

Amendments of 1986

In 1986, P.L. 99–457 was passed, which amended

P.L. 94–142. This amendment required states to pro-

vide a free and appropriate education to children with

disabilities from birth to 2 years old. In addition, this

amendment provided financial incentives for states to

offer additional services for preschool children. As

such, the federal government added Part H to the law,

which established grant mechanisms for servicing

infants and toddlers with disabilities.

Individuals with
Disabilities Education Act of 1990

In 1990, Congress reauthorized P.L. 94–142 and

renamed it the Individuals with Disabilities Education

Act (P.L. 101–476), also known as IDEA. Under this

revision, key provisions to services were added. Spe-

cifically, the word handicap was replaced with dis-

ability, signifying that a disability is a natural part of

the human experience. In addition, it mandated transi-

tion planning to help students make the transition

from high school to community participation, postsec-

ondary education, and the workforce. This reauthori-

zation also required Individual Education Program

(IEP) teams to consider assistive technology devices

when creating a student IEP. In regard to children

from birth to 2 years of age, Part H was changed to

Part C. This allowed states to establish and implement

programs for early intervention services for children

at risk for disabilities.

Individuals with
Disabilities Education Act of 1997

Although the majority of tenets established under

P.L. 94–142 were maintained under the 1997 reauthori-

zation, there were significant alterations. Under the

reauthorized federal special education law (P.L. 105–17),

special education officials were required to increase

their efforts to educate children in the least restrictive

environment possible. Specifically, educators must doc-

ument the extent to which a student will participate in

the general education curriculum with his or her nondis-

abled peers. Second, this reauthorization added related

services (i.e., counseling, physical therapy, occupational

therapy) to the types of services to be provided for

transition activities. In other words, services should be

based on the individual student’s needs in addition to

preparing him or her for employment and independent

living.

Individuals with
Disabilities Improvement Education Act

In 2004, IDEA was again reauthorized. As with previ-

ous P.L. 94–142 reauthorizations, there were several

modifications to the law. One of the major and highly

debated modifications was the change in learning dis-

ability eligibility criteria. In the latest rendition of

IDEA, local education agencies are not required to

take into consideration whether a child has a severe

discrepancy between achievement and intellectual

ability when determining if a child has a specific

learning disability. Better known as the discrepancy

520 Individuals with Disabilities Education Act



model, this form of identification has been criticized

because it does not lead to interventions and the fact

that it relies too heavily on IQ test scores. In its place,

the local education agency may use a process that deter-

mines if the child responds to scientific, research-based

intervention as a part of the evaluation procedures. This

process, also known as Response to Intervention, is not

without its critics as well. As a result, the process for

identifying learning disabilities will continue to be

highly debated.

In addition to modifying identification procedures,

IDEA was made to closely align to another federal edu-

cation law, No Child Left Behind (NCLB). In accord

with NCLB, special education teachers must now be

highly qualified. In this instance, ‘‘highly qualified’’

means that all special education teachers must have

a state special education certificate and may not hold an

emergency, temporary, or provisional certification. In

addition, if these teachers are responsible for content

courses, they must be licensed in the subjects taught.

Eligibility for Services Under IDEA

To be eligible for services under IDEA, a child

must have a specific disability that has an adverse

effect on the student’s performance. The following

disabilities are recognized by IDEA:

Autism

Deaf-blindness

Deafness

Emotional disturbance

Hearing impairment

Mental retardation

Orthopedic impairment

Other health impairment (e.g., attention deficit hyper-

activity disorder)

Specific learning disability

Speech or language impairment

Traumatic brain injury

Visual impairment

Evaluation for IDEA Services

An evaluation for services under IDEA consists of

procedures to determine whether a child has a disabil-

ity. During this procedure, the child must be assessed

in all areas related to the suspected disability. In

general, a comprehensive assessment consists of the

following:

1. Individual psychological examination (e.g., general

intelligence, academic functioning, social emotional

functioning, and learning strengths and weaknesses),

2. Social history based on parent and teacher interviews,

3. Academic history based on teacher and parent

interviews,

4. Classroom observation of the student,

5. Functional behavioral assessment to determine the

relationship between the child’s performance and

the variables that are related to its occurrence,

6. Other assessments as necessary depending on the spe-

cific disability evaluation category (i.e., speech lan-

guage evaluation, occupational therapy evaluation,

bilingual assessment, auditory and visual assessment).

Parental Consent

Before any assessment or student placement, parents

must be informed and consent to the evaluation. This

is done to protect the legal rights of parents and their

children. Parental consent consists of the following:

1. The parent has been informed of all information

relevant to the activity for which consent is sought.

2. The parent agrees in writing to the proposed assess-

ment procedures.

3. The parent is notified that consent is voluntary and

can be revoked at any period during the assessment

procedure.

Individualized Education Program

The Individualized Education Program (IEP) is

a written document that details the educational objec-

tives and expectations for students with disabilities. In

accordance with IDEA, specific goals must be devel-

oped based on the strengths of the child, the concerns

of the parents, and the results of the most recent evalu-

ation. Mandatory information in an IEP includes the

following:

1. A statement of the child’s present levels of aca-

demic achievement and functional performance;

2. A statement of measurable academic and functional

annual goals;
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3. A description of how the child’s progress toward

meeting the annual goals will be measured;

4. Periodic reports on the progress the child is making

toward meeting the annual goals;

5. A statement of the special education, related

services, and supplementary aids with which the

student will be provided;

6. An explanation of the extent, if any, to which the

child will not participate with children without

disabilities in the general education classroom;

7. A statement of any accommodations that are neces-

sary to measure the academic achievement and

functional performance of the child on state and

district-wide assessments;

8. If the IEP Team determines that the child must

take an alternate assessment instead of a particular

regular state or district-wide assessment of student

achievement, a statement of the reasons for that

determination; and

9. The projected date for the beginning of the services,

in addition to the anticipated frequency, location, and

duration of these special education services.

Individual Education Program Team

The Individual Education Program (IEP) team is

a multidisciplinary team that is concerned with deter-

mining if a child has a disability, and if so, the

services that are necessary to ensure a free and appro-

priate education. This team is mandated by IDEA so

that the child is guaranteed that any evaluation is

comprehensive and conducted by different profes-

sionals to decrease subjectivity. In accordance with

federal mandates, the team must use a variety of

assessment measures and gather information from

multiple sources. Members of the multidisciplinary

team generally include the following: parents of

a child with a disability; general education teacher;

special education teacher; school psychologist; school

social worker; guidance counselor; school nurse; phy-

sician; parent advocate; and whenever appropriate,

the child with the disability.

Least Restrictive Environment

As a result of the passage in 1975 of P.L. 94–142,

all children with disabilities were guaranteed the right

to be educated in the least restrictive environment.

The least restrictive environment refers to the fact that

children with disabilities should be placed in the envi-

ronment that is best suited for their educational needs.

By law, students with disabilities should be educated

with children without disabilities to the greatest extent

possible.

Transition Services

Transition services are a coordinated set of activi-

ties designed to provide students with the practical

skills and knowledge that will allow them to transition

to adulthood. Beginning when the child turns 16, an

Individual Transitional Education Plan (ITEP) must

be in place for students with disabilities. The ITEP

must include the following:

1. A statement of measurable postsecondary goals

related to training, education, employment, and

independent living skills;

2. A statement of long-term outcomes for the student; and

3. A list of participants involved in the planning and

development of the individualized transitional edu-

cation program.

Importance

Before its inception, millions of children with disabil-

ities were denied a free and appropriate education,

and as a result, many students were unable to reach

their full potential. From educating all children

regardless of their disability to providing transition

services to adulthood and changing how society views

the capabilities of individuals with disabilities, this

legislation has changed the educational landscape.

Scott L. Graves, Jr.
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INDUCTIVE REASONING

Inductive reasoning, or induction, refers to inferences

from evidence that are more or less plausible; a good

inductive inference is likely to be true. In contrast, the

conclusions of deductive inferences are guaranteed to

be true by the truth of the premises upon which they

are based. Deductive inferences occur in mathemati-

cal or logical contexts; almost all other judgments

involve induction.

Consider a gardener wishing to buy fencing for

a square plot 18 feet on a side. Concluding that the

perimeter of the plot equals 72 feet is deductive. What

it means to be 18 feet on a side is to have a 72 feet

perimeter. This deductive inference is an important

piece of solving the problem. Ultimately, however,

the gardener has to make an inductive judgment about

how much fence he or she will need. Constructing

a fence always involves some amount of waste and

obstructions to be fenced around. In planning a fencing

purchase, it is wise not to take the premises as conclu-

sively true; the plot is unlikely to be exactly 18 feet,

nor perfectly square. In a mathematics classroom, the

problems demand deduction; outside, in the garden,

the hard problems demand induction.

Because almost every judgment has some element

of induction, the study of induction is a rich and var-

ied enterprise. Questions about the nature and justifi-

cation of inductive judgments have a long history in

philosophy. In psychology and education, there are

two major approaches: a focus on form and a focus

on content. These perspectives have led to different

pictures of the development of induction and different

approaches to teaching good inductive practices.

From a formal perspective, induction involves

assessment of probability or association. A weather

forecaster’s statement that ‘‘there is a 70% chance of

rain tomorrow’’ reflects the association between cur-

rent conditions and future rain: On 70% of the days

like today, it has rained tomorrow. Statistics and

probability theory provide formal means for calculat-

ing association and probability (P). Bayes’s theorem

defines the probability that a hypothesis is true given

some data (e.g., that it will rain tomorrow given

today’s conditions) in terms of the ‘‘prior probabili-

ties’’ of the hypothesis and the data (how likely rain

is on any day, how common are today’s conditions)

and the ‘‘likelihood’’ of the hypothesis—the probabil-

ity of the data when the hypothesis is true (how often

we see today’s conditions when it actually does rain

the next day).

P(hypothesis | data)= P(hypothesis)

* P(data | hypothesis)/P(data):

Probability judgments are a basic element of psy-

chology. Even traditional learning theory (behaviorism)

assumes that learners can calculate associations. Ani-

mals and infants are able to learn quite complex pat-

terns of probabilities. Whether people’s intuitive

judgments conform to or violate axioms of probability

theory is a major focus of debate. One influential theory

is that people reason with heuristics that are efficient

and effective given the environments typically encoun-

tered. The cognitive abilities underlying valid statistical

inference may require particular environmental support

(e.g., schooling) or developmental achievements (e.g.,

Piaget’s formal operations). Some psychologists have

proposed that people should be explicitly taught good

principles of statistical reasoning.

In education, a formal approach to inductive infer-

ences has often focused on teaching the scientific

method, such as control of variables in experimenta-

tion. More generally, critical thinking is a set of skills

for evaluating arguments based on formal principles

of logic. Students who learn to construct valid experi-

ments, recognize confounded evidence, uncover

assumptions, and avoid contradictions will make bet-

ter inductive inferences.

Formal principles are independent of the particular

content (weather, gardens) that is the subject of judg-

ment. Inductive arguments are often characterized as

empirical; they derive not from first principles, but

from knowledge of particular facts. People with better

facts make better judgments. No matter how skilled at

critical thinking or probability analyses, a novice will

often make worse predictions than an expert. A clas-

sic finding in psychology is that skilled reasoners in

one domain are often terrible on analogous problems

with unfamiliar content. People seem to reason with
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informal heuristics built up from experience, or they

have causal knowledge and explanatory theories that

warrant conclusions. Educators often observe that

learning good inferential skills in one domain does

not transfer to another.

One way to improve inductive reasoning is to

teach content knowledge rather than (or in addition

to) general decision-making strategies. An emphasis

on core knowledge holds that sound judgments result

from having the requisite background knowledge to

identify plausible or workable solutions. Advocates of

a domain-specific approach to cognitive development

suggest that adult performance results not (just) from

general improvements in critical thinking or intellec-

tual abilities, but from greater knowledge and better

theories. Children are novices in many areas. Making

good decisions involves the expertise that is often

characterized as common sense.

A content-focused approach to induction empha-

sizes abduction, or ‘‘inference to the best explanation.’’

Content knowledge is required to identify good expla-

nations. Faced with brown, wilted tomato plants, an

expert gardener may draw on knowledge about

common pests and properties of tomatoes to identify

the problem. Although her reasoning may involve an

(implicit) application of Bayes’s theorem, the appropri-

ate weighting of probabilities (the priors) would be

the discriminating feature of expert judgment. Abduc-

tive inference involves testing hypotheses against

theory (‘‘does this make sense?’’) as much as testing

against data.

Content-focused accounts of inductive inference

face the question of how expert knowledge is

acquired. One influential suggestion is that much of

our inductive success is the result of innate knowl-

edge. Evolution may have equipped us with the priors

we need. An alternative is that content knowledge is

the result of formal inference principles. Attending to

patterns of covariation and probabilities in the envi-

ronment is a general way to develop specific knowl-

edge. Bayesian networks are one approach to the

question of how domain-general principles can yield

domain-specific theories. These models have been

very influential in machine learning. Whether human

learning can be understood along the same lines is an

open research question.

Charles Kalish
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INFERENTIAL STATISTICS

Two basic types of reasoning underlie all of science—

deductive reasoning and inductive or inferential reason-

ing. Deduction involves reasoning from a set of starting

assumptions or general principles to a specific future

observation. Induction requires reasoning from a lim-

ited set of observations to draw conclusions about

things that have not been observed or to derive general

principles. That is, induction (inference) is the process

by which researchers attempt to learn what the general

principles or scientific laws are.

Deduction will fail if one or more of the general

assumptions is false. If one has the following starting

assumptions:

All cows give milk.

Ferdinand is a cow.

The deduction that ‘‘Ferdinand gives milk’’ follows

logically. If one were to observe Ferdinand and find

out that he does not give milk, one of the two starting

assumptions must be false. In this case, the most

likely reason for the failure of the prediction is that

Ferdinand is not a cow but a bull (but note that the

first assumption might also not be true).

Science uses deduction to make predictions about

future observations based on past observations. Sup-

pose a researcher has a theory (general assumption)

that verbal praise will increase the reading level of

second graders. The researcher uses deduction to

make a prediction about what will happen if verbal

praise is used as part of the program of reading

instruction for a sample of second graders. The

researcher predicts that their reading scores will rise

more than the scores of a control group that does not

receive verbal praise. That is, the researcher uses
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deduction to reason from a theory or set of beliefs to

a hypothesis or prediction about future observations.

Now the researcher wants to test the hypothesis

that students who receive verbal praise will show

more growth in reading scores than students who do

not receive praise. Because the researcher cannot

administer the treatment to all second graders, he or

she must reason from a limited set of observations to

a general conclusion about the effectiveness of praise

on learning to read. Here, the researcher must use

inferential or inductive reasoning to go from a specific

set of observations (researcher’s data) to derive or

support a general principle. Unfortunately, for reasons

discussed shortly, if the researcher observes higher

reading scores in a group of students who have

received verbal praise, he or she cannot proceed

directly to the conclusion that praise is effective.

Inferential statistics, as a branch of applied mathe-

matics, provides a way to reason inferentially with

quantitative information such as reading test scores.

But before discussing inferential statistics in detail, it

is necessary to distinguish between two contexts in

which one might want to use quantitative data. The

basic issue is whether one has data on all of the enti-

ties with which he or she is concerned. If, for exam-

ple, the Board of Education of the state of Texas

wants to know the level of mathematics achievement

of eighth-grade students in the state in the current

year, it would be theoretically possible to test the

mathematics achievement of every eighth-grade stu-

dent and compute the mean, standard deviation, and

other statistics. These statistics describe the group that

was tested and, disregarding the possibility of mea-

surement or computational errors, the results accu-

rately reflect the mathematics achievement of Texas

eighth-grade students. The mean and other statistics

computed on the group that has been tested are called

descriptive statistics. If the Board has no interest in

going beyond this specific group, then no inference is

involved. However, it may not be practical to test

every student for financial or other reasons. In this

case, the entire group about which the Board wants to

make a statement is called a population and the Board

could select a subgroup from this population, called

a sample, for testing and compute the mean, standard

deviation, and so on of the sample. The results com-

puted on the sample would be descriptive statistics for

the sample, but the Board’s objective is to reason or

generalize from the sample to the population. There-

fore, because they want to use the results from the

sample to draw conclusions about the population, the

Board must use inferential statistics. Whenever one

uses the results from a sample to draw conclusions

about a larger population, he or she is engaged in sta-

tistical inference. Notice that in statistical inference,

descriptive statistics from the sample are used to

reach conclusions about the population.

The heart of statistical inference is probability.

Because the fact that using inferential statistics

implies that not all of the cases of interest are mea-

sured, there is always the chance that the conclusions

drawn from the sample will be incorrect. Researchers

would like to know and, if possible, control the proba-

bility that a mistake will be made or an incorrect con-

clusion will be reached.

There are several ways that researchers can ask

questions of the data they have gathered or plan to

gather. Exactly how they use inferential statistics will

be determined by how they phrase the questions.

Some ways may be more useful than others for some

purposes.

Testing Null Hypotheses

The origin of inferential statistics is bound up with

what is called testing a null hypothesis. During

research, researchers derive what they expect to find

using deduction from earlier work, but because they

wish to generalize to unobserved cases, they must use

inference. If an individual draws three marbles from

a bag containing 100 marbles and all of the marbles

drawn are green, it does not necessarily follow that

all of the marbles in the bag are green, but if three

green marbles are drawn and then a blue one, the

individual knows for certain that not all of the mar-

bles in the bag are green. This is the logic behind test-

ing null hypotheses. A research hypothesis states

what the researcher believes is true but cannot assert

its truth based on a limited sample. What researchers

do instead is develop a hypothesis, called the null

hypothesis, which, if they can reject it as untrue,

implies that the research hypothesis is true. For exam-

ple, if a researcher believes that children who receive

verbal praise read at a higher level than students

taught another way (the research hypothesis), then the

null hypothesis would be that students taught using

verbal praise do not read at a higher level. If the

researcher conducts a study and obtains data that are

unlikely if the null hypothesis is true, then he or she

concludes that the null hypothesis is false, and this
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gives support for the research hypothesis. That is, if,

based on the data, the researcher finds that students

taught with praise read at a higher level, he or she has

the statement ‘‘students taught using verbal praise do

not not read at a higher level.’’ The data are incom-

patible with the null hypothesis, producing the second

not, and the double negative affirms the positive.

What is done statistically when stating a null

hypothesis is to specify the distribution of outcomes

one would expect to observe in a very large number

of repetitions of an experiment if the null hypothesis

is true. These outcomes will have different probabili-

ties of occurring. For example, suppose a couple is

planning a family of 10 children. There are 11 differ-

ent numbers of boys and girls that they could have,

but these 11 outcomes have different probabilities. If

one assumes (the null hypothesis) that the chance of

any child being a boy is .5 and the chance of a girl is

also .5, the chance (probability) that all 10 children

will be boys (or all girls) is about 1 in 1,000, whereas

the chance that there will be 5 boys and 5 girls is

about 1 in 4. Suppose that after 20 years of marriage,

the couple has produced 10 boys. One of two conclu-

sions can be reached: either that the result happened

by chance (unlikely with a probability of 1/1,000), or

that the probability of a boy at each birth is higher

than that of a girl. The null hypothesis was that the

probabilities of boys and girls were equal. The out-

come observed was unlikely to have occurred by

chance under the conditions specified in the null

hypothesis, so the conclusion that the null hypothesis

is not true is reached.

A researcher can reject the null hypothesis if his or

her observation is either larger than would be

expected or smaller than would be expected. If the

null hypothesis is concerned only with differences in

a particular direction (for example, a researcher might

be concerned only with whether verbal praise raised

reading achievement, not with whether it reduced

achievement), the researcher rejects the null hypothe-

sis only if the difference was in the predicted direc-

tion. This is called a one-tailed null hypothesis. If the

researcher does not care about the direction, he or she

would reject the null hypothesis when he or she

observes an unlikely result in either direction, in

which case the null is called a two-tailed hypothesis.

Testing null hypotheses has been widely criticized

and vigorously debated for more than 50 years. The

criticisms have ranged from the assertion that the

null hypothesis is ‘‘quasi-always’’ false, and therefore

rejecting it gives researchers no information (see Meehl,

1978) to the observation that the question asked by null

hypothesis testing is not the question researchers want to

ask (Cohen, 1994; Schmidt, 1996). Because null hypoth-

esis testing has had such a central place in statistical

inference and continues to be the most widely used infer-

ential procedure, this entry considers the processes

involved in some detail. Later, this entry looks at some

of the alternatives that have been proposed.

Sampling Distributions
and Test Statistics

In a research study such as the one concerning the effect

of verbal praise on learning to read, if the researcher

expects verbal praise to be effective, the null hypothe-

sis would be that praise will have no effect or a nega-

tive effect. This means that if the null hypothesis is

correct, the researcher would expect, in a large num-

ber of repetitions of a study of praise, that the mean

reading score of praised students would be the same

as (or less than) the mean of students not receiving

praise. In any single study, the means might differ

by a small amount. The question that statistical infer-

ence procedures attempt to answer in the case of

null hypothesis testing is whether the difference the

researcher observes is too large to have occurred by

chance if the null hypothesis is true. If the probability

of getting a result such as the one obtained is less than

5% (or 1%, the conventional critical probabilities),

the researcher concludes that the result is statistically

significant, that he or she can reject the null hypothe-

sis, and that the results support the research hypothe-

sis. Note that what the phrase statistically significant

really means is ‘‘unlikely to have occurred by chance

under the conditions specified in the null hypothesis.’’

Statistical inference is based on the concept of the

sampling distribution. Let us conduct a thought experi-

ment. Suppose that the Texas Board of Education

wishes to know what the level of mathematics knowl-

edge is among eighth graders. The mean for all stu-

dents in the state is a population parameter, a number

that characterizes the entire population. It is conven-

tional to use Greek symbols to represent parameters, so

the symbol µ (mu, the Greek lower-case letter for M)

is usually given to the population mean. If the Board

measures the mathematics knowledge of a sample of N

(for example, 25) students from this population, the

result is a descriptive statistic for the sample, but it can

be used to draw an inference about the nature of the
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population. Roman letters are usually used for sample

statistics, so M is the symbol often used for the mean.

In this thought experiment, the Board draws not

one sample but a very large number of samples (all of

the same size) and computes the mean (and other

descriptive statistics) for each sample. They now have

as data not a distribution scores for individuals but

a distribution of means for samples, each mean based

on the scores of N students. This distribution of means

is called the sampling distribution of the mean, and

it is used as the basis for statistical inference about

the population mean. The sampling distribution of the

mean contains means (Ms) from samples of size N: The

other descriptive statistics that might be computed

(such as the standard deviation) also have sampling dis-

tributions, and inferences about these statistics would

be based on those sampling distributions. Because most

of the practice of statistical inference is focused on

means, the mean will be used for the development of

inferential procedures, but readers should be aware that

exactly the same logical processes can be applied to

standard deviations, correlation coefficients, and other

descriptive statistics. The only difference is in the test

statistic that is used. In every case, the null hypothesis

specifies a value for the parameter of interest and

defines the sampling distribution of the statistic, and sta-

tistical inference allows researchers to state how likely

the particular sample statistical value is if the null

hypothesis is true.

Two additional pieces of information are needed to

complete this inferential picture. First, we need to

know the mean and standard deviation of the sam-

pling distribution under the null hypothesis. Next, we

need a way to determine the probability of any partic-

ular outcome given the sampling distribution.

Statistical theory has shown that the mean of the

means from a large number of independent random

samples from a population is equal to the mean of the

population. That is, the mean of the sampling distribu-

tion, the mean of Ms, is equal toµ. It can also be shown

that if the population standard deviation (called σ,

Greek lower-case letter sigma for S) is known, then the

standard deviation of the sampling distribution of M is

σM = σ
ffiffiffiffi
N
p :

When σ is not known, σM must be estimated from

the data. One way to get a good estimate of σM is

with the formula

σ̂M = S
ffiffiffiffiffiffiffiffiffiffiffiffi
N − 1
p ,

where S is the standard deviation computed from the

sample and σ̂ indicates an estimate rather than an

exact value.

Now the mean and standard deviation of the sam-

pling distribution are known if the null hypothesis is

true. All that remains is to develop a way to deter-

mine the probability of any sample result from this

sampling distribution. This involves the use of what is

called a test statistic. For the current example, one test

statistic will be needed if σM is known, and a different

one if σ̂M must be used.

The test statistic when σM is known is called Z: The

value of Z reflects how far a given observation is from

the mean of the distribution in units of the standard

deviation of that distribution. It can be computed as

Z = M −µ

σM

:

Z will be negative if the observed mean is below µ

and positive if it is above µ. Statistical theory tells

researchers that Z follows the normal distribution, also

often called the bell-shaped distribution or bell curve.

Most statistics books contain a table that includes the

probability of obtaining a value of Z of a particular size.

For example, the probability of obtaining a Z of +1.96

or greater is 2.5%. Therefore, if a researcher conducts

a study using a one-tailed hypothesis and obtains a Z

for the sample mean of +1.96, the researcher can be

confident that if he or she rejects the null hypothesis he

or she will make an error no more than about 3% of the

time because a result this different from the population

mean would occur by chance only about two to three

times in 100 repetitions. (For a two-tailed hypothesis,

the probability from each end of the distribution is

included, so the probability would be 5%.) For exam-

ple, if the null hypothesis says that the mean reading

score in the population is 50 or less (assume it is known

that the standard deviation in the population is 10) and

a mean of 55 in a sample of 25 students is obtained, the

value of σM is 10
� ffiffiffiffiffi

25
p = 2, so the Z statistic for these

data is

Z = 55− 50

2
= + 2:5:

Consulting the probabilities for the normal distri-

bution, the researcher would find a value of .006. This
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means that, on the basis of the results, the researcher

can reject the null hypothesis that µ≤ 50 with a prob-

ability that he or she is making a mistake of less than

.01. A sample mean of 55 is so unlikely to occur in

a sample of 25 from a population with a mean of 50

or less that the researcher concludes that the mean is

not 50 but some other (unknown) value. Note that

rejecting the null hypothesis does not tell what the

population parameter is, only what it is not (µ is not

less than or equal to 50). This feature is the source of

one of the main criticisms of null hypothesis testing.

When σ is not known, the logical process is identi-

cal, but the details are a little more complicated. In

this case, the test statistic is known as t, but a different

probability distribution must be used depending on

sample size. That is, for the Z test statistic, there was

only one table of probability values, but for t, there is

a different table for each possible sample size. The

value for t is computed using the formula

tdf = M −µ

σ̂M

:

The df subscript tells the researcher he or she needs

to look in a table of probability based on the sample

size, df equals N − 1, and there is a different probability

table for each value of df (most statistics books include

a single table of critical values of the t statistic—values

with a probability of .10, .05, .025, and .01 for dif-

ferent values of df—because these are the most com-

monly used values to make a decision about the null

hypothesis).

Using the above example, if the researcher did not

know the population standard deviation was 10 but

had computed that value from the data, σ̂M would

be 10
� ffiffiffiffiffi

24
p = 2:04 and

t24 = 55− 50

2:04
= 2:45:

Using the appropriate table, the researcher would

find that the probability of a t this large is just over

.01. That is, the researcher would once again reject

the null hypothesis, but the risk that he or she is mak-

ing an error is slightly larger. When the researcher

does not know σ, the distribution of the test statistic

is slightly wider, so a particular difference from the

null value is slightly more probable. The larger the

sample size, the smaller the difference between Z

and t:

Most research situations involve comparing the

means (or other statistics) from two or more samples.

In such cases, the null hypothesis almost always is

that the samples come from a common population or

from populations that have equal parameters. That is,

the null hypothesis is of the general form

µA =µB =µC . . .

The details of how hypotheses like this are tested

can be found in the texts listed in the Further Read-

ings, but the underlying logic remains exactly as out-

lined. An appropriate test statistic is computed and

the researcher determines how likely it is that he or

she would get a value that large if the null hypothesis

is true. If the value of the test statistic is too large, the

researcher concludes that the null hypothesis is false.

Alternatives to
Testing the Null Hypothesis

Confidence Intervals

Several alternatives to null hypothesis testing have

been proposed as ways to draw valid inferences from

research data. The most widely used is called the con-

fidence interval approach. The essence of confidence

intervals is that they approach the issue of inference

in a positive way, seeking what is true, rather than in

a negative way, rejecting what is shown to be false.

Continuing with the thought experiment in which

a large number of samples from a population were

drawn and the mean for each sample was computed,

when a null hypothesis with a 5% chance of making

a mistake in rejecting it was tested, a Z score or a t

score for the sample result in the distribution specified

by the null hypothesis was computed. Alternatively,

critical values (CVs) for the mean in the null distribu-

tion could have been computed by using the value of

Z or t that includes 95% of the normal or t distribu-

tion. The formula for the normal distribution is

CVNH = ð+Z:5αÞðσMÞ+µNH ,

where

CVNH is a critical value for rejecting the null hypothesis,

+Z:5α is the lower (−) or upper (+) Z for an interval

that has the specified probability α in the normal distri-

bution (note that half of alpha is in each end of the

distribution),
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σM is the standard error of the mean,

µNH is the mean of the null hypothesis distribution.

An identical formula with appropriate changes for

the t distribution can be used when the population

standard deviation is not known, and comparable for-

mulas exist for pairs of means and for other statistics

such as the correlation coefficient. The result is an

interval that includes the specified proportion of the

null distribution. If the sample result, M, falls within

that interval (called the interval of nonrejection),

researchers would not reject the null hypothesis, but if

M falls outside that interval (called the rejection

region), researchers would reject the null.

Now suppose that instead of placing the probability

interval around the null hypothesis value, researchers

place it around the sample result, M: The sample has

been drawn from a population that has a mean µPop:
Means of samples drawn from this population will

form a sampling distribution that is a normal distribu-

tion with a mean equal to µPop and a standard devia-

tion of σM: When researchers test a null hypothesis,

they are asking whether it is reasonable to believe that

µPop =µNH : If M falls in the interval of nonrejection,

then the probability interval that researchers compute

around M will include µNH : However, if the sample

mean falls outside the interval of nonrejection, then

the interval around M will not include µNH: The

formula is

CVCI = ð+Z:5αÞðσMÞ+M,

and the resulting interval is called a confidence inter-

val. Comparable formulas are available when σM is

not known and for statistics other than the mean.

The essence of confidence interval thinking is that

researchers now have an interval that has a specified

probability of including the unknown parameter µPop:
If a researcher draws a very large number of samples

from the population and computes a confidence inter-

val around each sample statistic (e.g., M), 95% (or

whatever probability the researcher has specified by his

or her choice of values for Z) of those confidence inter-

vals will include the population parameter. Thus,

whereas with null hypothesis testing, researchers rule

out the region of nonrejection for µPop when they

reject the null, but leave the rest of the possible values

as a region of uncertainty, with confidence intervals, the

researchers rule out all of the possible values except

those within the confidence interval. In this sense,

confidence intervals give researchers information about

where the parameter is, rather than where it is not.

Another advantage claimed for confidence inter-

vals is that they subsume the null hypothesis test. That

is, if the confidence interval includes the null value,

a conventional null hypothesis test would have led to

nonrejection. If the confidence interval does not

include the null value, the null hypothesis would have

been rejected.

A final advantage of confidence intervals is that as

sample size increases, the confidence interval gets nar-

rower, yielding a more precise estimate of the popula-

tion parameter. On the other hand, as sample size

increases, the area of nonrejection of the null hypothe-

sis gets smaller. This makes it easier to reject the null

hypothesis, but if researchers do reject the null, the area

of uncertainty is larger, producing the paradoxical situ-

ation that a larger study yields less information.

Bayesian Inference

A third way in which probability can be used to

help researchers decide about the truth of hypotheses

is known as Bayesian statistics. As Cohen pointed

out, the Bayesian approach asks about the probability

that a particular hypothesis is correct, given the data

observed, whereas traditional hypothesis testing asks

what is the probability of the data, given the null

hypothesis. Cohen argues that the former question is

the question of interest.

Bayesian analysis requires that researchers specify

a probability distribution under the research hypothesis,

known as the prior probability distribution. They then

collect some data and use the observed data distribution

to calculate a revised probability distribution known as

the posterior probability distribution. That is, they use

the data to modify their belief about the true state of

affairs. As Cohen also points out, this allows researchers

to use successive studies to refine both their hypotheses

and their parameter estimates. Unfortunately, Bayesian

analysis is computationally more difficult and requires

a better grasp of mathematics than do null hypothesis

testing or confidence intervals, so these methods are not

as widely used in the behavioral sciences.

Model Fitting

Another attractive alternative to null hypothesis

testing is the fitting of specific models to the observed

data. The question being asked is how well the model
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fits the data, and alternative models can be compared

by contrasting the degree of lack of fit. The entire area

of structural equation modeling uses this approach.

The mean specified in a null hypothesis (µNH) postu-

lates a specific model for each observation in a set of

data. The lack of fit of the null mean for any given obser-

vation is given by the distance of the data point from

µNH : The sum of squares for these lack-of-fit values

(SSNH) is the lack of fit for the null hypothesis model:

SSNH =
X

(X −µNH)2:

Likewise, the lack of fit for the sample mean is

given by its sum-of-squared deviations:

SSData =
X

(X −M)2:

From the principle of least squares, SSData must be

less than SSNH unless the two means are equal. The

model-fitting approach asks whether the reduction in

lack of fit is larger than researchers would expect to

have occurred by chance. The approach generalizes to

the case of two or more means, a regression line, or

any other statistical model that one might want to fit. In

each case, the question being asked is whether the more

complex model (for example, using two group means

rather than one combined mean) provides a reduction

in lack of fit that is greater than a chance amount.

Robert M. Thorndike

See also Descriptive Statistics; Statistical Significance;

T Scores
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INSTITUTIONAL REVIEW BOARDS

Institutional review boards (IRBs) are local universi-

ties given the responsibility of oversight for federally

funded research involving human subjects conducted

by members of the organization. Researchers from the

local organization serve on the IRBs and often

employ one or more staff members, including a com-

pliance officer, to help facilitate the review process.

IRBs’ responsibilities include providing training so

that researchers conduct research safely, approving

research protocols that are designed to protect partici-

pants from harm, and making sure that potential

human subjects are adequately informed of the risks

and benefits of their participation so that they can give

informed consent. IRBs must balance the risk of the

research against its potential benefits in approving

research protocols. IRBs have become an entrenched

part of the research process in the United States.

There is near-unanimous support for the overall goal

of IRBs protecting human subjects from unnecessary

harm.

Because the policies based on medical research are

also applied to social science and humanities research,

a number of controversies and problems resulting

from unclear or changing definitions or from mission

creep and excessive regulation of research have

emerged as IRBs have increased in number, size, and

scope. IRB critics believe that these concerns have

a chilling effect on research; reduce and slow research

productivity unnecessarily; and seem to give IRBs

powerful control over researchers who feel they have

little recourse. Supporters of IRBs see increasing reg-

ulation and enforcement as positive steps in further

protecting human subjects from harm by overzealous

researchers. Nevertheless, it is clear that scholars will

continue to have to interact with IRBs as part of the

research process.
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A Brief History

IRBs grew out of concerns over serious human subject

research abuses such as the experiments conducted by

Nazi scientists during World War II. The Nuremberg

Code issued by the War Crimes Tribunal in response

to these atrocities is generally recognized as the first

international code of medical research ethics. However,

research abuses continued, such as in Tuskegee,

Alabama, in the late 1940s when poor, Black men were

denied available medical treatment for syphilis so that

researchers could study the effects of the disease on

them. Although most of the commonly cited research

abuses involve medical research, behavioral or social

science researchers also committed abuses. Perhaps the

most commonly cited example is a set of psychological

studies conducted by Stanley Milgram in the early

1960s. These studies would be considered unethical by

today’s research standards because the participants had

been deceived into believing that they were giving

excessive electric shocks to other people and were

inadequately debriefed about the experiment.

In 1974, the National Commission for the Protec-

tion of Human Subjects of Biomedical and Behavioral

Research was created and the National Research Act

was passed by Congress. This law required the estab-

lishment of local IRBs to review and approve all

human subject research that is federally funded. In

1979, the commission approved a guide for research

with human subjects: The Belmont Report: Ethical

Principles and Guidelines for the Protection of Human

Subjects of Research.

Enforcement of the human research guidelines has

fallen on a number of different federal agencies over

the years. Currently, the Office of Human Research

Protection (OHRP) in the U.S. Department of Health

and Human Services oversees an estimated 3,000–

5,000 IRBs across the nation that regulate medical,

social, and behavioral science research.

Defining Human Subject Research

Because IRBs have responsibility over research

involving human subjects, defining human subject

research becomes important. In general, the researcher

must directly interact with the human subjects for

research to need IRB approval. Therefore, publicly

available information, such as political speeches, pub-

lished or broadcast information, or observations of

public behavior in which individuals are not identified

(e.g., percentage of people using cell phones while

walking at the mall), is generally not considered the

purview of IRBs. However, IRBs may differ on how

they classify visiting Internet chat rooms or other pub-

licly available online forums.

The guidelines define research somewhat ambigu-

ously as contributing to the body of knowledge. This

has generally been interpreted to mean that class

assignments do not need IRB approval because they

contribute to individual learning and not to the gen-

eral body of knowledge. Research intended for pre-

sentations at conferences or distribution in academic

journals or books generally must be reviewed by

IRBs. The ambiguous definition of research has cre-

ated problems, particularly in journalism departments

and departments involved in historical documentation

such as oral histories. Most IRBs have concluded that

journalistic activities do not need IRB approval, but

practice may vary for oral histories.

Informed Consent

A critical part of the approval process for research pro-

tocols concerns informed consent. The IRB guidelines

indicate that potential participants in a study must be

informed of the purpose of the study, the procedures,

potential risks and benefits of participation, and the

consequences (if any) of withdrawing from the study

prior to its completion. Potential participants must be

allowed to ask questions about their participation

before agreeing to participate and be made aware that

their participation is voluntary and that they do not

have to answer any questions if they do not want to

and can withdraw from the study at any time.

Informed consent can be accomplished through an

oral or written presentation of the information. Oral

consent is recommended when a written consent form

provides the only link between the human subject and

the study.

Two common problems with informed consent

involve complexity and length. It is recommended that

consent be worded using eighth-grade reading levels in

order to reasonably ensure comprehension. In an effort

to be comprehensive, some consent forms become so

long that human subjects fail to read them completely,

in effect nullifying the benefit of being informed.

Finally, minors (under 18) cannot legally give

informed consent under most circumstances; they can

only assent to participate. A parent or guardian must

give informed consent for the minor to participate,
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and the minor then assents or agrees to participate. In

the past, researchers could notify parents in a letter

explaining that their children would be involved in

a study and that they only needed to reply if they did

not want their children to participate. Current policy

does not allow for this form of ‘‘passive consent.’’

Now, active consent must occur in which signed doc-

umentation from the parent must be received before

a minor can assent to participate. This need for active

consent has made it more difficult to conduct research

on minors.

Levels of Review

In reviewing and approving research protocols, IRBs

classify research into one of three levels of review. In

general, studies in educational settings or using gener-

ally accepted research methods such as interviews

and questionnaires are classified as exempt and can be

reviewed and approved by an IRB staff member.

Exempt protocols must still make sure that human

subjects receive adequate information concerning

risks and benefits in order to give informed consent,

record responses in such a way that the names of par-

ticipants are not identifiable, and expect that disclo-

sure of the participants’ responses would not put them

at risk for civil or criminal liability. Studies classified

as expedited must still involve only minimal risk to

human subjects, but may involve more sensitive

topics or unusual research methods. Expedited studies

are reviewed and approved by one or more members

of the board rather than staff members. Studies that

involve more than minimal risk to human subjects or

involve human subjects in a protected group, such as

minors or incarcerated individuals, must receive a full

board review. The majority of the board members

present must approve the study.

Issues and Concerns

Although nearly all researchers agree with the general

mission of IRBs of protecting human subjects, a num-

ber of issues or concerns have risen around IRBs.

Each potentially hinders legitimate research.

Administrative Problems

A collection of narratives from active researchers

published in a special issue of the Journal of Applied

Communication Research in August 2005 edited by

Michael W. Kramer and Debbie S. Dougherty pro-

vides a sample of the administrative problems per-

ceived by researchers. Among the most prominent

problems are slow responses or delays from IRBs and

changing or incorrect guidelines being applied to

protocols. Often, these are the result of applying poli-

cies and practices appropriate for high-risk medical

research and drug testing to low-risk research in the

social and behavioral sciences. This often results in

multiple submissions to IRBs and further delays.

These processing delays can frustrate faculty mem-

bers, particularly those under the pressure of gaining

promotion and tenure in a limited time frame. Com-

pliance officers and board member cite changing rul-

ings from OHRP, insufficient staff, and poorly written

protocols as reasons for most delays.

‘‘Mission Creep’’ or
Excessive Regulatory Control

A number of concerns with IRBs were cogently

summarized and addressed in The Illinois White

Paper, Improving the System for Protecting Human

Subjects: Counteracting IRB ‘‘Mission Creep,’’ pub-

lished by The Center for Advanced Studies at the

University of Illinois in Champaign. Mission creep

occurs when IRBs begin to oversee activity that previ-

ously was not considered human subject research.

Efforts by some IRBs to include journalistic activities

would be a clear example of this. Mission creep also

occurs through excessive regulation when research

that should be classified as exempt becomes classified

as expedited or full board, or when unnecessary pre-

cautions, those typically needed for high-risk medical

research, are imposed on low-risk social science

research.

Those disturbed by mission creep point to prob-

lems with IRBs interpreting the guidelines through

changing or expanding definitions. For example, some

IRBs consider typical research incentives (e.g., pay or

extra credit for a class) as undue coercion. IRBs

sometimes broaden the definition of risk to include

experiences that are common to everyday life, such as

recalling a mildly unpleasant event from the past.

Excessive regulation occurs when all students are

considered to belong to a protected group or when

psychological counseling must be made available for

research involving minimal risk. Supporters of the

expanding purview of IRBs indicate that their thor-

oughness and care prevent potential problems.
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Loss of Purpose

As IRBs have become more established, they have

grown in size and budgets. A number of critics, such

as medical researchers George Annas and Elliot Fou-

car, have suggested that IRBs no longer focus atten-

tion on protecting human subjects, and instead focus

on protecting universities from lawsuits by disgruntled

research subjects. Others suggest that the OHRP is

more concerned with maintaining bureaucratic rules

and regulations than protecting human subjects. As

evidence of this, critics point out that in the vast

majority of cases in which universities have had their

research programs temporarily shut down for viola-

tions, there is no evidence that human subjects were

harmed in any manner. In most instances, the shut-

down is caused by missing or poor standard operating

procedures, poor minute keeping, or lack of a quorum

at the approval meeting. Supporters point to the lack

of harm to human subjects as evidence of the success

of the procedures.

Michael W. Kramer

See also Ethics and Research; Ethnography; Experimental

Design; Field Experiments; Naturalistic Observation;

Qualitative Research Methods; Quantitative Research

Methods
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INSTRUCTIONAL OBJECTIVES

Instructional objectives are written by teachers or

instructional designers and express the intended out-

come of instruction. They specify what the learners

will be able to do as a result of instruction by stating

the performance standards that learners are expected

to achieve. Instructional objectives also go by other

labels, such as behavioral objectives, performance

objectives, or simply objectives. Two examples of

instructional objectives are as follows: (1) given two

single-digit numbers, the students will be able to add

the numbers without the aid of a calculator, and

(2) given a diagram of an amoeba, the seventh-grade

science students will be able to label the protoplasm,

nucleus, cytoplasm, and the pseudopodia.

Instructional objectives do not state instructional pro-

cedures. Instructional procedures refer to what teachers

do during instruction, including the media used and

instructional activities. Instructional objectives, by con-

trast, are student-focused; these objectives center on

what students should be able to do at the end of instruc-

tion. Thus, although instructional procedures are deter-

mined in light of objectives, the objectives state what

the students should do rather than what the teacher

should do. Instructional objectives are also different

from instructional goals. A goal is a broad, general

statement regarding the intended benefits of instruction.

Typically, goals are long term, spanning entire units of

instruction. Objectives, by contrast, are specific and

proximal. Thus, the instructional objectives provide the

level of specificity needed to guide daily activities and

allow for monitoring of goal progress. A single instruc-

tional goal may be achieved after students have met

a series of progressive instructional objectives.

How instructional objectives are conceptualized

and written has been the focus of much work in edu-

cational psychology. The work of several researchers,

such as Robert Gagne, Benjamin Bloom, and Robert

Mager, has converged on a set of recommendations

for writing objectives, and both behavioral and cogni-

tive learning theories have established principles for

the use of objectives in instruction.
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Characteristics of Written Objectives

Instructional objectives are a critical piece of effective

instruction because they clearly identify and communi-

cate the intended outcomes for instructional events.

When a teacher communicates the instructional objec-

tives to students, he or she serves to clarify expectations

and allows students to attend to the important aspects

of instruction. Instructional objectives also provide the

standards that students can use to evaluate their prog-

ress toward desired outcomes. For the teacher, instruc-

tional objectives inform the instructional activities that

occur and the assessments used to evaluate student

progress. Accordingly, instructional objectives are writ-

ten prior to instruction during the planning stage, are

used to determine the instructional procedures used dur-

ing instruction, and provide the guidelines for practice-

and assessment-related activities.

During the planning phase, teachers write the

instructional objectives that will determine the course

of instructional events. Good instructional objectives

are characterized as specific, measurable, observable,

and short term. Specific objectives are unambiguous

and clearly state what the learner should be able to do.

In writing objectives, teachers should avoid the use of

words such as know, understand, and analyze because

these words do not convey a specific, unambiguous

action. Instead, objectives should be written with verbs

that clearly state the observable action that students

will be able to carry out at the end of instruction. For

example, rather than stating that a student should

‘‘know’’ certain material, a good instructional objective

may state that the student should be able to define, list,

label, or match specific concepts from the material.

Rather than stating that a student should be able to

‘‘analyze’’ the material, a good instructional objective

may state that the student should be able to diagram,

differentiate, question, or summarize the material.

In the study of instructional objectives, several lists

of verbs have been developed that teachers can use

when writing objectives. The most widely known of

these is the list of verbs that accompanies Bloom’s Tax-

onomy of Instructional Objectives. Bloom and col-

leagues wrote the taxonomy in the late 1950s as a

means to organize objectives according to their cogni-

tive complexity. The six levels of this taxonomy,

ordered from the least complex to the most complex,

are to know, comprehend, apply, analyze, synthesize,

and evaluate. The lowest level of this taxonomy, to

know, refers simply to the memorization and recitation

of facts. Evaluation, however, not only requires factual

knowledge but also the ability to make judgments

about that knowledge. Each level can be translated into

instructional objectives by using a set of verbs that cor-

responds to each level. The verbs describing knowl-

edge and analysis that were listed earlier in this entry

are two examples of these verb sets. Other examples

include the verbs compose, design, and expand to iden-

tify clearly what is meant by synthesis. Compare, con-

trast, and judge are three verbs that can turn evaluate

into a clear and unambiguous objective. Complete lists

of these verb sets can be found in most references on

instructional objectives.

In addition to the use of specific verbs, teachers

must give consideration to several other factors when

writing instructional objectives. For example, instruc-

tional objectives must be close in time and reference

outcomes that can be both observed and measured.

This means that objectives must describe a behavior

that the teacher can either see or hear. A teacher can

see, for example, students’ written responses or

answers to mathematics problems. The teacher can

also see the results of students’ science experiments

or created representations. Musical performances,

such as playing a scale or singing a particular note,

provide good opportunities for objectives that are

heard. Each of these shares the characteristic of speci-

fying a behavior that the student must exhibit in some

way to the external world.

The ABCDs of Written Objectives

Suitably written instructional objectives contain four

elements that can be expressed as the ABCDs of

objectives. In this system, A stands for audience, B

for behavior, C for conditions, and D for degree. The

audience is the intended group of learners to which

the objective applies. The audience may be seventh-

grade science students, first-grade readers, or fourth-

grade learning disabled students. The benefit of

attending to the audience when writing instructional

objectives is that, by stating the learners to whom the

objective applies, it structures the objective so that it

is focused on the learner. Behavior refers to what the

learners are to do and is indicated by the verb of the

objective.

Conditions indicate the exact circumstances under

which the behavior is to occur. Conditions clarify the

resources that learners will have available at the time

of the performance and the circumstances under
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which the behavior must be performed. It is the condi-

tion element of the objective that specifies, for exam-

ple, if the behavior must be exhibited independently

or with the aid of a partner, if students will be permit-

ted to use notes or books, or if mathematics problems

can be solved with the aid of a calculator. The final

element, the degree, identifies the standards for an

acceptable performance. It is the degree element of the

objective that clarifies the quality or quantity of the

behavior necessary to achieve a level that is deemed

to be sufficient. Degrees might be expressed as the

percentage of problems to be answered correctly, the

number of errors that can be made, or the amount of

time that a behavior should require. The degree element

is most difficult to express when the objectives corre-

spond to subjective performances such as writing a good

summary or creating a novel design. In these cases, it is

important that the objectives are tied to clearly stated

scoring criteria. A good summary, for example, may

contain the main idea, three supporting details, and

a synthesis statement. Sharing these criteria with learn-

ers may clarify expectations and further specify the

stated objective.

Categories of Written Objectives

To write instructional objectives, teachers must also

consider the type of behavior that is the target of the

objective. Objectives can be categorized as psycho-

motor, cognitive, or affective. Psychomotor objectives

refer to behaviors that the learner is to perform. Play-

ing a musical instrument or executing an athletic

move is an example of a psychomotor objective. In

academic domains, psychomotor objectives can refer

to the execution of activities such as properly arran-

ging manipulatives, operating equipment, or manag-

ing behavior. Cognitive objectives refer to what the

students will learn or the intellectual capacity they

will acquire through instruction. There are various

types of cognitive objectives, such as comprehension

or problem solving. Most resources on instructional

objectives recommend using the levels of Bloom’s

taxonomy to conceptualize cognitive objectives. Cor-

responding verbs can, of course, be used when writing

these objectives.

Finally, instructional objectives can refer to affec-

tive outcomes. Affective objectives include students’

attitudes, values, and expectancies. An affective

objective may state, for example, that students in

a mathematics class will have confidence in their

ability to complete mathematics problems or that the

students will understand the value of a particular

mathematical procedure to their everyday lives. In

general, affective objectives are the most difficult to

both write and assess because it is difficult to deter-

mine the objective and observable behaviors that cor-

respond to the desired outcome.

The Role of Objectives in
Instruction and Assessment

Once written, objectives provide guidance for the design

of instructional materials and activities. Although there is

not a one-to-one correspondence between a written

objective and the instructional methods that can be

used to achieve the objective, a well-written objec-

tive does guide the teacher’s decision-making pro-

cess. When selecting instructional materials, for

example, the teacher must choose materials that con-

tain the necessary information and that present the

information in a manner consistent with the objec-

tives. In class, instructional activities should also

provide opportunities for practice and feedback on

the desired behaviors. Scaffolds to support student

progress toward the intended outcomes may also be

included in the materials.

Furthermore, because instructional objectives require

an observable behavior, they are also used to select

the assessments that are used to determine if the

objective has been achieved. The in-class activities,

take-home assignments, and class tests are all consis-

tent with the stated objective so that the perfor-

mances for which students are held accountable are

the same as those communicated to them through the

objective. Student performance on these assessments

provides the opportunity for teachers and students

alike to assess progress toward the intended out-

comes. When final assessments, such as a unit exam,

are given, the assessment should align with the objec-

tives that preceded it. The conditions of the exam,

for example, should be consistent with the conditions

of earlier objectives. In short, students should be

assessed only on behaviors and abilities that were part

of earlier objectives.

Theories of Learning and Instruction

Several theories of learning and instruction discuss

the role of instructional objectives in student learning.
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Contingency contracts are recommended by behav-

ioral learning theories as a method for the teacher

and student to discuss and establish the goals and con-

ditions for learning-related outcomes. Contingency

contracts are used with individual students. In these

contracts, the instructional objective serves as the

statement of the desired terminal behavior. Conditions

for the behavior and consequences for the outcome

are also included.

Gagne recommends that objectives be incorporated

into the instructional design process. In this theory,

objectives are classified according to one of five cate-

gories of learning outcomes (e.g., verbal information,

cognitive strategies). Each category corresponds to

a set of critical learning conditions, and the conditions

specify the environmental conditions the learner needs

in order to achieve the goal. By considering the condi-

tions of learning alongside the categories of objec-

tives, the instructional designer can translate the

instructional objective into the instructional design.

Peggy N. Van Meter
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INTELLIGENCE AND

INTELLECTUAL DEVELOPMENT

Modern Conceptions of Intelligence

The modern history of theory and research on intelli-

gence has its twists and turns largely due to the

unwieldy nature of the concept. On one hand, intelli-

gence is a concept that has high currency, a valued

human resource that people try to cultivate or harness

for advancing their causes and agendas, individually

or collectively. In the meantime, it is also an abstract,

elusive concept with many faces. When a task force

put together by the American Psychological Associa-

tion (APA) reported ‘‘knowns and unknowns’’ about

intelligence, it was not able to come up with a

uniformly agreed-upon definition of what intelligence

is, other than the following statements by Ulrich

Neisser:

Individuals differ from each other in their ability

to understand complex ideas, to adapt effectively

to the environment, to learn from experience, to

engage in various forms of reasoning, to overcome

obstacles by taking thought. Although these indi-

vidual differences can be substantial, they are never

entirely consistent: A given person’s intellectual

performance will vary on different occasions, in

different domains, as judged by different criteria.

Concepts of ‘‘intelligence’’ are attempts to clarify

and organize this complex set of phenomena.

(Neisser et al., 1996, p. 77)

Three observations can be made about the state-

ments. First, there is some consensus in the research

community on what are typically seen as constituents

of intelligence or intelligent behaviors; however, there

is no clear answer as to whether they are closely

connected facets or just concepts loosely coupled

together. Second, the statements treat intelligence

squarely as a differential or individual difference con-

cept, yet give much leeway for intraindividual and

contextual variability. Finally, the statements high-

light the term intelligence as a psychological con-

struct, a conceptual tool conjured up by scientists to

sort and organize observations at an abstract level, not

a physical reality like height or weight.

Although Francis Galton started the tradition of

research on psychometric intelligence, Alfred Binet

and Charles Spearman were the two most prominent

early pioneers of modern theory and measurement of

intelligence. Binet, in collaboration with his doctoral

student Theodore Simon, developed the first modern

intelligence test for the purposes of identifying and

helping children with severe learning difficulties in

school. Although the purposes were to develop a more

reliable and objective assessment than informal clini-

cal observations could offer, Binet saw the instrument

as a clinical tool for diagnostic and instructional pur-

poses. He also believed that intelligent performance

and behavior involves a set of processes that can be
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identified in children’s performance and targeted for

intervention. In comparison with Binet, Spearman

was a different kind of researcher. He firmly believed

that human intelligence can be clearly defined and

measured with accuracy. He used simple measures of

sensory discrimination as an indicator of intelligence,

believing that sensitivity to subtle differences and

relations best characterizes intelligent persons. In con-

trast to Binet’s inclinations as a clinician, Spearman

was a mathematician, who preferred numbers to

immediate observations. By parsing performance indi-

ces into a shared variance and residue variance, he

formulated a two-factor theory: individual differences

in intelligence can be represented as consisting of

a general factor (g) and specific factor (s). When

Spearman made a bold claim with a title of ‘‘‘General

Intelligence’ Objectively Determined and Measured’’

for his famous 1904 article, Binet was not convinced;

he doubted whether a phenomenon as complex as

intelligence can be reduced to a single number or

a set of numbers. Indeed, he made the counterargu-

ment that two individuals who obtain the same

score might well use quite different skill sets. Binet

was more intrigued by subtle individual differences

observed during performance than the apparent sim-

plicity of the mathematical solution offered by Spear-

man. This tension, revealed in exchanges between

Spearman and Binet and alluded to in the quoted

statements above by the APA task force, has lingered

to date.

Intelligence: Structural or Functional?

Conceptualizing intelligence as a structural feature

of mind starts with Galton, who, along with many of

his contemporaries, viewed intelligence as a heritable

mental faculty. The structural view of intelligence

was reinforced by massive intelligence testing and

consolidated by the then-newly invented correlation

and factor analytical technique. Efforts to delineate

psychometric intelligence culminated with J. Paul

Guilford’s mapping of various configurations of abili-

ties based on content, process, and product, and John

Carroll’s reanalysis of hundreds of psychometric stud-

ies of human abilities. Although the structural view of

intelligence implicitly assumes that intelligence is

a capacity of some sort, some voices resist such reifi-

cation. Some scholars argued that psychometrically

measured intellectual performance is better seen as

an index of the effectiveness and efficiency of mind

vis-à-vis an array of task conditions rather than

mental entities. An alternative, functional account

involves an understanding of the context in which

performance is observed and assessed, as well as how

the person carries out the task. Whereas the structural

view defines intelligence squarely as a person charac-

teristic, a functional view defines intelligence at the

interface of an enactive person and an impinging

environment, as fit execution of behavior or perfor-

mance in that context. In short, when the structural

view sees competence as a personal trait, the func-

tional view sees competence as context dependent.

Intelligence: Nature or Nurture?

The early pioneers of intelligence research differed

with respect to whether mental capacity is heritable.

Whereas Galton firmly believed that intelligence is

largely a heritable quality, Binet considered it a human

condition that can be modified through education and

social interventions. Whether the quality called ‘‘intel-

ligence’’ can be improved through education is still

controversial today. There is a pervasive pessimistic

belief that people cannot do much when it comes to

intelligence. Supporting evidence comes from twin

studies that show that as one reaches adolescence and

adulthood, genetics seems to play an even more sig-

nificant role in one’s intellectual performance than

when one is younger. On the other hand, evidence

also indicates that intelligence is a malleable quality,

and schooling and effective instruction make a differ-

ence in one’s intellectual performance and cognitive

organization of personal experience.

Raymond Cattell developed a more differentiated

scheme in which fluid intelligence (Gf), the ability to

manipulate complex information and detect patterns

and relations, is interpreted to have direct biological

underpinnings, whereas crystallized intelligence (Gc)

reflects the cumulative effect of experience and edu-

cation. Thus, Gf represents true genetically based

intelligence and Gc is simply a derivative outcome of

Gf acting upon experience and knowledge. There is

a body of research on cognitive aging that seems to

support the notion that Gf tends to decline with aging,

but this trend is compensated for by the incremental

changes in Gc. However, research also demonstrates

that environment (likely including education) pro-

duces greater effects on Gf than Gc, affirming an

opposite contention that fluid abilities are among the

most important products of education and experience.
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Indeed, an important task not fulfilled by the tradi-

tional IQ tests is how to design instructionally rele-

vant useful tests of fluid abilities, showing how well

students can transfer their learning to novel problems.

However, when one examines what carries the most

weight in general intelligence and in predicting future

performance, crystallized intelligence seems to be

a winner. Thus, the contention that Gf represents

‘‘natural ability’’ and Gc is simply ‘‘achieved compe-

tence’’ is a controversial one.

The nature-nurture issue is also related to whether

one views intelligence as ultimately a structural fea-

ture of the person, reflecting a capacity, or a relational

and functional property, reflecting the person–task

interaction. At least three major sources of intelli-

gence can be identified: biological, domain experi-

ence, and reflective. Biologically based intelligence

(e.g., neural efficiency) may be difficult to modify,

but both domain experience and reflective thinking

are subject to significant environmental influences.

Intelligence: General or Specific?

At face value, standard intelligence tests are a com-

posite measure of performance on a variety of tasks,

originally intended to be this way by Binet. The practi-

cal utility of such a test may lie in the very fact that it

is a gross measurement, like the Dow Jones Index, sam-

pling as many ‘‘active performers’’ as possible to obtain

an overall estimate. The paradox is that the broader the

range of tasks a test covers, the less psychologically

meaningful the test becomes. The trade-off seems to

be between specification of cognitive (and possibly

motivational) processes given a cognitive task, and

the breadth of representations of task conditions that

affords performance consistency, stability over time,

and predictive validity. Practicality aside, it becomes

theoretically problematic when one attempts to interpret

various factor structures as indicative of how the mind

is structured. Spearman, for one, ventured into such

a speculation when he interpreted the general factor as

‘‘mental energy.’’ The three-stratum theory proposed by

Carroll in 1993 represents an integration whereby cog-

nitive abilities are represented as a continuum from the

most general to the most specific. Yet many researchers

questioned whether the factor structures can truly afford

a theory of the structure of human abilities, or they just

reflect a statistical artifact.

Nevertheless, there is still a strong belief among

many students of intelligence that general intelligence

exists and that standard intelligence (IQ) tests mea-

sure it well. When it comes to understanding the

nature of general intelligence, some take a more

reductionistic view by tracking it down to its neurobi-

ological roots. Recent research of developmental biol-

ogy also seems to suggest that prolonged thickening

of cortices may underlie more advanced cognitive

development of individuals whose IQ scores place

them roughly at the top 3% of the population. Others

characterize general intelligence as the ability to deal

with cognitive complexity; that is, more complex

tasks require more mental manipulations of informa-

tion, hence higher demands on mental capacity. Intelli-

gence tests have been found to be correlated with high-

complexity tasks more than low-complexity tasks,

although exceptions also exist. Research on mental

retardation also suggests deficits in extracting abstract

relations and principles.

Although psychometricians have tried to map out

human abilities, general or specific, for a long time,

Howard Gardner and Robert Sternberg brought to the

field different breeds of theoretical perspectives and

research evidence. Gardner views psychometrically

measured IQ as representing a culturally narrow view

of what is important for effective intellectual func-

tioning. His theory of multiple intelligences, for good

or ill, has successfully pluralized the concept of intel-

ligence. Moreover, his argument that the mind is not

an all-purpose information-processing device but is

composed of many specialized modules dedicated to

processing specific types of information was based on

a set of neuropsychological evidence. The underlying

argument that processes are always sensitive to content

is now widely supported. In comparison, Sternberg’s

triarchic theory represents a more complex system

of theoretical propositions, encompassing cognitive,

experiential, and contextual dimensions.

The question of whether intelligence is unitary and

general or pluralistic and domain-specific often carries

a structuralist overtone concerning how the mind is

innately structured and organized, regardless of envi-

ronmental experiences. It does not take into account

the possibility that mental capacities can also be shaped

by task environments over time. Gardner expressed

a structural view of intelligence when he conceptual-

ized the mind as innately modular. His recent concep-

tions seem to move toward a more functional view. A

functional view of intelligence is by nature more

domain-specific and context-bound. It does not presume,

however, that the mind is innately domain-specific.
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Rather, domain-specific competence could be the prod-

uct of adaptive efforts that might involve both domain-

general and domain-relevant resources.

Early Conceptions of
Intellectual Development

From the onset, developmental approaches to intelli-

gence take a different approach from differential or

individual difference approaches, assuming that it is

a function of age-graded development; that is, sooner

or later a person will go through similar developmen-

tal changes in his or her intellectual structures and

functions. Although working in Simon’s laboratory on

child psychology, Jean Piaget saw something that was

apparently missed by psychologists of his time; that

is, children’s thinking has their own ‘‘logic’’ that is dif-

ferent from adults’. Piaget envisioned a developmental

process that is completely outside the radar of differen-

tial psychology: At different developmental levels,

intelligence has its different structures and functions,

showing different organizational principles in cognitive

functions. Such a developmental orientation has turned

out to be extremely fruitful in understanding how chil-

dren act on and represent their world, and how educa-

tors can facilitate children’s intellectual development.

Oddly enough, although Piaget differed significantly

from differential psychologists in his theoretical inter-

ests, his assumption about the existence of deep struc-

tures of intellect (schemes and operations) reflects

a conviction similar to that of differential psychology;

that is, mapping the structure of intellect is possible just

as is mapping the physical structures of an organism.

However, Piaget also started off a tradition of devel-

opmental research that shows little interest in individ-

ual differences. The separate paths of developmental

and differential psychology have yielded findings and

theories that are virtually noncommunicative with each

other. On one hand, developmental researchers are

seeking an understanding of how an ‘‘average’’ child

develops intellectually or cognitively over time, while

regarding individual differences as trivial or ‘‘noises’’

to be dismissed. On the other hand, consistent differ-

ences in intellectual performance observed within any

age have prompted differential psychologists to develop

age norms for individual differences in academic and

intellectual performance calibrated to months of age.

Because IQ scores are age-normed, intellectual develop-

ment from such a differential point of view is simply

how stable these age-normed individual differences are

over time. Both traditions can be criticized as missing

an important part of intellectual development. On the

differential side, age-normed rank order scores mask

incremental changes in intellectual functioning and qual-

itative changes or reorganization of cognitive functions.

Indeed, age-normed standard scores help perpetuate the

notion that intelligence is a fixed quality, and by a further

leap of faith, a genetically based individual difference.

On the normative developmental side, in seeking to

understand a typical or ‘‘average’’ child at a given age,

the normative developmental psychology is also guilty

of neglecting vast individual differences in intellectual

functioning and development, not only in terms of psy-

chometrically measured individual differences, but also

in terms of different pathways and trajectories.

Metatheoretical Assumptions
Guiding Theory Building

There are three main metatheoretical frameworks

guiding research and theorizing: mechanistic, organis-

mic, and contextualist. Mechanistic perspectives

would simply see intellectual development as a deriva-

tive outcome of changes in cognitive machinery

(e.g., working memory capacity). Organismic per-

spectives would view intellectual development as reg-

ulated by internal rules of growth (e.g., disequilibrium

or innate skeletal principles). Contextual perspectives

would view intellectual development as fundamen-

tally embedded in the broader sociocultural context

and situated at the interface of person–environment

interactions (e.g., zone of proximal development).

Whether development of intelligence should be

considered differential, quantitatively or qualitatively, is

a matter of whether the core ontological commitments

endorse a differential provision. Mechanistic approaches

can lead to theories of differential intellectual develop-

ment, in reading or other cognitive development, as long

as the development is traced to the basic cognitive struc-

tures and operations. Organismic principles can also

yield insights into differential development of intellec-

tual competence by specifying when individuals diverge

in how they negotiate the maximizing of mastery of the

environment on one hand, and the optimizing of one’s

affect on the other. The contextualist doctrine, by far,

offers the most unconstrained versions of intellectual

development. On one hand, it is liberating by permitting

various environmental forces (including fortuitous

events and life-changing encounters) and individuality

(with all its idiosyncrasies) to play a role in intellectual
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development. On the other hand, it opens up a multitude

of developmental possibilities that may prove unwieldy

for scientific research or may fall short of parsimony.

Again, there is a tension on the nomothetic or universal

versus ideographic or particularistic continuum where

cognitive and intellectual development are concerned.

Notwithstanding the challenges of integrating

differential and developmental theories and research

in a theoretically coherent manner, developmental

approaches stand the best chance to address the three

basic questions regarding intelligence discussed

earlier. Traditional intelligence testing, and its meth-

odological backbone, factor analysis, represent a static

method and therefore cannot afford insights into

dynamic person–environment interactions and changes

of intellectual functions over time. By studying the tem-

poral sequences of person–task or person–environment

transactions, the structural-functional tension can be

addressed as an issue of how initial structure facilitates

functionality and how functionality leads to new struc-

tures. By studying nature and nurture in reciprocation

and interaction, how biological preparedness and envi-

ronmental affordances and constraints work in concert

as a system can be further explicated (e.g., passive,

evocative, and active correlations between the person

and the environment). By studying intellect in the

making, it is possible to show contributions of both

domain-specific and domain-general cognitive resources.

Because individual differences in intellectual develop-

ment are one of the most important educational consid-

erations, it is imperative from an educational point of

view to incorporate a differential provision of how indivi-

duals differ in their intellectual development, and how

learning and instructional activities enhance intellectual

functioning and development. New developments in

the fields of developmental and differential psychology

show good promise of such a theoretical integration and

consilience.

New Developments on
Intellectual Functioning

and Development

There are five aspects of current thinking that facili-

tate an integrative approach to intellectual functioning

and development:

1. The importance of functional and social contexts,

2. The reciprocal relationship between functioning

(including learning) and development,

3. The role of nonintellective factors in intellectual

functioning and development,

4. A life span perspective on intellectual development,

and

5. Developmental processes and mechanisms leading

to differential intellectual development.

The Role of Functional
and Social Contexts

In a narrow sense of the term, context refers to

a set of immediate conditions where specific intellec-

tual performance is observed. It can include the nature

of tasks involved, situations in which the performers

find themselves, and instruments and criteria used

to make observations and assessment as well as tem-

poral changes of strategies and performance. This

emphasis shifts from an exclusive focus on intellectual

performance as a person variable (i.e., competence) to a

focus on intellectual performance as relational property

of person–task interaction in real time (i.e., perfor-

mance). Microgenetic methods, which follow indivi-

duals’ interactions with a specific task environment

intensively for days and weeks, uncover intraindividual

as well as interindividual variability in children’s intel-

lectual performance. Such an idiographic approach to

studying real-time, micro-level developmental pro-

cesses has significantly changed the way development

is understood, from a view of monotonic incremental or

structural changes to that of variation, selection, and

optimization, not unlike the process of biological evo-

lution. Such a micro-level process view of development

integrates functioning and development.

At a more abstract level, context can mean differ-

ent functional contexts where intelligent behavior

may entail different sets of capabilities and propensi-

ties, such as academic versus practical settings. Thus,

Brazilian children can perform well on ‘‘street math’’

but cannot do as well on equivalent ‘‘school math.’’

Professional racetrack gamblers are capable of sophis-

ticated reasoning in their domain of expertise but do

not perform superbly on standard intelligence tests.

Each domain or field may have different sets of abilities

and propensities and different threshold requirements.

Even within academics, requirements for successful

adaptations may be quite different. An emphasis on

context also implies a specific social milieu or cultural

context where intellectual functioning and development

take place. Lev Vygotsky insisted that all higher mental

functions initially occur at the social level and then

540 Intelligence and Intellectual Development



are gradually internalized with practice. The role of

more competent others is indispensable. The notion

of zone of proximal development treats intellec-

tual development as fundamentally mediated by

socializing agents. The new movement on ‘‘situated

cognition’’ also stresses the distributed nature of

intellectual functioning.

The Relationship Between
Functioning and Development

Current thinking and research involve a new under-

standing of relationships between functioning and

development, and learning and development. Develop-

ment is traditionally considered structural organization

and reorganization of experience and cognitive and

behavioral functions that evolve over time. Experi-

ence and knowledge facilitate this process but do not

change its nature. Learning, on the other hand, is

seen as a process of the acquisition of new knowl-

edge and skills that has little bearing on the cognitive

infrastructure. This view has been changed signifi-

cantly. Research shows, for example, that children

who are chess players performed meaningful chess

memory tasks at a much higher level than adults

who had not learned chess. The study demonstrates

that knowledge significantly alters basic cognitive

functioning. The emergent expertise literature pro-

vides compelling evidence that knowledge enables

sophisticated reasoning and problem solving. Now,

learning is seen an integral part of development.

Integrating learning and knowledge into develop-

mental theory entails a more functional, rather than

structural, view of intellectual development; in other

words, intellectual development is likely more con-

textual than organismic. It opens a new way of

looking at intellectual development that stresses the

importance of contextual experiences (including

educational experience) and the facilitative role of

others while incorporating internal principles gov-

erning the behavior of the organism at a specific

developmental level.

Urie Bronfenbrenner and Stephen Ceci argued that

biological potential for learning and intellectual devel-

opment can be realized only through proximal pro-

cesses, that is, transactional experiences with specific

environmental contexts both immediate and mediated.

Accordingly, learning potential in a given situation,

which is typically considered an important aspect of

intelligence, can be built into a differential theory

of intellectual development. This is in keeping with

Vygotsky’s notion of zone of proximal development

and its practical application, dynamic testing, which is

not assessing what the person already knows, but how

well the person learns in real time when given instruc-

tional hints and prompts. Dynamic testing helps diag-

nose a child’s ability to learn at a specific level of

competence, and it informs educational interventions

aimed at assisting children with learning difficulties,

reminiscent of what Binet was doing during the incep-

tion of intelligence theory and measurement.

The Role of Nonintellective Factors

Both psychometric theories of intelligence and age-

graded normative theories of intellectual development

tend to be ability-centric theories; that is, the kind of

abilities a person can display in a perform-on-demand

condition. Such ability-centric approaches elicit maxi-

mal performance at the expense of neglecting a per-

son’s typical engagement, which has much to do with

personal dispositions, such as openness to experience.

Kurt Fischer made a related distinction in developmen-

tal theory between functional-level and optimal-level

development, an important revision of Piaget’s theory,

which assumes by default an optimal-level develop-

ment (e.g., emphasizing what adolescents potentially

can do, rather than what they are actually able to do).

Nonintellective factors may play what Bronfenbren-

ner called a development-instigative role. Intellectual

dispositions, such as risk-taking and open-mindedness,

also play an important role in how one approaches an

intellectual challenge. Intellectual dispositions may lie

in the intersection of personality and intelligence. It

may be argued that nonintellective factors such as

interest and persistence may be particularly important

in differential intellectual development, as much

knowledge and skill building entails sustained engage-

ment and deliberate practice.

Personal agency in intellectual development can

also take a more conscious form. Development is now

seen as a self-modifying process, part of intellectual

development as self-engendered changes. All of these

conceptions involve a distinct role of the consciousness

and self. One example is what Annette Karmiloff-

Smith called representational redescription made by

children to articulate otherwise implicit knowledge.

Rather than seeing intellectual development as funda-

mentally cognitive reorganization due to changes in cog-

nitive infrastructure or architecture, Karmiloff-Smith
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sees the role of consciousness as reflecting a developing

human tendency to exercise cognitive and metacognitive

control over aspects of their environment. This is in

line with a renewed emphasis on reflective thinking,

which was stressed decades ago by Dewey as quintes-

sential for effective intellectual functioning. Education

seems to play an important role to enculturate such

habits of mind.

A Life Span Perspective

Current thinking goes beyond adolescence to

embrace a life span perspective on intellectual func-

tioning and development. Biologically, the Gc and Gf

distinction provides a useful perspective on when one

reaches cognitive maturity and when cognitive or neu-

ral efficiency starts to decline with the aging process.

However, intellectual development is constrained, but

not dictated, by biological differences and changes;

in other words, intellectual development is not as

canalized as other aspects of development, such as

language development. This point becomes clearer

when one views intellectual development (Gf or Gc)

as often enabled by learning experiences and educa-

tion. It can also be argued that much of intellectual

development occurs beyond adolescence. There is

a growing body of research on adults’ differential

intellectual development. The findings of behavioral

genetics research that identical twins are more alike

when they reach and go beyond adolescence, and that

nonshared environmental factors play a more distinct

role in later development, can be incorporated and

further tested in such research. The topic of intellec-

tual functioning and development also overlaps with

expert performance and development of expertise.

Coherent Accounts of
Processes and Mechanisms

Attempts at integrating differential and develop-

mental approaches have been made at the level of

childhood, adolescence, and adulthood. However, an

important task is to provide processes and mechan-

isms that account for differential development in

a coherent manner. Some scholars suggest that mental

development in the first 6 years is similar for every-

one and then diverges due to both environmental and

genetic forces. Others provide motivational principles

explaining differential pathways and trajectories.

Robert Siegler’s overlapping-wave theory of cognitive

development also potentially explains how differen-

tial development occurs. Studies that incorporate

both comparative and microgenetic methods may ulti-

mately be capable of addressing the two central issues

of intellectual functioning and development: a process

account of development that entails the role of adap-

tive functioning, and a developmental theory that is

capable of addressing differential pathways and tra-

jectories. In this way, differences between nomothetic

and idiographic approaches to understanding intelli-

gence and intellectual development can be eventually

resolved or reconciled.

David Yun Dai

See also Bell Curve; Emotional Intelligence; Fluid

Intelligence; Gifted and Talented Students; Metacognition

and Learning; Multiple Intelligences; Triarchic Theory of

Intelligence; Vygotsky’s Cultural-Historical Theory of

Development

Further Readings

Carroll, J. B. (1993). Human cognitive abilities: A survey of

factor-analytic studies. Cambridge, UK: Cambridge

University Press.

Ceci, S. J. (1996). On intelligence: A bio-ecological treatise

on intellectual development (2nd ed.). Cambridge, MA:

Harvard University Press.

Ericsson, K. A., Charness, N., Feltovich, P. J., & Hoffman,

R. R. (Eds.). (2006). The Cambridge handbook of

expertise and expert performance. New York: Cambridge

University Press.

Gardner, H. (2003). Three distinct meanings of intelligence.

In R. J. Sternberg, J. Lautrey, & T. I. Lubert (Eds.),

Models of intelligence: International perspectives

(pp. 43–54). Washington, DC: American Psychological

Association.

Guilford, J. P. (1967). The nature of human intelligence.

New York: McGraw-Hill.

Lohman, D. F., & Rocklin, T. (1995). Current and recurrent

issues in the assessment of intelligence and personality. In

D. H. Saklofske & M. Zeidner (Eds.), International

handbook of personality and intelligence (pp. 447–474).

New York: Plenum.

Messick, S. (1992). Multiple intelligences or multilevel

intelligence? Selective emphasis on distinctive properties

of hierarchy: On Gardner’s Frames of Mind and

Sternberg’s Beyond IQ in the context of theory and

research on the structure of human abilities.

Psychological Inquiry, 3, 365–384.

Neisser, U., Boodoo, G., Bouchard, T. J., Boykin, A. W.,

Brody, N., Ceci, S. J., et al. (1996). Intelligence:

Knowns and unknowns. American Psychologist, 51,

77–101.

542 Intelligence and Intellectual Development



Perkins, D., & Ritchhart, R. (2004). When is good

thinking? In D. Y. Dai & R. J. Sternberg (Eds.),

Motivation, emotion, and cognition: Integrative

perspectives on intellectual functioning and

development (pp. 351–384). Mahwah, NJ:

Lawrence Erlbaum.

Sternberg, R. J. (Ed.). (2000). Handbook of

intelligence. Cambridge, UK: Cambridge

University Press.

INTELLIGENCE QUOTIENT (IQ)

Intelligence is a construct that has been proposed by

psychologists to underlie much of human behavior

and is a significant factor contributing to an individ-

ual’s ability to do some things more or less well.

Most would agree that some children are better at

math or language arts than others, or that some

hockey players or musicians are gifted in compari-

son to their peers. It might be argued that some indi-

viduals are born that way, whereas others have the

benefit of good environments and learning opportu-

nities that can build on their basic abilities. The

intelligence test, and resulting intelligence quotient

or IQ, is a means for assessing and measuring intel-

ligence, with the results often used to classify or

select persons or predict such outcomes as school

achievement.

Both the construct of intelligence and its measure-

ment are not new, and both existed well before the

advent of psychological science. Historians have

traced the forerunner of current cognitive ability and

achievement assessment to more than 2000 years B.C.

Although intelligence has been studied in a number of

ways, from an early emphasis on sensory processes to

the more current attention given to brain-imaging

techniques, the mainstay in the study and assessment

of intelligence has been the IQ test. Psychologists not

only assess intelligence but also study how intelli-

gence is expressed; what causes it; and how it contri-

butes to understanding, explaining, predicting, and

even changing human behavior.

Despite intelligence being a much studied area of

psychology, there is still considerable controversy and

emotion regarding the use of the IQ and intelligence

tests and the results gleaned from them in such

contexts as schools and industry to describe both

individuals and groups. Given continued advances in

the theories of intelligence and cognitive assessment

instruments, the issue appears to be less with the con-

structs and the tests used to measure it, and more with

how this information is or can be used.

Theories of Intelligence

Psychology joined the scientific community in the late

1800s, and since then, a number of theories outlining

human intelligence, accompanied by a huge body of

research, have emerged. The hallmark of science and

scientific inquiry is the creation of theories and the

pursuit of empirical support for the hypotheses that

are generated by and from a particular theory. The

current theories of intelligence attempt to explain

what it is, what causes it, and what intelligence tells

us about other human behaviors.

Although research has demonstrated that there is

a considerable genetic component to intelligence, it is

also recognized that intelligence is an acquired ability

that reflects opportunity and experience such as

comes from effective schooling and home environ-

ments. Studies showing the remarkable similarity in

measured ability between twins, whether reared

together or apart, provide much evidence for a genetic

foundation to intelligence. However, intelligence

appears to be polygenic rather than located on a spe-

cific gene. Studies have also shown that animals

raised in very restricted in contrast to ‘‘rich’’ environ-

ments not only show considerable differences in, say,

their capacity to solve problems, but also show an

impact on their brain structures (e.g., number of

neural connections). As well, research has shown

how the effects of poverty and restricted educational

opportunities can negatively influence human devel-

opment, including intelligence.

Among the environmental factors that are known

to directly influence brain functioning and thus

intellectual development and expression are various

medical conditions, neurotoxins, drugs such as alco-

hol (certainly during pregnancy, as observed in chil-

dren diagnosed with fetal alcohol syndrome), and

chemical pollutants such as lead and mercury.

Almost anything that negatively affects the brain,

such as head injury and oxygen deprivation, will

have small or large observed effects on intelligence

and its expression. Less obvious but just as impor-

tant are such additional factors as motivation, self-

concept, and anxiety, all of which can influence

a person’s score on an IQ or intelligence test and

their everyday functioning at work or school.
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Culture also affects the expression of intelligence.

Although there is a universal ability related to the

capacity to acquire, store, retrieve, and use information

from everyday experiences as well as from direct

teaching (e.g., school), how this is expressed, the con-

tent of a person’s response to a question, and the lan-

guage used in providing an answer to a question all

reflect the interaction between the person’s genetic

capacities and the environmental opportunities for

intelligence. In addition, arguments have been made

that what constitutes intelligence may vary across cul-

tures and that different ethnic groups may have differ-

ing, but equally intelligent, reasoning strategies. On the

other hand, the successful adaptation of contemporary

assessment instruments for use in a large number of

countries suggests that central abilities and capacities

comprising intelligence may be shared across cultures.

It should also be pointed out that intelligence is also

a developmental construct. A 5-year-old child has

a very different view of, say, cause–effect relationships

or the understanding of number concepts than does

a 15-year-old in Grade 10 or a 35-year-old with a uni-

versity degree or a 50-year-old working in a factory.

Brain maturation very much influences the qualitative

description of intelligence. At the same time, it has

been demonstrated that intelligence does change across

the life span, with some kinds of intelligence referred

to as crystallized intelligence (e.g., a person’s knowl-

edge of words and language, learned skills such as

solving arithmetic problems) more likely to remain

unaffected and possibly continue to improve with age

than are abilities reflecting fluid intelligence and speed

of processing information (reflecting neural efficiency),

barring, of course, dementia and other diseases under-

lying cognitive decline.

Another debate found in theoretical discussions

and observed in models of intelligence is centered on

whether intelligence is a single characteristic or is

composed of several or even multiple abilities. These

views can be traced back to the turn of the previous

century, when psychologists such as Spearman argued

that intelligence was a set of specific but related fac-

tors that resulted in an overarching general factor

(essentially similar to the current full-scale IQ [FSIQ]

score found on many tests). In contrast, Thurstone

proposed that intelligence was made up of a number

of primary mental abilities that could not be captured

in a single summary score or an FSIQ.

Today’s tests and models continue to reflect these

divergent viewpoints. For example, psychologists such

as Guilford have proposed that intelligence may have

120 or more facets, while Wechsler has argued for the

relevance of the FSIQ (but also the importance of look-

ing at both verbal and nonverbal performance). Other

current models proposed by Sternberg, describe intelli-

gence along the lines of practical, analytical, and crea-

tive abilities, whereas Gardner suggests that there are

likely eight to nine core kinds of intelligence reflecting,

for example, interpersonal intelligence (required for

effective social interaction and communication), kines-

thetic intelligence (observed in athletes who excel

in their sport), musical ability (found in performers

and composers), and logical-mathematical intelligence

(reflecting the capacity to reason logically in mathe-

matics and science such as physics). Other views,

drawing from the work of Piaget, focus more on how

intelligence develops (in stages) and how it can be

encouraged through direct instruction and supportive

learning environments (e.g., instrumental enrichment).

Thus, there is quite some diversity in how intelli-

gence is defined, determining the key factors that affect

its development and expression, and how it is best

measured. Although this may be perplexing to some, it

does show how complex intelligence is and, even more

so, how very complex human behavior is. At the same

time, a great deal is known about intelligence and

what it tells us about human behavior. For example,

intelligence tests, yielding a measure of general men-

tal ability, are one of the best predictors of student

achievement and success in elementary schools. On the

other hand, and as expected, intelligence tests have

been found to be more limited in predicting achieve-

ment among intellectually homogeneous populations.

For example, university students generally possess

average or above-average levels of intelligence such

that divergent performance in this group appears to be

more highly related to specific cognitive competencies

(e.g., high aptitude in math) and personal attributes

(e.g., motivation, study skills). Intelligence is addition-

ally considered a key factor in understanding human

capacity to manage stress and develop resiliency, psy-

chological well-being, and even longevity.

History of Intelligence Testing

The very earliest tests of intelligence were not based on

any particular scientific views and in many instances

simply showed the wide or narrow range of perfor-

mance on such tasks as strength of grip or pitch dis-

crimination. More to the point, these tests did not tell us
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about other human characteristics that, by expectation,

they should. If intelligence is an underlying capacity

that influences how well a person does in school, or

a person’s accuracy at solving arithmetic problems, or

the speed at which he or she can perform other mental

tasks, then the tests should be correlated with those

behaviors and be able to predict how well a person may

perform on those tasks requiring intelligence.

In contrast to the earliest tests of intelligence, more

recent intelligence tests have resulted from extensive

research efforts, while still garnering a great deal of

misunderstanding from the general public. The first suc-

cessful intelligence tests were developed by Binet and

Simon at the turn of the last century and used in the

schools of Paris, France, to help identify and classify

schoolchildren according to their ability to learn and

whether they would benefit from regular or special

school programs. A short time later, these tests were

introduced in the United States. Along with the Army

Alpha and Beta intelligence tests used to screen military

recruits during World War I, there was growing opinion

that intelligence tests had considerable value for pur-

poses ranging from personnel selection to identifying

children who were intellectually gifted or retarded.

These early landmarks in the history of testing laid

the foundation for the advancement and proliferation

of subsequent intelligence tests. For example, the first

intelligence test created by Wechsler, in 1939, has

evolved into several recently published tests for asses-

sing intelligence from preschool years to age 89, and

these tests have now been adapted for use in a large

number of countries. The number of tests available

to psychologists for assessing cognitive abilities has

grown considerably over the past 60 to 70 years.

Current Intelligence Tests

Today’s intelligence tests vary from very brief mea-

sures that assess only a limited or narrow part of the

broader intelligence framework (e.g., Raven’s Matri-

ces) to large comprehensive batteries that tap many dif-

ferent aspects of intelligence ranging from verbal

comprehension and spatial reasoning ability to memory

and processing speed (e.g., Woodcock-Johnson Cogni-

tive). The large number of tests available also includes

tests specific to various age ranges, both group and

individually administered tests, brief and comprehen-

sive batteries, and modified tests for use with, for

example, hearing-impaired clients, or clients who are

nonverbal or who are less proficient in English.

The majority of intelligence tests require a well-

trained psychologist administering subtests that require

the client to complete a range of tasks. Two broad

types of tasks are used on intelligence tests—verbal

and nonverbal. Verbal tasks generally entail a verbally

presented prompt or question and require an oral

response such as defining words (What is a hammer?),

responding to general information questions (What is

the distance between the earth and the moon?), or iden-

tifying similarities between two words (How are con-

vention and meeting alike?). Nonverbal tasks usually

involve visual stimuli or materials and/or require a psy-

chomotor response such as copying geometric patterns

using blocks, identifying important parts that are miss-

ing from both common and uncommon objects, or

identifying patterns within a visual array. Although

instructions and prompts to nonverbal tasks are some-

times given orally, verbal requirements are minimized

within some tests through the use of gestures, model-

ing, or pictorial directions.

Both verbal and nonverbal tasks can be employed

to measure a wide range of cognitive abilities and

capabilities. For example, short-term memory may be

assessed through a task requiring a student to repeat

a string of presented numbers (verbal task) or to touch

blocks in a previously observed order (nonverbal

task). Regardless of the types of questions used, the

psychologist is careful to ensure that administration

and nonintellective factors do not confound the infor-

mation gleaned from these tests. For example, it is

necessary to make accommodations for persons with,

for example, visual, auditory, or motor problems, lest

these interfere with their performance on tests that

should be specifically tapping intelligence.

The raw scores obtained on intelligence tests are

given meaning by comparing them to the performance

of large and appropriate reference groups. These

group performance indicators, called norms, are based

on extensive standardization studies whereby the test

is administered to large numbers of examinees to both

ensure that the test is working well and to build a com-

parison group that is similar on key characteristics

such as age and that reflects the composition of the

larger community (ethnicity, sex, socioeconomic sta-

tus, etc.). An individual’s raw scores on the parts and

the whole test are then converted to standard scores

through the use of tables; these standard scores are

often referred to as IQ scores, and in the case of, say,

the Wechsler Intelligence Scale for Children–Fourth

Edition (WISC-IV), four index scores assessing verbal
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comprehension, perceptual reasoning, working mem-

ory, and processing speed, together with a full-scale

IQ, are reported with the average score set at 100.

Furthermore, based on the use of normal curve pro-

portions, scores of 130 would represent intellectually

gifted persons; this score is obtained by less than 2%

of the population. Scores of 115 suggest high average

ability that exceeds the scores obtained by about 84%

of the population. In contrast, scores of 85 are seen as

low average; a person with this score would have

scored higher than 16% of the population, but some

84% of the population scored higher than him or her.

For an intelligence test to be truly useful, it must

demonstrate sound psychometric properties that include

reliability and validity. For a test to be reliable, it

should have a minimum of measurement error, thereby

measuring with consistency and precision. Thus, a FSIQ

score will have some error associated with it and

should never been taken as an exact measure but rather

one that reflects a range wherein the person’s true score

is likely to be. Validity means that the test in fact

measures what it is intended to measure. If the test is

supposed to measure acquired knowledge or crystal-

lized intelligence, then it should do just that and not do

something else. Although it can be said that current

intelligence tests are among the very best measures

used by psychologists, certain caveats still apply. For

example, no one test tells everything about a person’s

full intellectual ability, because other factors, such as

depression, low motivation, test anxiety, or cultural

factors, can influence intelligence test scores.

Current Uses of Intelligence Tests

The use of IQ and other intelligence tests is a complex

process that requires a comprehensive understanding

and training in such areas as test principles (reliabil-

ity, validity, test construction, norm groups, types of

scores); human development; and test administration

and interpretation. As such, certain state and provin-

cial restrictions exist that limit who is permitted to

administer and interpret the results. In general, the use

of intelligence tests is limited to psychologists or other

such individuals who have a minimum of graduate-

level training in psychology and assessment.

Although most commonly used by school or clinical

psychologists within school and clinical settings, intel-

ligence tests may also be used by psychologists within

other specializations (e.g., counseling, industrial organi-

zation, research) and in such additional settings as

community and state agencies, workplaces, universi-

ties, and private practices. In part, the purpose for

administering an intelligence test may vary to some

extent depending on the reason for referral and who is

administering it and in which setting. A school psy-

chologist may use the results of an intelligence test

to help decide which students should be selected for

a gifted program, whereas a neuropsychologist may

use the results to assist with determining the location

and extent of a brain injury. In general, intelligence

tests provide information that can inform a wide range

of diagnostic and decision-making processes. Among

the most common uses of intelligence tests are to assist

with diagnostic and eligibility decisions, intervention

planning, progress monitoring, and research into cogni-

tive functioning.

Diagnostic and Eligibility Decisions

Originating with Binet and Simon’s development of an

intelligence scale to identify children who would bene-

fit from regular and special education, one of the pri-

mary uses of intelligence tests has been and continues

to be in making diagnostic and eligibility decisions. In

particular, various classification systems, laws, and pol-

icies use an individual’s level of intellectual function-

ing (IQ or equivalent) for the purposes of identifying

particular groups of individuals and for determining eli-

gibility for services. An example of this is the diagnos-

tic criteria for mental retardation (MR) outlined within

the American Psychiatric Association’s Diagnostic and

Statistical Manual of Mental Disorders (Fourth Edition,

Text Revision) (DSM–IV–TR), which assigns the sever-

ity of MR based on obtained IQ scores (see Table 1).

Such diagnoses or classifications often assist individ-

uals in accessing appropriate assistance from medical,

educational, or mental health specialists and support

an individual’s eligibility for particular programs or

services. Certain government agencies, for example,

provide adults with IQs below a certain level with addi-

tional financial and individualized supports to participate

more fully within society.

Whereas a global assessment of intellectual func-

tioning is most commonly used for classifications

requiring either low or high levels of cognitive func-

tioning (e.g., mental retardation, giftedness), IQ scores

within the normal ranges can also provide useful

information for diagnostic and eligibility decisions.

For example, the assessment of at least average cogni-

tive abilities can support a diagnosis of a learning
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disability when found in conjunction with particular

cognitive processes that are compromised such that

the child has considerable difficulty in the acquisition

and use of certain skills (e.g., reading). Alternatively,

an assessed absence of cognitive deficits can assist

a psychologist in determining if noncognitive factors

are contributing to an individual’s poor performance

in the classroom. By ruling out cognitive factors, the

contributions of such additional factors as motivation

or emotional problems can be explored further.

Intervention Planning

As with diagnostic and eligibility decisions, intelli-

gence tests have a long history of being used to

inform intervention planning. At the broadest level,

identification of causes or particular diagnoses pro-

vides valuable information for treatment and interven-

tion. For example, an individual identified as having

severe mental retardation will likely require a program

that provides extensive training in elementary self-

care and social skills. Evaluation of intellectual func-

tioning can also provide information about the general

strategies and approaches to intervention. Individuals

with higher levels of intelligence do well with indirect

or inquiry-based instruction, whereas studies demon-

strate the benefits of functional, systematic, carefully

sequenced, direct instruction for individuals assessed

with lower levels of general intelligence.

The link between a child’s global IQ score and

intervention is often indirect, however. For example,

by knowing that a first-grade child is struggling in

mathematics due to an ability problem, interventions

may focus on practical activities to increase that

child’s counting skills and understanding of number

concepts. In contrast, a child with motivational pro-

blems may demonstrate improvements if incentives

for work completion are provided. It is also possible

to more acutely identify appropriate intervention prac-

tices and remedial activities when specific cognitive

abilities and processes are examined. In particular, the

increased range of narrow and broad abilities assessed

by contemporary intelligence tests provides an avenue

for parsing out specific abilities, experiences, or learn-

ings that may be contributing to depressed achievement

or impaired cognitive performance. Results from cur-

rent tests may suggest the need to target such areas as

an individual’s visual and auditory processing skills,

short- and long-term memory stores, or processing

speed. The greater specificity that is available from

contemporary assessments is akin to the doctor who

provides specific feedback regarding a patient’s blood

pressure, cholesterol level, and heart rate in the

assessment of physical health. Significant problems

identified in any one of these areas are associated with

a prescribed course of action. Similarly, by identify-

ing a particular cognitive ability that is underdevel-

oped, specific interventions can be implemented or

compensatory supports put in place to ameliorate the

identified weakness.

Monitoring Progress

Although an individual’s cognitive functioning is con-

sidered to be fairly stable over time, changes in IQ

scores can result from a number of factors, such as

development, intervention, environment, and injury. As

such, intelligence tests can be used to monitor an indi-

vidual’s intellectual abilities over time. For example,

cognitive scores can be compared to determine the

effectiveness of special educational programs, treat-

ment (medications), and training. For individuals sus-

taining cognitive injuries, availability of assessment of

premorbid cognitive functioning can assist with deter-

mining the extent of such injury and also monitoring

the rate at which cognitive abilities are recovered.

Research

Of course, what is known about intelligence, in terms

of what it is and how it contributes to understanding,

explaining, predicting, and even changing human

behavior has been heavily informed by intelligence

tests. By studying the results of intelligence testing

Table 1 Diagnostic and Statistical Manual of
Mental Disorder (Fourth Edition, Text
Revision) (DSM–IV–TR): Specified Intellectual
Impairment (IQ) Required for Assessing
Severity of Mental Retardation (MR)

Severity of

Mental Retardation IQ Level

Mild 50–55 to

approximately 70

Moderate 35–40 to 50–55

Severe 20–25 to 35–40

Profound Below 20 or 25
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within particular groups of individuals or across time,

psychologists’ understanding of what constitutes intelli-

gence and the processes underpinning cognition deep-

ens. For example, the use of intelligence tests with

elderly populations has provided insight into how the

brain ages and processes spared from more rapid cog-

nitive decline. Similarly, psychologists’ understanding

of the basic psychological functions that are affected in

certain disabilities and disorders is directly informed

through the administration of cross-battery assessment

approaches, in which tasks from a number of IQ tests

are administered. Intelligence tests also feature promi-

nently in research into the effectiveness of certain treat-

ments or interventions.

Summary

Among the limitations cited against the use of intelli-

gence tests includes possible error in measurement,

curriculum insensitivity, bias against students of

diverse linguistic and cultural backgrounds, and lim-

ited instructional applicability. Although merit and

support can be found for arguments on both sides of

such debate, recent research advancements and cur-

rent ‘‘best’’ professional practices within the field of

assessment serve to bolster arguments in favor of

using intelligence tests in describing individual differ-

ences. First, the more comprehensive structure of

human cognitive competencies and abilities assessed

by contemporary intelligence tests greatly increases

the utility of such instruments to better inform a wide

range of diagnostic and decision-making processes.

Second, it was once believed that intelligence is what

the test measures, but it is currently acknowledged

that contemporary intelligence tests yield information

that only partially explains or accounts for ‘‘intelli-

gence.’’ There is additionally the recognition that test

results need to be viewed in consideration of a myriad

of additional factors (social, emotional, behavioral)

and other information and knowledge about an

individual (family structure). Psychologists’ under-

standing of what constitutes intelligence and how it is

developed and expressed is additionally enhanced

through complementary avenues of investigation

that use alternative methods (e.g., brain imaging

techniques) or investigate aspects of intelligence pre-

viously unattended to (e.g., emotional intelligence).

When contemporary assessment instruments are paired

with multidimensional approaches to assessment, the

test results, including those from reliable and valid

intelligence tests, serve as invaluable components in

many diagnostic and decision-making processes.

Michelle A. Drefs and Donald H. Saklofske

See also Creativity; Individual Differences; Intelligence and

Intellectual Development; Intelligence Tests; Multiple

Intelligences
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INTELLIGENCE TESTS

An intelligence test is a structured situation designed

to elicit information about the cognitive abilities of an

individual. The test may be administered individually

or in a group. There are certain advantages to having

a test administered to a person one-on-one with

a trained examiner, typically a school psychologist.

No reading need be required on the part of the exam-

inee, so it is possible to test young children and

people of limited literacy. And an empathic and

perceptive examiner can maintain a continuing high

level of motivation on the part of the examinee.
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Furthermore, the examiner can observe aspects of the

examinee’s behavior in the testing session that are not

reflected in the numerical score but that would assist

in diagnosis. On the other hand, individual testing is

expensive—prohibitively so if information is desired

on each child in a school or on each applicant for

admission to an educational institution or a training

program. Primarily because of cost considerations, most

ability testing has become group testing, using paper-

and-pencil or computer-administered testing instruments

that can be scored objectively.

Scores on intelligence tests are normally distrib-

uted in large populations and are usually reported on

a scale in which 100 indicates average intelligence.

Scores are scaled so that about the top 16% of the

population will receive scores of 115 or above, the

top 2.5% will receive scores of 130 or above, the bot-

tom 16% will receive scores of 85 or below, and

the bottom 2.5% will receive scores of 70 or below.

The majority of people—68% of the population—will

have scores clustered around 100, ranging from

85 to 115.

The typical intelligence test will have a variety of

items designed to tap different aspects of the person’s

cognitive abilities. Some of the items may ask for spe-

cific pieces of information, such as how many years

there are in a decade or how much change a person

would receive if he or she bought an article of cloth-

ing costing $18.67 and gave the clerk a $20 bill.

Other questions might ask about objects missing or

out of place in a picture; still others would be tests for

memory, such as repeating back a list of five digits

that has been read aloud, or tests of reasoning, such as

finding the right pattern piece to complete a design. In

an individually administered test, the examiner asks

each question, records the answer, and makes a judg-

ment as to the answer’s correctness or quality. Testing

stops when the examinee has failed to answer a speci-

fied number of questions correctly. When the test is

administered to a group, the questions are often in

multiple-choice format, and responses are usually

recorded by filling in bubbles on an answer sheet.

Answers are compared to a key, so judgment as to

correctness is avoided.

Studies repeatedly reveal a link between scores on

tests of intelligence and educational achievement.

Those with higher test scores typically receive higher

scores on standardized tests of academic achievement,

earn higher grades in school, and complete more

years of education. Research also shows a moderate

association between intelligence test scores and job

status and occupational success.

History

Alfred Binet is generally given credit for creating the

first modern intelligence test in 1905. He developed it

in France, where he was working in the public

schools. In the 1908 version of his test, Binet intro-

duced the idea of ‘‘mental level’’ as a way to express

the cognitive ability of a child. The mental level of an

item was the age at which the average child could

solve that particular problem. An item that could be

solved by the average child age 7 or above, but not

by a child of age 6, was given a mental level of 7

years. Items were grouped by mental level, and test-

ing ended at the first level where a child could not

answer any items correctly.

Henry Goddard popularized Binet’s 1908 test in

the United States. Several English-language versions

of the Binet scale were quickly developed by Goddard

and others. In 1916, Louis Terman published an

American edition that came to be called the Stanford-

Binet and soon replaced all competitors. This test

popularized the term intelligence quotient or IQ

because scores were expressed as the ratio of mental

level or mental age, divided by actual or chronologi-

cal age. A child who tested ‘‘at age’’ received an IQ

of 1.00. This ratio came to be multiplied by 100 to

remove the decimal point, resulting in a scale where

the average IQ is 100, the reference point still in use.

During World War I, American psychologists

under the leadership of Robert Yerkes produced two

new group-administered tests for screening Army

draftees: a verbal form, Form Alpha, for those who

could read English, and a nonverbal form, Form Beta,

for the illiterate and those who did not speak English.

Form Alpha had eight subtests and Form Beta had

seven. Subtest scores were combined to produce a total

IQ. After the war, the use of intelligence tests in

schools, for college admissions, and in industry spread

rapidly. Soon, several million tests, mostly of the

group variety, were being administered each year.

In the 1930s, David Wechsler applied intelligence

testing in the psychiatric clinic of Bellevue Hospital.

The Stanford-Binet had been developed for use with

children, and Wechsler needed a test for adults. He

adapted for individual administration the tests from

the Army testing program, grouped the tests into a

verbal scale and a performance scale, and collected
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norms for adults. The resulting test battery was called

the Wechsler-Bellevue Intelligence Scale. The verbal

subtests were combined to produce a verbal IQ, or

VIQ, and the nonverbal subtests yielded a performance

IQ, or PIQ. The verbal and performance scores were

combined to produce an overall description of cogni-

tive ability called full-scale IQ or FSIQ. At the same

time, Wechsler rejected the IQ as the ratio of mental

age to chronological age and introduced the scale that

all intelligence tests use today, a scale with a mean of

100 and a standard deviation of 15.

Theories of Intelligence

Binet had viewed intelligence as a unitary concept

that he equated with judgment. In 1904, Charles

Spearman had suggested that all cognitive perfor-

mances depended on a person’s level of general cog-

nitive ability, which he labeled g, and a specific

ability required by that task and no other, called s.

Spearman’s ‘‘two-factor theory’’ (of g and s) agreed

with Binet’s ideas and his test, but it was rejected and

harshly criticized by many American psychologists,

particularly Edward L. Thorndike and his students.

A major factor in the debate was the nature of the

battery of tests that each camp analyzed. Spearman

usually had a small sample of subjects, each of whom

had taken one test for each aspect of mental ability,

much like those included in the Army testing program.

Thorndike usually had a large sample of subjects who

had taken a much larger set of tests, several for each

type of ability. When L. L. Thurstone developed the

methods of factor analysis in the 1930s and analyzed

a very large battery of tests, he found that there were

about eight identifiable dimensions of cognitive ability

that he called the primary mental abilities. However,

he also found that these primary mental abilities were

all positively correlated. Spearman interpreted this find-

ing that all mental abilities were positively correlated

as vindication of his theory.

The debate over the structure of cognitive abilities

continued through World War II. Thurstone’s factor

analytic results led to the development of batteries of

tests to assess his ability factors as well as others. The

most extreme of the multifactor theories was proposed

by J. P. Guilford in the 1950s. Guilford’s Structure of

Intellect model eventually postulated 120 relatively

independent abilities organized along the dimensions

of Contents, Products, and Operations. Today, the main

remaining parts of Guilford’s theory are the concepts

of divergent and convergent thinking. Divergent

thinking is the ability to see nontraditional solutions to

problems and is offered as a major component of crea-

tivity, whereas convergent thinking, the ability to

extract a single correct solution to a problem, is seen as

key to performance on most intelligence tests.

Cattell-Horn-Carroll
Theory and Related Tests

In the 1940s, Raymond B. Cattell identified two broad

classes of intellectual functioning, the ability to solve

new problems, which he labeled fluid intelligence, or

Gf, and the fund of knowledge and information one

had acquired from experience, which he called crystal-

lized intelligence, or Gc. Starting in the 1960s, Cattell

and his student, John Horn, expanded this theory to

include eight or nine broad abilities. A massive factor

reanalysis of more than 400 previous studies led John

Carroll to offer a similar theory in 1993. Carroll’s

three-stratum theory postulated about 70 narrow, spe-

cific abilities that could be grouped into 9 broad abili-

ties, which in turn gave rise to a single general ability

factor at the highest level. Cattell, Carroll, and Horn

agreed that they had arrived at essentially the same

place, and their unified theory is now referred to as the

Cattell-Horn-Carroll or CHC theory. CHC theory now

forms the theoretical basis for almost all of the com-

mercially available intelligence tests.

Reaction-Time Theory

Beginning about 1980, a new line of research into

intelligence began in the work of Earl Hunt and Arthur

Jensen. A century earlier, Sir Francis Galton had pro-

posed that reaction time could be used to measure

intelligence, but the primitive instruments available

lacked sufficient accuracy to detect differences. With

the advent of computers capable of accurately timing

both stimulus presentation and response time, speed of

neural processing became a potent area of research on

intelligence. As research using these methods pro-

gressed, speed of information processing (called the

chronometric approach to intelligence) and the extent

and efficiency of working memory were found to cor-

relate substantially with scores on traditional intelli-

gence tests. The massive body of work by Jensen has

been particularly influential. He and his colleagues

have shown that the aspect of traditional intelligence
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tests that correlates most highly with processing speed/

working memory is the single general ability factor

most similar to Spearman’s g.

One of the characteristics of processing speed

that makes it attractive as a measure of intelligence

is its relative freedom from cultural influences. One

of the enduring criticisms of intelligence tests is that

they are culturally biased, thereby resulting in lower

scores for individuals who are not from the culture

producing the test (generally upper-middle-class

Whites in the United States). Critics of intelligence

testing claim that the tests measure exposure to the

majority culture and therefore underpredict the suc-

cess of members of minority groups. Various lines

of evidence do not support these claims, but the

claims continue nonetheless. Because information-

processing tasks can be designed to separate reaction

time and movement speed from decision speed, rela-

tively pure measures of an individual’s ability to

process information that are largely independent of

experience are possible. The fact that these measures

correlate most highly with those traditional intelli-

gence measures that are least influenced by culture,

such as Raven’s Progressive Matrices, suggests that

information processing and fluid intelligence are

similar.

Contemporary Intelligence Tests

A large number of intelligence tests have been devel-

oped over the years to measure various aspects of

cognitive ability. Those that are offered for sale are

reviewed in the Mental Measurements Yearbooks,

published about every 2 years by the Buros Institute

for Mental Measurements at the University of

Nebraska. Some, such as the Stanford-Binet Fifth Edi-

tion and the Woodcock-Johnson Third Edition, are

intended for use with the full range of ages from 2

years to 80+, although the specific tests used at each

age may differ. Others, such as the Wechsler Scales,

have different tests for young children (the Wechsler

Pre-School and Primary Scale of Intelligence),

school-age children (the Wechsler Intelligence Scale

for Children), and adults (the Wechsler Adult Intelli-

gence Scale). Others, such as the Kaufman Ability

Battery for Children, are only for a specific and lim-

ited age range, but almost all of them make an effort

to measure some or all of the group factors in the

CHC model. They all also offer a single index of gen-

eral cognitive ability.

Educational Decision Making
and Intelligence Tests

In educational settings, intelligence testing is used

primarily to gain information to support a variety of

placement decisions. School personnel need informa-

tion to help predict how much an individual will learn

from a particular educational program or how suc-

cessful he or she might be in each of several alterna-

tive programs. For example, a high school may have

to decide whether a freshman should be in the

advanced placement section in mathematics or in the

regular section. In addition, schools regularly must

determine whether certain students meet eligibility

critieria for special education services and, if they do,

which services will best serve the needs of those stu-

dents. In each of these cases, information helps the

person making the classification or placement deci-

sion to identify the group to which an individual most

likely or properly belongs.

A great deal of controversy exists surrounding

placement decisions in educational settings. However,

because of the existence of individual differences in

achievement among students and the tendency for

these differences to become larger, not smaller, as stu-

dents progress through school, it is likely that such

decisions will always be necessary. Students differ

markedly in how much they have learned from previ-

ous instruction, their motivation to learn, the instruc-

tional conditions under which they learn best, their

rate of learning, and their ability to apply previous

experience to new learning situations. Furthermore,

an instructional program that facilitates learning and

growth for one student may hinder it for others. Class-

room teachers and other educators have long recog-

nized the need to adapt teaching methods, learning

materials, and curricula to meet individual differences

among students and to place students in the kind of

learning environment that will optimize their educa-

tional opportunities.

Some students have instructional needs that differ

so markedly from those of other students in the class

that the teacher is unable to make the necessary

adjustments within the classroom. Typically, these

students are of two kinds. At one extreme are gifted

students whose level of achievement and speed of

learning greatly exceed those of other students in the

class, and at the other are students who are having

great difficulty mastering basic educational skills such

as reading, are unable to adapt to classroom demands,
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or are so disruptive that they interfere with the learn-

ing of other students in the classroom. A teacher may

decide to refer these kinds of students to a school psy-

chologist or counselor for assessment and possible

alternative placement.

Assessment of Children
With Learning Difficulties

Assessment of the construct of intelligence is central

to the diagnosis of a number of prominent learning

difficulties. Whenever a student is identified as a can-

didate for special education services, federal law

requires that documentation, in the form of test

scores, is collected and used as part of eligibility and

placement decisions regarding that student. The type

of test evidence needed to support different classifica-

tions varies by state and by classification, but a

standardized test of intelligence is commonly among

those administered. This is because intelligence tests

are the most powerful tools employed in such evalua-

tions. Because such tests are used diagnostically,

a wide range of information can be gathered, ranging

from the recall of general information to more pro-

cesses. Although such tests are used to determine eli-

gibility for special education, they are also very

useful in the identification of the child’s cognitive

strengths and weaknesses—all valuable data when it

comes time to provide a structured plan for the child’s

future learning-focused activities.

The classification of mental retardation almost

always involves administration of an individual intel-

ligence test such as the Stanford-Binet or the age-

appropriate Wechsler Scale. Because limited intelli-

gence is considered a principal feature of mental

retardation, comparison of a student’s test score to

national norms of children of the same age is a neces-

sary step in identifying this disability. An intelligence

test score in the 70 to 75 range is one indicator of

mental retardation but is not, in and of itself, enough

evidence for a diagnosis. The individual must also

show substantial deficits in adaptive and social func-

tioning to be classified mentally retarded. Below-

average intellectual functioning and an inability to

adapt to the demands of normal life constitute mental

retardation.

A diagnosis of a learning disability requires even

more extensive assessments. Because learning disabil-

ities can affect a child’s (or an adult’s) use of spoken or

written language, performance of simple or complex

mathematical calculations, and direct attention, there

has to be a clear distinction between mental retarda-

tion and a learning disability. Intelligence tests are

generally administered to ensure that a particular stu-

dent’s intellectual functioning is within the range of

normal, and that the student is not delayed or men-

tally retarded. Standardized achievement can also be

administered to help provide additional information

regarding the teacher’s in-classroom observations

about a particular area of skill in an effort to more

clearly identify specific deficits. Such observations

can help better identify a discrepancy between intel-

lectual capacity, as measured by the intelligence test,

and level of academic performance. The discrepancy

is the key to the identification of a learning disability.

Intelligence tests can be differentiated from achieve-

ment tests chiefly in the use to which the scores are put.

Achievement tests measure the fund of knowledge one

has acquired in a specific academic or occupational

domain, such as language arts or mathematics. Achieve-

ment tests are postinstruction measures, and interpreta-

tion of the scores should normally be restricted to the

domain and instructional experiences of interest.

Together with intelligence tests, achievement tests help

complete the picture of an individual’s specific learning

weaknesses.

For children with speech and language disabilities—

one of the largest groups of children receiving special

education services today—intellectual assessment is less

important than for the other high-frequency disability

categories, learning disabilities and mental retardation.

The main reason is that it is entirely possible for a child

to have difficulty in expressive ability, either oral or

written, without affecting other, higher-order proces-

sing skills.

However, general tests of intellectual ability can

provide useful information, especially for children

who are mentally retarded or have a specific learning

disability. Such tools can identify the role of psycho-

logical processes and allow the conclusion that multi-

ple information-processing pathways are involved.

For children with disabilities that are low in fre-

quency (e.g., visual or aural), assessment of intellectual

abilities presents a challenge. This is because most tests

are not suited, and not designed, for children with such

disabilities. Consequently, testing must be conducted

using modified formats with consideration of the lim-

itations that the disability presents. The most significant

concern when this is the case is that such accommoda-

tions are not used during the standardization process
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and are often generated impromptu by the examiner.

Not all learning problems are the result of disabilities.

Some children are simply slower at developing certain

skills, and learning difficulties may be just the result of

maturational delays. Use of standardized tests of intelli-

gence and academic achievement provide useful evi-

dence to help tease these differences apart so that

children receive appropriate educational experiences.

Criticism of Intelligence
Testing in Education

It is often asserted that standardized tests of all types

are used to deprive certain groups of access to educa-

tional opportunities. When tests are used in a mechani-

cal fashion as in selection and placement activities, and

due to the recognized fact that some groups in our

society have historically performed less well on tests,

standardized tests can unfairly bar members of under-

represented groups from educational opportunities. The

term for this idea is bias in testing.Whether a test score

or its use is judged to be biased depends, to a large

degree, on the definition of bias being used. Given this

concern, the question is whether individuals are indeed

unfairly barred, and if this is the case, what then consti-

tutes fair and equitable use of tests for the selection,

placement, and classification of individuals?

There have been a number of well-documented

court cases that have offered highly publicized deci-

sions one way or the other on the issue of test bias.

One such case specifically targeted intelligence tests.

Larry P. et al. v. Wilson Riles et al. (1979) is the case

in which the validity (an essential psychometric com-

ponent of any test) of intelligence tests was called into

question for Black children, in particular. The presiding

judge ruled that standardized, individually administered

tests of intelligence were biased against children who

were culturally different from those on whom the test

was normed. In a similar court case in Illinois, Parents

in Action on Special Education v. Hannon (PASE v.

Hannon, 1980), a different decision, with different

implications, was reached: Standardized measures of

intelligence taken in the context of a broader assess-

ment system were found not to be biased against chil-

dren from culturally different backgrounds.

The use and interpretation of test scores within

groups whose cultures and experiences differ from the

general population for which a test was designed have

received a great deal of attention during the past 25

years. Although there are many subgroups in American

society, ethnic and linguistic minorities are the most

clear-cut of these and the ones for whom the appropri-

ateness of tests and questionnaires is most open to

question. Some critics contend that testing students

from linguistic minorities in other than their preferred

language produces inaccurately low estimates of true

intellectual capacity. In Guadalupe Organization v.

Tempe Elementary School District (1972), the court

established that when the child’s primary language is

not English, the primary language the child does speak

must be determined prior to assessment and that formal

provisions to ensure accurate assessment must be

made. Examples of provisions that can be made and

were mentioned in this case include the administration

by examiners who are fluent in English as well as the

child’s primary language, the presence of an interpreter

to assist when necessary, the use of instruments that do

not stress spoken language, and an assurance that the

test results will be explained to parents or guardians in

their primary language. The number of Americans for

whom English is not the preferred language has

increased such that many ability and achievement tests

are available in a Spanish translation. Major test pub-

lishers now go to considerable lengths to ensure that

their test items do not present an unfair challenge for

students from different backgrounds.

Tracy Thorndike Christ and Robert M. Thorndike

See also Intelligence and Intellectual Development;

Intelligence Quotient (IQ); Mental Age; Stanford–Binet

Test; Working Memory

Further Readings

Flanagan, D. P., Genshaft, J. L., & Harrison, P. L. (1997).

Contemporary intellectual assessment: Theories, tests,

and issues. New York: Guilford.

Jensen, A. R. (1998). The g factor: The science of mental

ability. Westport, CT: Praeger.

Thorndike, R. M. (1990). A century of ability testing.

Chicago: Riverside.

Thorndike, R. M. (2005). Measurement and evaluation in

psychology and education (7th ed.). Upper Saddle River,

NJ: Prentice Hall.

Web Sites

Buros Institute for Mental Measurements:

http://www.unl.edu/buros/bimm

Harcourt Assessment (also PsychCorp):

http://www.harcourtassessment.com

Intelligence Tests 553



National Association of School Psychologists:

http://www.nasponline.org

Pearson’s Assessment Group:

http://www.pearsonassessments.com

Riverside Publishing: http://www.riverpub.com

INTERNAL VALIDITY

In experimental psychology research, it is important

to confirm that results of a study are actually due to

independent or manipulated variables, rather than

extraneous variables. Internal validity is the degree to

which the results are associated with the independent

variable, and not other, uncontrolled factors. When an

experiment is said to be internally valid, a direct causal

relationship between the independent and dependent

variables is demonstrated unequivocally. This is in con-

trast to external validity, which is the generalizabilty of

results across different experimental settings. This entry

outlines several types of extraneous variables that may

jeopardize the internal validity of research in educa-

tional psychology.

Threats to Internal Validity

If an experiment extends over a long period of time,

uncontrolled changes may occur in the experimental

groups—this confound is known as the history effect.

If a difference is observed between the experimental

and control groups, it may be due to history effects or

the interaction of history with treatment. For example,

suppose an educational psychologist were to investi-

gate the effectiveness of a reading program across the

school year delivered to two groups (experimental

and control) by specially trained teachers. Suppose

further that for 2 months, a substitute teacher replaced

the original teacher in one group—this may pose an

uncontrolled effect, as the substitute teacher may have

influenced students’ reading performance.

As with history, maturation is also a concern when

a study extends over a long period of time. As experi-

ments go on, biological or psychological changes may

occur in participants. For example, participants

become older, and they may change emotionally or

physically. For example, suppose an educational psy-

chologist were to examine the effectiveness of a read-

ing program over one school year. If factors such as

physical, social, and intellectual development are not

controlled for, these processes, rather than the reading

program, may contribute partly or entirely to reading

proficiency changes. Therefore, the investigator could

not claim unequivocally that the reading program is

beneficial; this study would lack internal validity.

Another threat to internal validity is testing. Many

educational experiments use pretest and posttest

designs; and often, both testing situations are similar.

If so, then the participants may display a practice

effect from repeated testing. If participants show an

improvement on a particular test, it may be due to the

repeat test, rather than the independent variable (such

as the reading program). Additionally, subjects might

be sensitized to certain aspects of the pretest on which

they focus more, and, as a result, do better on the

posttest. On the other hand, if different tests are used

in pretest-posttest situations, this may cause differ-

ences in measurement that may bias the results. For

example, if a pretest consists of a more difficult read-

ing test and the posttest is easier, the improvement

may not be due to the independent variable, the read-

ing program, but to the differences in measurement.

This is called an instrumentation effect.

Attrition occurs when there is loss of participants

during the course of an experimental treatment. Par-

ticipant dropout can bias the results because there

may be important differences between the participants

who discontinue in the study and the participants who

remain in the study. That is, if certain types of partici-

pants are more likely to drop out of the study than

others, then the group that concludes in the study con-

sists of different types of individuals than the group

that started. This can be detrimental to the results of

experiments. If a study is measuring improvement to

reading after the implementation of a reading pro-

gram, and the students who drop out of the study are

low-achieving students, then the results would be

biased; the concluding sample would consist of high-

achieving students and low-achieving students would

not be represented.

Another threat to the internal validity of an experi-

ment is regression toward the mean. When individ-

uals score unusually low or high on pretests, posttest

scores are likely to be less extreme and closer to the

mean; over repeated testing, scores have a tendency

to regress toward the mean (i.e., unusual scores are

unlikely to occur for the same individual on both test-

ing situations). If the scores on the posttest are differ-

ent from those on the pretest, it may be due either to

the independent variable or to regression effects.

554 Internal Validity



When experimental studies use control and experi-

mental groups, ideally the groups are equal on all

things except the independent variable. However, if the

groups are not equal, then subject selection effects may

occur. As an example, suppose that an educational

psychologist is interested in studying the effects of

instructional technology in an introductory educational

psychology course. The technology is implemented in

the early morning class and not in the evening class. If

the group that had used instructional technology per-

forms better on an exam, the technology may not be

the only factor that influenced this outcome. The two

groups might be different in some aspects. Why would

some students choose a morning section, whereas

others choose an evening section? These potential dif-

ferences in groups may contribute to the outcome of an

experiment. Subject selection effects may interact with

other threats to internal validity. For example, one

group might mature differently and thus complicate the

results; researchers would not be sure if the results of

an experiment are due to the independent variable or to

maturation effects. This threat to internal validity is

referred to as selection-maturation interaction. Selec-

tion effects may interact with other threats to internal

validity (e.g., a group might be affected by history or

testing in different ways).

The final threat to internal validity is that of

experimental or expectancy bias. When experimenters

administrate tests and are in direct contact with the

participants, they may inadvertently influence the

results. If there is a change in the dependent variable

in one group, it may be due either to the independent

variable or to the influence the experimenter may

have had. For example, individuals conducting the

experiment may display unintended, differential treat-

ment between the experimental and control groups.

This may confound results.

Enhancing Internal Validity

Researchers who are aware of the potential problems

that may arise in experimental research can create

experiments that avoid or reduce the above-mentioned

threats to internal validity. Randomized experiments

are highly recommended as they can eliminate most of

these threats (e.g., there is no subject selection bias

if subjects are selected randomly, history effects will be

reduced). Unfortunately, much of educational research

compares treatments given to intact classrooms.

Random assignment at the subject level is difficult, as

students are members of existing classrooms. In other

words, classrooms cannot be split up easily, with only

some children receiving various treatments.

It is also important to note that the presence of

a threat to internal validity does not necessarily mean

that the internal validity of an experiment is weak-

ened. For example, maturation may occur in students

between pre- and post-readings tests, yet not enough

to invalidate the results of an experiment.

It is almost impossible to design the perfect experi-

ment that completely safeguards all threats to internal

validity. Rather, the internal validity of an experiment

varies along a continuum. An awareness of these poten-

tial threats and ways of enhancing internal validity may

protect an experiment from some of these problems.

Jennie K. Gill
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INTRINSIC VERSUS

EXTRINSIC MOTIVATION

The concepts of intrinsic and extrinsic motivation are

used in the fields of education and social psychology.

In everyday language, intrinsic motivation is simply

another way of saying that people are interested in and

enjoy what they are doing. According to the social psy-

chological literature, people are said to be intrinsically

motivated when they do an activity for its own sake,

not for any extrinsic reward. Extrinsically motivated

behaviors are those in which an external controlling

factor can be readily identified. If people solve puzzles,

play games, or paint pictures for no obvious external

reason, they are said to be intrinsically motivated. On
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the other hand, students who study hard to obtain high

grades, employees who work extra hours for pay, and

children who do their homework to please their parents

are said to be extrinsically motivated. This entry

addresses the history of these concepts, theoretical per-

spectives, research related to intrinsic and extrinsic

motivation, and the practical implications of the

research findings.

Historical Overview

One of the earliest uses of the term intrinsic motivation

came from primate research conducted by Harry Har-

low and his colleagues in the 1950s. Intrinsic motiva-

tion was used to refer to the fact that monkeys would

solve puzzles when solution to those puzzles did not

result in extrinsic reward. Essentially, Harlow found

that the animals performed efficiently ‘‘without resort

to special or extrinsic incentives’’; solving the puzzles

seemed to be its own reward. In the 1950s, psychologi-

cal accounts of motivation were dominated by Clark

Hull’s drive reduction and Sigmund Freud’s psychoan-

alytic theories; both of these accounts emphasized pri-

mary drives (e.g., thirst, hunger, and sex). These

theories could not easily explain Harlow’s findings; the

animals in Harlow’s research were not motivated by

primary drives. A review by Robert White in 1959

revealed additional evidence for non-drive-based

motives such as exploration, curiosity, spontaneous

activity, and manipulation of objects—motives that

could account for findings such as those of Harlow.

These new motives, subsumed under the term effec-

tance motivation, form part of a process whereby an

animal or person learns to deal effectively with the

environment. Today, the term intrinsic motivation is

used by many psychologists to refer to non-drive-based

motivation.

One unresolved issue concerns the distinction

between intrinsic and extrinsic motivation. The term

intrinsic motivation is defined by the absence of

obvious external factors such as extrinsic rewards.

Although many human behaviors appear to occur in

the absence of any obvious or apparent extrinsic con-

sequence, they may, in fact, be a result of past conse-

quences, or they may be due to anticipated future

benefits. From this perspective, intrinsically motivated

behavior is simply behavior for which appropriate

controlling stimuli have yet to be specified. In other

words, when we do not know why a person engages

in a particular activity, we infer intrinsic motivation.

Thus, the motives for engaging in many activities get

categorized as intrinsic motivation. As a result, behav-

ior due to distant, hidden, or obscure external causes

gets mistakenly labeled as intrinsically motivated. In

spite of these conceptual difficulties, the terms intrin-

sic motivation and extrinsic motivation are frequently

used in education and psychology.

Many theorists have been interested in the relation-

ship between intrinsic and extrinsic motivation. Some

theorists in organizational and industrial psychology

assumed that intrinsic and extrinsic rewards were addi-

tive, combining to increase overall performance. In

terms of work, the view was that the highest motiva-

tion to perform would occur when jobs were interesting

and challenging and when employees received extrin-

sic rewards for performance (e.g., pay, recognition,

promotion). That is, the belief was that productivity

and satisfaction would be highest when intrinsic moti-

vation was supplemented with extrinsic incentives.

In the 1960s, the psychologist Richard DeCharms

challenged this view and suggested that intrinsic and

extrinsic motivation may not add together, and that

external rewards might actually interfere with or sub-

tract from intrinsic motivation. DeCharms speculated

that external rewards would change people’s percep-

tions about the causes of their behavior. If people

were rewarded for engaging in activities, they would

begin to see themselves as doing the activity for the

reward rather than for interest and enjoyment. In this

way, DeCharms suggested, external rewards would

undermine intrinsic motivation.

Research on Extrinsic
Rewards and Intrinsic Motivation

The hypothesis that extrinsic rewards could disrupt an

individual’s intrinsic motivation has been highly influ-

ential in social psychology and education, leading many

researchers to investigate the relationship between

external rewards and intrinsic motivation. Two early

experiments on the topic, one conducted by Edward

Deci, the other by Mark Lepper and his associates, are

frequently cited as examples of how extrinsic rewards

negatively affect people’s intrinsic motivation. Because

incentives and reward systems are often used in busi-

ness and education, the early findings on negative

effects led to a splurge of research. Since the 1970s,

dozens of experiments, using a common set of proce-

dures, have been conducted to investigate the undermin-

ing effects of reward.
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In a typical experiment, people are presented with

an interesting task (e.g., solving puzzles, drawing pic-

tures, or playing word games) for which they receive

praise, money, candy, gold stars, and so forth. A con-

trol group performs the activity without receiving

a reward. Both groups are then observed during a non-

reward period in which they are free to continue per-

forming the task or to engage in some alternative

activity (free-choice period). The time that participants

spend on the target activity during this period (free

time), their performance on the task during the free-

choice session, and/or their expressed interest in the

activity are used as measures of intrinsic motivation. If

participants in the reward condition spend less free

time on the activity, perform at a lower level, or report

less task interest than those in the nonreward group,

reward is said to undermine intrinsic motivation.

Over the past few years, there have been several sta-

tistical reviews of experiments on rewards and intrinsic

motivation. The most recent meta-analytic review by

Canadian researcher Judy Cameron and her associates

examined the results from 150 experiments. They

found that extrinsic rewards do not always have nega-

tive effects on people’s intrinsic interest; in fact,

rewards were found to produce positive effects under

several conditions. In general, on high-interest tasks,

rewards were found to undermine intrinsic motivation

when they were tangible, expected (promised before-

hand), and loosely tied to performance. In contrast, tan-

gible rewards increase intrinsic motivation when they

are contingent upon achieving a specific level or stan-

dard of performance. Verbal praise and positive feed-

back also lead to positive effects on measures of

intrinsic motivation. As well, all types of rewards have

been found to increase intrinsic motivation on tasks of

low initial interest. Recent research has shown that

intrinsic motivation increases when rewards are offered

and given for successfully achieving a graded level of

performance leading to mastery. As well, when individ-

uals are rewarded for achievement during learning and

on tests, people show even higher levels of intrinsic

motivation.

Theories of Extrinsic
and Intrinsic Motivation

One theoretical account of the relationship between

extrinsic and intrinsic motivation comes from Edward

Deci and Richard Ryan’s cognitive evaluation the-

ory (CET). CET proposes that intrinsic motivation

springs from two innate sources: the need for self-

determination and the need for competence. Intrinsic

motivation arises from activities that lead people to

fulfill these basic needs. When people engage in

activities such as puzzle solving, they are said to feel

free and highly competent; these perceptions in turn

activate the innate energy of intrinsic motivation. The

energy of intrinsic motivation heightens interest and

sustains involvement in an activity. Extrinsically

motivated behaviors, on the other hand, refer to

actions that are directly linked to an external cause

such as an explicit reward, incentive, or threat. Extrin-

sically motivated actions are said to be characterized

by pressure and tension and to result in a loss of per-

ceived competence and personal freedom. These

assumptions provide the theoretical basis for CET’s

account of the effects of extrinsic rewards on people’s

intrinsic motivation.

CET has typically focused on negative effects of

rewards and their controlling versus informational

aspects. From the CET perspective, all rewards are

experienced as controlling, but rewards that are closely

tied to achievement of performance standards are said

to be the most controlling. Offering rewards for meet-

ing performance standards leads individuals to feel

pressured; such rewards undermine perceptions of self-

determination leading to a reduction in intrinsic moti-

vation. On the other hand, rewards linked to achieve-

ment can also provide information about competence.

When people succeed at attaining a performance stan-

dard, the rewards convey information about perfor-

mance that is positively evaluated by the individual;

this evaluation leads to greater perceived competence

and may offset some of the controlling aspects of

rewards. For CET, the critical process for intrinsic

motivation involves people’s evaluation of rewards in

terms of perceived self-determination, and the second-

ary process concerns perceived competence.

Another explanation of the effects of rewards on

intrinsic motivation comes from attribution theory and

Mark Lepper’s overjustification hypothesis. As with

CET, the focus has been on the negative effects of

rewards; rewards are said to decrease intrinsic motiva-

tion by altering people’s attributions of causation for

their behavior. When rewards are offered for perform-

ing an activity, people are said to discount the internal

causes of their actions (e.g., interest, effort, skill, abil-

ity) and to view their behavior as externally moti-

vated. Heightened attributions of control by external

factors lead to low levels of personal autonomy,
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resulting in a loss of intrinsic motivation. At the same

time, however, rewards for achievement may convey

information about one’s ability, mastery, or compe-

tence. Perceptions of high competence enhance intrin-

sic motivation. This is most likely when rewards are

given for successful performance on an activity. Thus,

rewards given for achievement may increase percep-

tions of competence as well as perceptions of external

control; the effects of such rewards on intrinsic

motivation will depend on the relative magnitude of

these two competing processes. The overjustification

hypothesis emphasizes the shift in causal attribution

from internal to external sources as the basis for

negative effects of rewards on intrinsic motivation.

Perceived competence plays a role only if people

attribute causation for performance to themselves

(internal). Achievement cannot signify competence if

people infer that their performance was caused by

external factors (rewards or external pressure).

In contrast to social psychological theories that

depict rewards as harmful to self-determination, com-

petence, and internal attribution, Albert Bandura’s

social cognitive theory (also called social learning the-

ory) holds that aspects of personal agency (e.g., self-

motivation and self-directedness) may be enhanced by

external influences such as rewards. That is, social cog-

nitive theory rejects CET’s appeal to innate sources of

motivation and attribution theory’s shift from internal

to external sources as the bases for the effects of

rewards on intrinsic motivation. Social cognitive theory

contends that personal competencies (and other aspects

of self-regulation) often are developed with the aid of

extrinsic rewards.

Social cognitive theory deals with situations in

which individuals extract personal standards from

reward contingencies. The theory states that rewards

given for achievement contribute to high personal stan-

dards. Attainment of high personal standards leads to

task involvement (interest), positive evaluations of per-

formance, and increased self-efficacy or competence.

In contrast to CET and attribution theory, a high

perception of competence or efficacy is the primary

basis for intrinsic motivation—not self-determination

or shifts in attribution. Another important distinction

between social cognitive theory and other approaches

is that achievement-based rewards can lead directly to

greater involvement and interest. Social cognitive the-

ory proposes that rewards for achieving challenging

performance standards are likely to act as positive

feedback leading to high task interest and involvement,

high personal evaluations of performance, and

increased competence; these processes in turn increase

intrinsic motivation.

Social cognitive theory distinguishes between non-

competency-contingent and competency-contingent

rewards. Non-competency-contingent rewards include

rewards given without regard to mastery of perfor-

mance (e.g., rewards offered for doing an activity

with no criterion for performance). From a social

cognitive perspective, non-competency-contingent

rewards impart little indications of competency in that

the rewards are loosely tied to behavior. This means

that intrinsic motivation decreases when people are

offered rewards simply for doing an activity without

regard to level of performance, and meta-analytic find-

ings support this view. Bandura describes rewards

given for mastery (i.e., achieving relatively challeng-

ing behavioral standards) as competency-contingent

rewards. Competency-contingent rewards are said to

enhance intrinsic motivation by increasing people’s

perceptions of self-efficacy and competence. Cameron

and colleagues found that intrinsic motivation

increased when the rewards were tied to achieving mas-

tery or a specific level of performance, a finding that

supports social cognitive theory.

Practical Implications

Reviews of the research indicate that extrinsic rewards

can have negative, neutral, or positive effects on

people’s intrinsic motivation. On tasks of low initial

interest, extrinsic rewards can be used to increase

motivation and performance. This finding indicates

that rewards can be arranged to enhance time and

performance on activities that initially hold little

enjoyment. In education, a major goal is to instill

motivation and enjoyment of academic activities.

Many academic activities are not of high initial inter-

est to students. An implication of this finding for edu-

cation is that extrinsic rewards may be used by

teachers to increase students’ motivation and perfor-

mance on low-interest academic activities.

On high-interest tasks, verbal praise and tangible

rewards linked to success or to obtaining or exceeding

a specific performance standard can enhance people’s

interest. These reward contingencies can be viewed as

a subset of the many possible arrangements of the use

of reward in everyday life. Extrinsic rewards can

be arranged to progressively shape performance, to
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cultivate initial interest in an activity, and to maintain

or enhance effort and persistence at a task.

A negative effect occurs when an activity is of

high initial interest, when the rewards are tangible

and offered beforehand, and when the rewards are

delivered without regard to success on the task or to

any specified level of performance. How relevant to

everyday life is the detrimental effect of reward,

found in the experimental studies? In work settings,

there are some circumstances in which individuals are

rewarded irrespective of success or performance level.

For example, because of compensation and promotion

systems that are insensitive to performance (e.g.,

wage by job classification), some employees can vary

their performance substantially with little effect on

tangible reward. In such a situation, employees may

have considerable latitude in how well or poorly they

perform their jobs without any change in pay or fringe

benefits. If an employee has high intrinsic interest in

the job and receives a reward independent of perfor-

mance, interest in the job may decrease, thereby pro-

ducing poorer performance than if the reward were

contingent on performance.

In educational settings, if a student has high inter-

est in a particular subject matter, say, a history course,

and receives the same grade regardless of perfor-

mance, interest in history could deteriorate. The stu-

dent may be less likely to spend time reading history

during the course and following the conclusion of the

course. Negative effects on intrinsic motivation also

occur when rewards are promised but not delivered,

offered in an authoritarian manner, or arranged for the

benefit of the authority rather than the recipient. As

well, rewards must be tailored to the individual; what

is rewarding for one person may not be for another.

When rewards are used inappropriately, people can

actually perceive them as punishers rather than incen-

tives, a point documented by the writer Alfie Kohn.

In order to avoid poor performance and reduced

task interest in business and educational settings,

employers, teachers, and administrators need to con-

sider the basis upon which they allocate rewards, rec-

ognition, and advancement. Careful arrangement of

rewards in educational settings and in the work envi-

ronment can enhance students’ and employees’ interest

and performance. This occurs when extrinsic rewards

are closely tied to the attainment of performance stan-

dards. In addition, when tasks are challenging and

graded in steps toward mastery of skills, extrinsic

rewards given at each step of accomplishment can

instill interest and high personal standards for perfor-

mance. As well, according to Robert Eisenberger’s

learned industriousness theory, rewards that are made

contingent on effort lead people to work harder at an

assigned task and show increased performance on

other activities. Extrinsic rewards tied to high effort

also result in higher intrinsic motivation than rewards

given for low effort. Overall, rewards based on chal-

lenge, mastery, and high effort build skills, personal

standards, persistence, and intrinsic motivation.

Current Directions

Research on extrinsic and intrinsic motivation con-

tinues to be important in psychology and education.

One line of inquiry concerns the relationship between

sources of motivation and creativity. Eisenberger and

his colleagues have been working on the effects of

giving rewards for novel performances. Creativity

involves the generation of novel behavior that meets

a standard or quality. Rewards for working hard at gen-

erating novel responses have been found to increase

creative behavior. When rewards are given for creative

thinking and performance on specific tasks, people

show generalized creativity on other tasks. Rewards

can also enhance creativity through increased intrinsic

motivation. That is, rewards for high levels of creative

performance have been found to increase perceived

self-determination and competence, leading people to

greater task enjoyment. In contrast, tying rewards to

conventional-level performance (noncreative) causes

people to be less creative and unmotivated.

Another line of research has focused on building

intrinsic motivation without using extrinsic rewards.

Deci and Ryan have developed self-determination

theory as a more general approach to intrinsic moti-

vation than CET. Self-determination theory focuses

on the social conditions that activate or interfere with

innate self-motivation. The theory postulates three

psychological needs—competence, autonomy, and

relatednes—that, when satisfied, lead to enhanced

self-motivation. CET pointed to the importance of

perceptions of autonomy and competence for intrin-

sic motivation; a third factor, relatedness, is also seen

to enhance self-motivation. Relatedness concerns the

social interaction dynamics between students and

teachers, employers and employees, and parents and

children. Secure relationships lead people to feel

accepted, whereas negative interactions lead individ-

uals to feel that others are cold and uncaring. Based
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on relatedness, intrinsic motivation is enhanced or

thwarted. Self-determination theory is being used in

applied settings such as education, health care, par-

enting, work organizations, sports, and mental health.

Self-determination theory emphasizes the impor-

tance of social contexts for intrinsic motivation. Cur-

rent research is showing how social contexts can

modify the effects of extrinsic rewards on intrinsic

motivation. Specifically, giving rewards for activities

within social contexts that emphasize choice, self-

monitoring of performance, and self-pacing have been

found to increase people’s intrinsic motivation. As

well, rewards in these contexts lead people to perceive

themselves as self-determined and competent. This

research points to new approaches for arranging

autonomy-supportive social contexts in classrooms

and the workplace that promote enjoyment of activi-

ties using competency-contingent rewards.

Another direction of research concerns testing the

major theories that attempt to account for how extrinsic

rewards affect intrinsic motivation. As noted, CET,

attribution theory, and social cognitive theory each

emphasize different cognitive processes that mediate

the effects of rewards on intrinsic motivation. CET

emphasizes people’s perceptions of self-determination

and feelings of autonomy, attribution theory focuses on

the shift in causal attribution from internal to external

sources, and social cognitive theory postulates that per-

ceptions of competence or self-efficacy are the major

underlying processes. Recent research by Cameron

and associates using path analysis has indicated that

perceived competence is the central cognitive factor.

When rewards for performance make people feel com-

petent, intrinsic motivation is increased. The study also

showed that rewards can activate processes that involve

both internal and external sources of motivation. Exter-

nal and internal motivations add together to affect

overall motivation for an activity, as suggested by early

investigators in organizational and industrial psychol-

ogy. Further research on cognitive processes that medi-

ate reward effects on these two sources of motivation

is warranted.

Judy Cameron and W. David Pierce

See also Cognitive View of Learning; Motivation;

Self-Determination; Self-Efficacy; Social Learning

Theory
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K
The most important human endeavor is the striving for morality in our actions. Our inner balance and even

our very existence depend on it. Only morality in our actions can give beauty and dignity to life.

—Charles Dickens, Dombey and Son, 1847

KOHLBERG’S STAGES OF

MORAL DEVELOPMENT

The word moral as it applies to human conduct and

thinking has several commonly understood dictionary

meanings. These include to act with virtue, to act hon-

estly and with right character, and to act justly. The

word moral is also defined as a generally accepted

standard or custom for right living in a society. All

of these meanings are embedded within Lawrence

Kohlberg’s stage theory of moral development.

Historically, the study of morality has fallen within

the purview of theology and philosophy. Because of

the influence of the positivist tradition in science, the

study of moral development as a plausible subject of

scientific inquiry did not fully emerge until the latter

half of the 20th century. This breakthrough was signifi-

cantly influenced by the challenges that Thomas Kuhn

made concerning the assumptions of the positivist tra-

dition. During this same period, cognitive theory

gained increasing influence over behavioral theory

toward its efforts in explaining reasoning development

in children and adolescents. Cognitive developmental

theory, through the pioneering works of Jean Piaget

and Lawrence Kohlberg, has become pivotal in creat-

ing the study of moral reasoning development as a legit-

imate research area in educational psychology.

Cognitive Developmental Theory:
Piaget’s Work

Although Piaget is most noted for his theory of cogni-

tive stage development, in 1932, he published a highly

influential book titled The Moral Judgment of the

Child. Piaget asserted that a child’s moral reasoning

develops not merely as a function of internalizing the

norms and values of an individual culture, but rather

as a natural process of constructing ideas of justice

and fairness largely through peer interaction. Through

his interviews with children, Piaget identified three

phases of moral reasoning development. He consid-

ered these phases, which sequentially included the

nonmoral, the heteronomous, and the autonomous, to

describe only developmental trends. He noted that

children move from an external morality in which jus-

tice is judged by concrete events toward a morality

judged by pragmatic acts of reciprocity and finally

toward a more internalized morality in which just acts

are judged by context, intentions, and an idealized

sense of reciprocity.

Kohlberg’s Theory of Stages

Except for some notable differences in methodology,

which included the addition of adolescents to his sub-

ject sample and the use of dilemma vignettes in place

of story pairs in his interviews, Kohlberg’s 1955
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dissertation study was initially intended to be an

empirical extension and validation of Piaget’s work.

Instead, his dissertation results became the foundation

for Kohlberg’s stage theory of moral development,

which, in later studies, departed somewhat from

Piaget.

First, Kohlberg argued that his subject responses

should be categorized not merely in terms of overlap-

ping phases but rather in terms of six distinct stages.

These are further classified by three levels: (1) the

preconventional, which includes the first two stages;

(2) the conventional, consisting of stages 3 and 4;

and (3) the postconventional, which includes stages 5

and 6.

Second, in contrast to Piaget’s less assertive idea

that moral development proceeds merely in a definite

direction, Kohlberg claimed that his stages are hierar-

chical and progress in an invariant sequence, without

stage reversal or stage skipping. Finally, whereas Pia-

get placed great emphasis on the importance of peer

interaction, Kohlberg argued that social interactions

between adults and children involving role taking of

many kinds are important as well for the moral devel-

opment of children and adolescents.

Dilemmas and Questions

Kohlberg’s method of data collection consisted of

presenting his subjects with hypothetical dilemma

vignettes and then asking them a series of questions.

The subjects’ responses were his data. The following

is an abbreviated version of one of his well-known

dilemmas.

In Europe, a woman was near death from a cancer.

There was one drug that doctors believed might

save her, but the druggist was charging 10 times

what the drug cost him to make. The sick woman’s

husband, Heinz, went to everyone he knew to bor-

row the required money, but he could only obtain

half of what the drug cost. He told the druggist that

his wife was dying and asked him to sell it cheaper

or let him pay later, but the druggist said no. So

Heinz got desperate and broke into the man’s store

to steal the drug for his wife.

In his interviews, Kohlberg would then ask his sub-

jects questions such as the following: Should Heinz

have stolen the drug? Which is worse, stealing or

letting another person die a preventable death? What

would you have done if you were Heinz?

Levels and Stages: Kohlberg’s Criteria
for Classifying Subject Responses

Kohlberg used three criteria for judging and classify-

ing subjects’ interview responses by level and stage.

A response was judged for what a subject indicated

was right or fair behavior, by the reasons given for

right conduct, and by the indicated social perspective

taken by the subject.

At the preconventional level, for stages 1 and 2,

subjects’ responses indicate a social perspective involv-

ing only the welfare of the self or someone identified

with the self, such as Heinz. Also, right behavior is

judged by its concrete pleasure and pain consequences

to the self, and the reasons are relatively few in number

and simple in content. Stage 1 responses indicate that

right behavior involves the avoidance of punishment,

so it would be all right for Heinz to steal the drug as

long as he did not get caught and punished. Stage 2

responses are more advanced in that right behavior is

viewed as not only serving one’s own interests but also

recognizing that others seek to serve their own interests

as well. It would be all right for Heinz to steal the drug

if he did not get caught and if he cared enough for his

wife to take that risk. If Heinz did not care enough for

his wife, then he should let her die.

At the conventional level, for both stages 3 and 4,

the social perspective involves the acceptance of

social and societal conventions for judging right and

wrong. At stage 3, what is important is the welfare of

relationships with important people, such as family

members, friends, and schoolmates. Right behavior

involves living up to the expectations of, and gaining

approval from, those close to the self. Being good

means maintaining mutuality in such relationships

through trust, loyalty, respect, and care. Reasons for

right conduct include that one should care for others

and relationships in this sense and that rules that sup-

port this notion of good behavior should be followed.

Despite the recognition that stealing and dishonesty

are wrong, Heinz should still steal the drug because

that is the level of caring that a husband should have

for his wife.

At stage 4, the social perspective becomes more

abstract in that the laws of society or the social order

structure morality. Good citizenship to the state
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becomes primary as a criterion for right conduct,

which should be interpreted in terms of both the letter

and the spirit of the laws of state. If Heinz had indeed

exhausted all means of legally obtaining the needed

money, then Heinz should steal the drug, but the

courts should show clemency to him for the special

circumstances surrounding his act of stealing.

Kohlberg argued that responses in his first three

stages somewhat paralleled those of the three phases

in Piaget’s work but that at stage 4 and beyond, sub-

jects used more abstract and sophisticated reasoning

for justifying right conduct, which also reflects the

highest Piagetian level of thinking and reasoning, that

is, formal operational thought.

At the postconventional level, for both stages 5 and

6, the social perspective becomes more abstract and

universal in that it is the welfare of all humankind that

becomes critical for moral judgments. At stage 5, one

is aware that universal human rights have priority over

social conventions and laws but that the latter are nec-

essary to structure morality within a social order.

Thus, as in a social contract, one should always abide

by conventional laws except in cases in which they

conflict with universal human rights. However, stage 5

individuals sometimes have difficulty integrating the

conflicts between legal and moral points of view. In

such cases, the utilitarian principle of the greatest good

for the greatest number should be followed.

Stage 6 responses, which are very rare, are based

upon self-chosen ethical principles of justice. At this

stage, individuals show the highest level of integra-

tion of thought, priority of values, and behavior with

respect to moral issues. Right conduct is in accor-

dance with universal principles, such as the respect

for the dignity of all human beings as individuals and

the quality of human rights. While recognizing the

importance of the property rights of the druggist,

Heinz should steal the drug, not merely because he is

the husband of a suffering wife but because the pres-

ervation of life should have priority over property

rights, and breaking the law would have the potential

to improve the conventional legal system.

Validations,
Controversies, and Criticisms

Several cross-cultural as well as longitudinal studies

support Kohlberg’s claim of developmental progres-

sion through the first four stages, but development

beyond stage 4 is weakly supported at best. From his

1984 longitudinal results, Kohlberg reported that only

13% reached stage 5 and none of his subjects had

clearly reached stage 6. This led to some revisions.

Although he defended stage 5 as an empirically sup-

ported concept, Kohlberg suspended his empirical

claims for stage 6 as an end point for moral maturity.

Others have questioned if stage 5 is empirically valid

for subjects in non-Western cultures because it is con-

ceptualized in the philosophy of Immanuel Kant and

other Western philosophers.

One of the most influential challenges to Kohl-

berg’s assertion that his stages are hierarchical with

respect to gender differences, stems from the work of

Carol Gilligan. This is based on the fact that subjects

in Kohlberg’s early studies were exclusively male. In

later studies, when he began to interview both adult

male and female subjects, he found that females pre-

dominantly reasoned at stage 3, whereas males more

frequently reasoned at stage 4. Noting that females

are more likely to be socialized for adult leadership

roles that require maintaining relationships through

caring, Gilligan has argued that stage 3 should not be

considered as less mature than stage 4 but rather only

different and representing the impact of the typical

differences in gender role socialization.

Educational Implications

Like John Dewey, Kohlberg believed that moral

development and education were inextricably related.

Based upon his research in the 1970s and 1980s, he

developed an approach to moral education emphasiz-

ing the idea of building a just community in the class-

room. He believed that moral dilemma discussion was

the key process but that it required the following

qualifications. Students and teachers engage in discus-

sions that are challenging, and the dilemmas discussed

are an integral part of the subject matter. Also, stu-

dents and teachers discuss dilemmas from a mixture

of different perspectives and stages of reasoning.

Thus, despite controversy and criticism, Kohlberg,

more than anyone, has had the greatest influence on

the field of moral development study in relation to

education, educational psychology, and developmen-

tal psychology over the past five decades.

Richard E. Hult

See also Moral Development; Social Development
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L
I am learning all the time. The tombstone will be my diploma.

—Eartha Kitt

LANGUAGE DISORDERS

Language plays a central role in the conduct of human

transactions. It is the vehicle by which we form inter-

personal relationships. It is also a vehicle by which we

gain access to knowledge and store the information that

we’ve learned in memory. Finally, language is a means

by which we create new knowledge, including great lit-

erary works. Indeed, some have argued that language

is one of the defining characteristics of the human spe-

cies. It comes about as an interaction of our genetic

endowment and an environment that nurtures its emer-

gence. Typically, language emerges effortlessly, but

this is not always the case. When a child struggles to

acquire his or her first language, with its onset delayed

and development protracted in the absence of any other

sensory or cognitive deficits and an intact environment,

that child is considered to have a language disorder or

language impairment.

Language is a multifaceted phenomena, with partic-

ular form through which unlimited meaning may be

expressed and understood in the context of the situation

of its use. A disruption may occur in any of these three

facets of language or in their critical interactions,

resulting in language disorders. Although the cause of

such disruptions is typically unknown, the result is

staggering because of the high societal value placed on

verbal skill. Social interaction, knowledge acquisition,

and one’s very quality of life are all jeopardized by

a failure in typical language development. Understand-

ing language disorders is particularly important in the

school setting, given its mandate for the academic devel-

opment of children and the key role schooling plays in

their socialization. Typically, the delayed onset of lan-

guage is identified in the preschool years, yet the impact

of a language disorder is felt well into the school years

and beyond, making it important for early educators,

classroom teachers, and other education professionals to

be alert to and to understand the debilitating impact that

a language disorder has on a child’s life.

Basics of the Linguistic System

To understand language disorders, the multifaceted

nature of the language system itself must be under-

stood, because any or all aspects of it may be impaired.

The language system is often thought of as arising out

of the intersecting components of form, content, and

use. The form of language comprises small units that

combine to create larger ones, and it is governed by

tacitly understood rules for which combinations are

permissible and which are not. The smallest unit of an

oral language is a sound, or phoneme. Language disor-

ders may, but do not always, include an impairment of

the sound system. Even if children do not have diffi-

culty in producing the sounds of their language, they

may have difficulty segmenting and recognizing those
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sounds as individual units. Awareness of these sound

units forms the foundation of phonological awareness,

which in turn is the most reliable predictor of early

reading success. Phonemes are combined according to

language-specific rules to create a slightly larger unit,

the morpheme, the smallest unit that carries meaning in

a language. A morpheme may be either what is com-

monly considered a word, for example, jump, or what

is typically thought of as the prefixes or suffixes that

shade the meaning of a word. For example, when the

past tense suffix -ed is added to jump (i.e., jumped),

the meaning of this word is shaded to reflect not only

the action but the time frame in which it occurred.

Children with a language disorder have particular diffi-

culty acquiring morphemes. Morphemes are then com-

bined in larger units to form the grammar or syntax of

a language. These units are commonly thought of as

simple sentences, or when embedded into one other,

a complex sentence. Thus, the form or structure of the

language within which we express our ideas to others is

completed. The earliest emerging sentences are two-

word combinations (e.g., ‘‘want cookie’’), and late onset

of this near-universal stage of language acquisition is

often one of the first signs of a language disorder. The

potential of a language’s form as a powerful means of

expression is realized once it intersects with its content

or meaning, for without ideas about the world or internal

desires to express, the form of language is empty. The

linguist Noam Chomsky illustrated this point in his now

famous sentence, ‘‘Colorless green ideas sleep furi-

ously,’’ exemplifying the notion that phonemes and mor-

phemes may be combined into a sentence that has

followed all the rules of a language but expresses noth-

ing. The content component of language, or the ideas we

hold about ourselves and other people and things in the

world, both draw upon and contribute to the child’s con-

ceptual development. Reduced or impoverished vocabu-

lary development is often part of a language disorder.

The third component of the system is use, or prag-

matics. The central role that language plays in human

affairs comes from its communicative function. Argu-

ably, the main purpose of language is for communicating

with other people. It is through social interaction with

caregivers that the child’s genetic potential for language

is guided to emerge. It has been suggested that the use of

language in social contexts must also be governed by

tacit rules, or successful conversational exchanges could

not take place. The cooperative principle suggests that

speakers and listeners have tacitly agreed on a shared

goal to successfully exchange information in ways that

are maximally relevant to one another. Additionally,

contextual variations, such as the social status of those

communicating, the circumstances, and the purpose of

the communication, are all elements of language use and

indeed influence the choice of content and form. For

example, a child may use polite forms such as ‘‘Please,

give me a piece of cake’’ or indirect requests such as

‘‘Gee, that cake looks good’’ when attempting to get

something from a grandparent, but the child may choose

a more direct approach when talking to a peer: ‘‘Give me

a piece of cake too!’’ A listener may understand a state-

ment to be sarcastic when spoken by a peer but as a repri-

mand if uttered by someone in a position of authority

(e.g., ‘‘Do you always dress that way when you come

to school?!’’). A disruption in the use of language in

context is most clearly seen in the language disorders

experienced by, but not limited to, children with autism

spectrum disorders.

Defining Language Disorders

Based on the previously defined components of the lin-

guistic system, language disorders may then be thought

of as a disruption in any one or all of them, making it

a heterogeneous category of impairments. It may occur

solely in the modality of expression, or it may include

difficulty in understanding or comprehending form,

content, or the context-sensitive variations described in

the previous section. Language disorders are most often

developmental in nature and of unknown origins, but

they can also be the result of an acquired brain injury.

Language disorders may occur in the absence of any

other known condition and coexist with otherwise nor-

mal cognitive function, in which case it is identified as

a specific language impairment (SLI). A language dis-

order also may accompany other developmental dis-

abilities, such as hearing loss, cognitive impairments,

cerebral palsy, autism spectrum disorder, or attention

deficit hyperactivity disorder (ADHD). Furthermore, it

may accompany the impact of certain negative envi-

ronmental circumstances such as neglect and abuse.

Regardless of whether or not there are associated disor-

ders, a language disorder places the child at risk for

negative social consequences because of the primary

role that language plays in both social interaction and

as a vehicle for the acquisition of knowledge. Both

spoken and written forms of language may be affected

by a language disorder. Indeed, the very nature of

the disorder may change over time with changing

contextual demands. Specifically, whereas children
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may initially be identified with a spoken language dis-

order during the preschool years, with treatment, the

difficulties in oral communication may resolve. Yet,

once these same children start school and are faced

with the challenges of learning to read and write, they

may once again experience difficulty, the characteris-

tics of the disorder changing with new demands being

placed on the language system. Language disorders are

chronic disabilities that show remarkable stability

throughout the life span.

Prevalence, Stability, and Prognosis

Large-scale studies have been conducted in the United

States, Great Britain, and Canada of primarily kinder-

garten children to establish the prevalence rate of lan-

guage disorders. In studies of kindergarten children

from the general population, the prevalence of language

impairment without accompanying speech problems

ranges between 6% and 10%. When language problems

are combined with speech sound impairments, the rate

rises to approximately 12%. In high-risk populations,

such as children living in poverty, recent studies have

shown a much higher prevalence rate than expected in

the general population. Reported stability rates are quite

variable for children identified as having a language dis-

order before they start school (age 4 or 5). It has been

reported that approximately 40% of these children will

go on to have a good outcome, particularly if only

expressive language abilities are affected. These moder-

ate rates of improvement are, however, somewhat illu-

sory when regression to the mean or the impact that

false positive identification has on subsequent assess-

ments is taken into account. Furthermore, the prognosis

is poorer for children with additional comprehension

deficits and below-normal nonverbal cognitive abilities.

The bottom line is that for children who are correctly

identified as having a language disorder by age 4 or 5,

the prognosis for spontaneous recovery is poor. Lan-

guage disorders are chronic, and longitudinal studies

clearly demonstrate that they persist into adolescence

and adulthood. Encouragingly, studies investigating the

efficacy of language intervention indicate those who

have had treatment generally fare better than those who

have not, yet much more research is needed to clarify

the impact of the amount, nature, and timing of treat-

ment on long-term prognoses.

Given that late onset of single spoken words and pro-

tracted periods of vocabulary and grammatical develop-

ment are hallmarks of language disorders, it would seem

that identification of a language disorder during tod-

dlerhood would be ideal so that early intervention

could be instituted. Two-year-olds with expressive

vocabularies of fewer than 10 words are often consid-

ered ‘‘late talkers’’ (about 10%–15% of toddlers); in

recent years these children have been widely studied

with the hope of determining which of them would

‘‘catch up’’ and which would not. Overall, the current

consensus is that the majority of toddlers with early

expressive language delay are truly ‘‘late bloomers’’

and they are not at risk for further language disorders.

In contrast, approximately 40% of late talkers continue

to have language difficulties. Although they seem to

catch up in their vocabulary development, their con-

tinuing difficulties are reflected in difficulties with

developing sentence structure. It has been suggested

that along with having smaller expressive vocabularies,

these children also understand fewer words and use

fewer communicative gestures, such as pointing and

reaching, as a means of expression. Parent report ques-

tionnaires are often the tool used to measure a toddler’s

emerging language, but unfortunately, they are not sen-

sitive enough to accurately predict persistent language

disorder in individual toddlers.

A great deal of attention has been directed to those

children who apparently have a language disorder in the

absence of any other condition, that is, those children

who have SLI. Although there indeed may be a sub-

group of children who have a language disorder without

any other concomitant condition, the specificity of lan-

guage disorders in children is debated widely. Many of

these children have nonspecific language impairment,

that is, concomitant nonverbal cognitive limitations or

other associated developmental disorders. Studies have

indicated that nearly 50% or more of children identified

as having SLI also have associated developmental

motor coordination disorder, ADHD, or other emotional

or behavioral problems. Thus, in the educational setting,

it would not be uncommon for a child with a language

disorder to receive intervention by not only a speech

language pathologist but also an occupational therapist,

an educational resource specialist, or all three.

Causation

Any behavior as multifaceted and complex as language

development most certainly must be affected by a

variety of biological and environmental factors. Thus,

it follows that language disorders can rarely be fully

accounted for by one direct and isolated causal
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condition. Researchers are just at the frontier of under-

standing the neurobiology of developmental language

disorders, but studies of family history patterns suggest

familial inheritance as a factor in at least SLI, particu-

larly expressive-only forms of the disorder. In the past

15 years, the genetics of language disorders, in particu-

lar for SLI, has been of great interest, with some

researchers proclaiming that a specific gene for gram-

mar (syntax) has been located. However, there is no

conclusive evidence that genes can influence the com-

ponents of language differentially or indeed influence

language differently from other cognitive processes.

Even though studies with twins demonstrate the impor-

tance of genetic influences upon spoken language disor-

ders, researchers are quick to note that just as a shared

environment makes the largest contribution to individ-

ual differences in typical language development, it has

substantial influence in language disorders as well.

More research is needed to identify those important

contributing environmental variables. Certain sensory

and cognitive deficits have long been associated with

language disorders in childhood, but association does

not mean causation. Hearing loss is a case in point.

It is commonly assumed that a hearing loss causes

a spoken language disorder. Yet it has long been known

that two children with exactly the same pattern of loss

and residual hearing may have quite different spoken

language abilities and disabilities. It is not possible to

predict language ability based upon an audiogram. In

what sense then does the hearing loss cause the lan-

guage disorder? Similarly, even though language and

cognition are intimately interwoven, in cases of cogni-

tive impairment, language abilities may or may not be

commensurate with the child’s mental age. Indeed, lan-

guage abilities in advance of cognition characterize

children with William’s syndrome. So again, one must

ask in what sense does cognitive impairment cause lan-

guage disorder? Although a great deal more research is

needed before a satisfactory answer to the question of

‘‘What causes childhood language disorders?’’ is found,

it is most likely to reside in the complex interactions of

biology and multiple environmental factors.

Language Disorders and
Academic Performance

Language is the medium in which classroom instruc-

tion takes place. Teacher-directed lessons, small

student work groups, worksheets, and textbooks are

all language dependent. Moreover, the nature of the

language of the classroom is different from that which

the preschool child experiences at home. For example,

the allocation of speaking turns and topics are teacher

controlled as compared with that within the home

where conversation is most often child initiated and

directed. The language itself is not as closely tied to

the immediate context in the classroom, making it

necessary to depend more heavily on the meaning

inherent in words and sentences themselves. While in

the home, the preschool child usually talks about the

here and now, but once he or she enters school, much

more of the talk is distanced in time and place.

Finally, language itself not only becomes the medium

by which curriculum is accessed through reading and

writing but also becomes a subject of study. While

the typically developing child navigates these changes

in how language is used when entering school, they

present significant challenges for the child with a lan-

guage disorder. Difficulty following multiple instruc-

tions, following classroom ‘‘rules’’ like raising a hand

before speaking, or staying on topic can be misinter-

preted as behavior problems if educators are not

aware of the impact of a language disorder on the

functional use of language in the classroom.

Language Disorders and Reading

The contributions of oral language abilities to devel-

oping literacy skills have been increasingly recognized

in recent years. Indeed one of the most consistent find-

ings in the reading literature is that a child’s level of

phonological awareness is the best predictor of reading

success in the early grades. As described earlier, pho-

nological awareness involves the recognition and

manipulation of the smallest units of language. With

renewed interest in children’s reading comprehension,

it also has been recognized that important foundational

skills relevant to reading comprehension emerge in

their comprehension of oral narratives such as stories

well before a child enters school. With the well-

established links between oral language abilities and

reading, spelling and written composition, it comes as

no surprise that longitudinal studies of children with

language disorders have revealed long-term difficulty

in the language arts areas and even in mathematics.

Hugh Catts and colleagues have found that although

not all children identified with a language disorder at

kindergarten will have reading difficulties, there is

a significantly high risk for most of them by the time

they reach second grade. Two areas of language
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impairment contribute somewhat independently to their

reading difficulties. Impaired phonological awareness

abilities contribute strongly to difficulties in learning to

decode written language, whereas impairment in the

semantic and syntactic components of oral language

contribute more to difficulties in reading comprehen-

sion. Indeed, second-grade children who demonstrate

poor reading comprehension but intact phonological

awareness have been shown to have an oral language

disorder that was not identified in their preschool years.

Better reading outcomes can be expected for children

whose oral language improved between kindergarten

and second grade, but the fact remains that the more

severe the language disorder is, the poorer the reading

outcome will be. Thus, although phonological aware-

ness instruction has been advocated for children with

language disorders, it is with the caveat that it be part

of comprehensive oral language remediation. Persis-

tence of academic difficulties has been revealed in lon-

gitudinal follow-up studies. Adolescents with histories

of a language disorder in kindergarten continue to dem-

onstrate spelling, word recognition, and reading com-

prehension deficits. When interviewed about their level

of literacy, they report that while they read regularly,

they do not always understand what they have read

and that their written language skills do not meet the

expectations of classroom curriculum. Even those

whose language impairment appeared to have resolved

by kindergarten continue to demonstrate a high rate of

literacy problems.

Finally, whereas poor reading outcomes are easily

understood given the nature of language disorders, the

reported difficulties that children with language disor-

ders have with mathematics are not necessarily as

intuitive. Children with language disorder are at risk

not only for difficulties with the more obvious areas

of ‘‘word problems’’ and when asked to verbally

explain their solutions to math problems but also for

the rote memory aspects of math needed for number

recall and calculation. The relationships between lan-

guage disorders and success in the academic setting

underscore the serious long-term impact of a language

disorder, its consequences to both the individual and

society.

Language Disorders and Socialization

An account of language disorders in children would

be incomplete without a consideration of its impact

on social competence. The school setting is highly

influential in a child’s social development and recip-

rocally depends upon it. Kindergarten teachers iden-

tify social maturity as more important to school

readiness than skills like counting and letter recogni-

tion. School becomes a primary environment for peer

interaction and the development of friendships. Thus,

once again, language, as the medium for interpersonal

interactions, plays a critical role in the development

of social competence, and children with language dis-

orders are disadvantaged.

The social communication difficulties of children

with language disorders, while variable, are well

documented. These children may demonstrate diffi-

culty initiating interactions with other children and

may not be responsive to verbal overtures from peers;

they may not be able to gain access to a playgroup or

to be integrated into classroom work groups. The

general social behavior pattern appears to be one of

reticence and withdrawal, which make friendship for-

mation challenging and peer acceptance problematic.

As early as the preschool years, other children recog-

nize children with diminished language abilities, and

their social interactions are negatively affected.

Although not well studied, there are reports that chil-

dren with language disorders may experience peer

victimization and bullying. The precise relationship of

language disorders to social competence is a matter of

some debate, but the elevated risk for negative social

outcomes is not. The limited longitudinal studies that

have examined psychosocial and quality of life issues

in 20- and 30-year-old adults who have a history of

language disorder suggest evolving consequences.

The limited data available to date suggest that at least

a cohort of mostly males in their 20s, who not only

have a history of language disorders but continue to

demonstrate diminished language abilities, are satis-

fied with their lives. It was suggested, however, that

when these young men experienced the full weight of

adult responsibility, satisfaction ratings might change.

Indeed, longitudinal research out of Great Britain

revealed that adults in their 30s with a history of severe

developmental language disorders indeed had poorer

social adaptation and psychosocial adjustment. These

adults experienced diminished personal relationships,

difficulty maintaining employment, and even difficulty

with bullying from coworkers. Although any individ-

ual’s personal outcome will surely vary, the data are

clear on the long-range prognosis for the social compe-

tence of individuals with developmental language

disorders.
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Childhood language disorders are a chronic condi-

tion with significant impact upon social, academic, and

vocational success. Yet there is evidence, and more is

accumulating, that intervention early and tailored to the

changing facets of the disorder throughout the school

years can improve outcomes for these individuals.

Elizabeth Skarakis-Doyle

See also Communication Disorders; Disabilities; Dyslexia;

Learning Disabilities
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LEARNED HELPLESSNESS

Learned helplessness is a term coined by Martin

Seligman to characterize the overgeneralized learning

of helpless responses that occur when animals are

repeatedly exposed to noxious, uncontrollable, and

inescapable situations. What is learned is that their

actions will not effect the outcome they desire. In

humans, learned helplessness is particularly problem-

atic in education; students may falsely believe that

effortful actions, such as studying, will have no effect

on performance or learning.

Seligman and colleagues’ explanation of learned

helplessness focuses on three components: outcome

contingency, mediating cognitions, and behavior out-

comes. Contingency concerns individuals’ perception

that outcomes are contingent on their behavior. Individ-

uals ‘‘learn’’ helplessness when experiences create the

belief that outcomes are not contingent upon their

actions. Learned helplessness theory also postulates

that certain types of cognitions, called causal attribu-

tions, mediate this relation between experience and

learned helplessness. Finally, learned helplessness

theory postulates that the behavioral outcomes of

perceived helplessness include passivity, quitting, and

depression.

The idea of learned helplessness has helped research-

ers and educators understand why some students repeat-

edly experience more failures and give up—often

before even trying. The serious implications of learned
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helplessness include the failure to initiate action, failure

to learn, and emotional problems such as depression.

There are several ways that teachers can influence stu-

dents’ outlooks on learning, including attribution retrain-

ing, encouragement, and focusing on mastery goals.

Research

Seligman and colleagues were the first to manipulate

learning deficits by exposing animals to inescapable

aversive stimuli. Their phrase learned helplessness

was used both as a description and a theoretical expla-

nation of the observed learning deficits. In typical

learned helplessness laboratory studies, researchers

would first expose dogs to a series of inescapable

electric shocks. Up to 24 hours later, the researchers

put the dogs in the same situation except that they

could now avoid or terminate the shocks by simply

stepping over a small fence into another part of the

training box. If the dog did not terminate or try to

escape from the shock, Seligman and colleagues des-

ignated it as exhibiting learned helplessness; they

believed the dog had learned that nothing it could do

would matter.

Researchers extended this animal model of learned

helplessness to humans, although the experiments

were considerably less aversive. Experiments with

humans would present irritating noises instead of

electrical shock, but the results were still similar to

the results with dogs. In one classic study, researchers

exposed participants to a loud noise. During the first

set of trials, the participants in the contingent control

group could stop the noise with the simple pressing

of a button; in contrast, participants in the noncontin-

gent ‘‘helpless’’ group could not stop the noise. In

the second set of trials, both groups could move

a knob to avoid a signaled noise. Despite the change

in contingencies, the participants previously exposed

to the uncontrollable noise sat passively and did not

attempt escape. In contrast, participants from the

response contingent control group and an additional

no-noise control group quickly learned to escape the

noise by simply moving the knob. Seligman and

colleagues concluded that humans, like dogs, develop

learned helplessness when exposed to uncontrollable

aversive stimuli. Further research on learned help-

lessness in humans shifted to using unsolvable prob-

lems or puzzles as the uncontrollable aversive stimuli.

Researchers have subsequently found remarkable

individual differences in children’s responses to

unavoidable failure on cognitive tasks, which has

led to the educationally important question of why

some succumb to learned helplessness and others

do not.

Attributions and
Learned Helplessness

Two children, each of equal ability, are given a puzzle

to solve. As long as they are successful, both appear

to be motivated and energetic in their approach. But,

if this flow of success is interrupted with a set of very

difficult or unsolvable tasks, two divergent motiva-

tional patterns might be seen. Some children face and

recover from failure in a manner that is highly

resilient. They appear emotionally unaffected by their

experience of failure, simply using failure as an

additional source of information. Their performance

quickly rebounds once given solvable problems. In

contrast, other children appear to crumble in response

to perceived or even anticipated failure. These nonre-

silient children may regress to a lower level of skill

than they began at, exhibit negative affect, and con-

clude that they lack ability. What causes one child to

respond resiliently to failure while another gives up?

One explanation is attribution theory; differences in

susceptibility to learned helplessness are the result of

the causal attributions persons make for the aversive

situation. An attribution is the causal explanation one

makes to explain events. Attribution theory’s explana-

tion of learned helplessness asserts that when persons

perceive noncontingency, they search for a causal

attribution to explain it; this attribution then mediates

their response. For example, if failure is attributed to

a lack of effort, the response will be resilient. If fail-

ure is attributed to lack of ability, then learned help-

lessness will result.

After considerable research on learned helplessness

in humans, Lyn Abramson, Seligman, and John Teas-

dale reformulated the animal-based model of learned

helplessness. This reformulated model, drawn from

attribution theory, uses three dimensions of attribution

to explain the generalization and impact of perceived

failure on performance. The first dimension is locus

on control, which defines the cause of an outcome as

being either internal or external to the individual. For

example, the teacher behavior would be an external

cause of success or failure, but individual ability

would be an internal cause. The second dimension of
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attribution theory is stability. Some causes of success

or failure are assumed to be stable, whereas other

causes can change. External causes such as luck are

generally believed to be unstable, but internal causes

such as ability are often believed to be very stable.

The stability dimension is linked to success expec-

tancy. If success is attributed to unstable causes (i.e.,

luck), then students may believe that their chance of

success is unlikely. Globality is the third dimension

of attribution theory. A student may attribute failure

to a global cause (‘‘I’m just not good at math’’) or to

a specific cause (‘‘I only failed because I was too sick

to come to class!’’). Global attributions assume help-

lessness will occur in a broad number of situations,

thus implying that helpless situations are unavoidable.

In contrast, specific attributions confine helplessness

to very specific situations, thus implying that success

is possible with only small situational modifications.

Attribution theory posits that the causal attributions

(internal or external, stable or unstable, global or

specific) persons make about aversive situations deter-

mine susceptibility to learned helplessness. Motiva-

tional deficits associated with learned helplessness

include task withdrawal or avoidance. Emotional defi-

cits associated with learned helplessness include sad-

ness, fear, frustration, anxiety, and depression. For

example, global and stable attributions generalize

learned helplessness across tasks and time. In contrast,

specific and unstable attributions limit the generaliza-

tion of learned helplessness. Stable and global attribu-

tions for failure often contribute to helpless behavior,

but internal attributions for failure can go either way.

For example, effort is an internal attribute, but

because it is also unstable (you can apply it, or not),

blaming failure on a lack of effort does not tend to

lead to helplessness. Interestingly, stable, global, and

internal attributions for success increase resiliency to

subsequent failure.

Seligman, Alloy, Abramson, Teasdale, and others

have developed a learned helplessness theory of clini-

cal depression based on attribution theory. This theory

suggests that persons who tend to make stable, inter-

nal, and global attributions for negative events are

vulnerable to depression. Depressed individuals often

believe that they have little control over either nega-

tive or positive events in their lives. In sum, the attri-

butional theory of learned helplessness asserts that

individual differences in vulnerability to helplessness,

and even depression, are the result of individual dif-

ferences in attributional style.

Current Perspectives
on Learned Helplessness

The learned helplessness explanation of performance

deficits following perceived failure focuses on beliefs

about the contingency of behavior and outcomes; in

plainer words, ‘‘I have not succeeded because it is not

possible for me to succeed . . . therefore I give up.’’

This, however, is too simplistic an explanation of differ-

ences in achievement resiliency. Consider the boy who,

after studying hard, fails at his first math test of the

year, then consequently refuses to study for the next

test. Is learned helplessness the best explanation for this

motivational change? A significant body of thinking

and research has argued that ego threat, not perceived

noncontingency, is the real motivator. From this ego

threat perspective, the need to protect one’s sense of

self-worth from displays of low ability can motivate

a variety of behaviors, including the task withdrawal

described by learned helplessness researchers. Recent

research in educational psychology has found ego or

self-worth maintenance to be a more fertile approach to

achievement motivation and failure resiliency than just

learned helplessness. Attribution theory and learned

helplessness are integral aspects of current achievement

motivation theories, but they are not adequate stand-

alone explanations. Another interpretation of helpless-

ness is physiological rather than cognitive. That is,

when inescapable shock is presented, there is a decline

in the neurotransmitter norepinephrine. This decline has

been associated with helplessness behavior.

Learned Helplessness in
Students With Learning Problems

Research has found that susceptibility to learned help-

lessness varies considerably from individual to indi-

vidual. Learned helplessness is related to a variety

of individual characteristics: anxiety, depression, low

self-efficacy, low mastery and high performance orien-

tations, low self-worth, extrinsic motivational orienta-

tion, and need for structure, to name a few. Students

with learning problems, however, may be particularly

vulnerable for learned helplessness. Students who

repeatedly encounter academic difficulties come to

expect failure, which generalizes to low self-efficacy,

which inhibits effort, which guarantees further aca-

demic failure, which, by reinforcing failure expecta-

tions and low self-efficacy, returns the student to the

beginning of this vicious cycle. Even when success is
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experienced, these students may attribute it to external

causes, for example, believing that they succeeded at

a math problem because it was easy, because they

received help, or because they were simply lucky.

However, not all students with learning problems dis-

play helplessness; some are quite resilient. The fre-

quency of failure may be an important factor:

Students who fail in multiple domains may be more

susceptible to developing learned helplessness. In

addition, reading difficulties are especially important,

as reading skills determine success in many other

domains of competence.

What Can Educators Do?

Teachers can provide students with feedback on the

attributions they make about the causes of their suc-

cess and failure, and they can model healthy attribu-

tions. Progress toward goals and success should be

attributed to internal attributes such as effort and abil-

ity, but failure should be attributed to internal unstable

attributes such as effort. In addition, teachers should

provide moderate difficulty tasks that students are

able to accomplish with effort. Success on tasks that

are too easy does not produce healthy ability or effort

attributions, and failure on tasks that are too difficult

usually results in unhealthy, low ability attributions.

Teachers can help students by explaining the role

that attributions play in the learning process. For exam-

ple, students can be encouraged to focus on controllable

factors such as effort and strategies, rather than uncon-

trollable factors such luck or mood. Students can be

taught to consider other causes of success and failure.

Students experience difficulties in class for several rea-

sons. For example, these reasons may include not using

appropriate learning strategies, or lacking prior knowl-

edge. These factors are often controllable, and students

should recognize that many failures may be attributable

to these changeable factors. Research shows that attri-

bution retraining is an effective intervention for learned

helplessness. By increasing students’ awareness of the

attributions they make, their self-esteem, self-efficacy,

and learning can be improved, and their anxiety and

frustration can be reduced. Another approach is to

encourage children to focus on mastery goals, or learn-

ing for its own sake. Mastery goals increase actual com-

petence, which in turn increases self-worth and

achievement motivation. Focusing on grades, the

approval of others, and competition are performance

goals. Performance goals work fine as long as the

student is winning; however, failure at a performance

goal can produce ego-protective maneuvers that inter-

fere with learning. Over time, performance goals make

learners susceptible to learned helplessness.

Jennie K. Gill and Joan M. Martin
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LEARNING

Human learning has been the focus of organized study

for many decades, and the results of this work have

become ever more important as societies intervene on

so many levels to promote and influence learning.

Today there is no one single way to define learning.

Rather, what is found is a range of explanations, each

of which provides an important frame of reference for

thinking about learning as a human endeavor. Gener-

ally speaking, over the past 60 years, three major con-

ceptual frameworks have emerged, and these three

will be the focus of this entry.

The first of these frameworks looks at learning in

terms of observable behavior. In simple terms, learn-

ing is defined as any relatively permanent change in

behavior that is not the result of normal growth or

maturation. There is no limit to the range of behaviors

that might be considered or the contexts in which they

occur. When people drive automobiles or operate

machinery, perform school tasks such as writing and

calculating, or engage in social activities with others,

generally their behaviors are fairly complex behaviors

that have been acquired over time and with much
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practice. People who study learning from a behavioral

perspective want to know how these complex behav-

iors are acquired and how they change over time.

The second framework, which began to appear in

the late 1960s and early 1970s, deliberately moved

away from behavioral explanations, focusing instead on

the information-processing activities that occur in the

human brain. This movement, known as the cognitive

revolution in human learning, developed largely around

questions about memory and meaning. For example,

when a person listens to people talk—or reads from

text—how does he or she process and store what was

heard or seen? How does the person represent informa-

tion in memory for later use, and how does he or she

gain access to the large amount of stored data? These

and other related questions have dominated the study of

learning for many decades, and they continue to be pro-

minent in researchers’ thinking about learning. Thus,

viewing learning as a cognitive activity, it can be

defined as the acquisition of knowledge and the ability

to use knowledge to solve problems.

A third framework for investigating human learn-

ing began to be noticed during the early 1990s. In

contrast to the cognitive point of view, in which learn-

ing is defined in terms of an individual’s computation

of information, this framework focuses more on how

people work and learn in cultural settings. Here learn-

ing is defined not as the acquisition of knowledge but

as participation in meaningful social practices. Exam-

ples of cultural practices naturally include a broad

range of activities, such as child rearing, office work,

professional endeavors, trades, hobbies and the like.

As people participate in social practices, they develop

roles relevant to their particular type of participation,

and as these roles develop, people acquire identities

as legitimate practitioners. One important distinction

between this framework and the cognitive viewpoint

is that in this framework, learning from a social per-

spective is never separated from doing.

When looking across this history of progress in

learning research, there is a natural temptation to sim-

ply focus on the latest prominent explanation that

may be enjoying most attention. Certainly today there

is very little discussion of behaviorism as a viable

framework for understanding learning. In fact, the

intention and purpose of the cognitive revolution was

not simply to modify behaviorism but to replace it

altogether.

It can be argued, however, that each of the three

frameworks outlined here provides an important window

on learning and allows us to see human learning as the

rich and multifaceted phenomenon it really is.

Learning as Behavior Change

Learning from a behavioral perspective involves exam-

ining the relationship between what animals or humans

do (i.e., their responses) and what the environment

does (i.e., various stimulus events). When behavior

changes systematically in relation to environmental

stimuli, behaviorists refer to such learning in terms of

a conditioning process. A modest complexity in this is

that two types of conditioning are possible, and they

are based on different learning principles.

Classical Conditioning

Based on the work of Ivan Pavlov, the classical or

Pavlovian model is rooted in simple reflexive behavior.

The basis for this model lies in the range of relatively

permanent and unlearned reflexes that nearly all

members of a species possess. Examples include our

automatic reactions to hot surfaces, food smells, and

a whole range of stimuli that may cause fear, anxiety,

flight, or a sense of well-being. These automatic

reflexes are composed of two elements: an uncondi-

tional stimulus and an unconditional response. Again,

no learning is required for these responses to take

place. Where the learning, or conditioning, comes in is

when another neutral stimulus is introduced in just the

right way when these automatic reflexes are occurring.

The classic experiments from Pavlov’s laboratory

involved his work with the digestive process in dogs.

As the story goes, Pavlov noticed that not only would

dogs salivate in the presence of food (this is the uncon-

ditional stimulus-unconditional response reflex), they

also would initiate the salivary secretions even before

the food arrived. This curious phenomenon set Pavlov

on a course of experiments in which he discovered that

various neutral stimuli, such as the sound of the atten-

dant carrying the food or the sight of the food bowl,

were enough to induce the dogs to salivate. This learn-

ing process simply required that the neutral stimuli

occur in some close relationship with the food itself.

Essentially then, the events just prior to actual feeding

became conditional stimuli causing the conditional

response of salivary secretions.

Today, Pavlovian-type conditioning is seldom dis-

cussed in the context of learning. This is unfortunate,

in part because such conditioning is probably at the
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root of much emotional learning that occurs in

schools and in daily life. Think about the fears and

anxiety that adults and children experience in medical

offices and hospitals or in school-related environ-

ments, such as classrooms and school busses. If, in

these environments a person directly experiences pain,

failure, or hostility, the emotional response is not sim-

ply to the needle that caused pain, the test result that

caused shame, or the fight that induced fear, but it is

spread to surrounding cues such as the smells of the

hospital or uniformed personnel, the classroom in

which poor math performance occurred, or the vehicle

in which the fight or hostility occurred. This type of

emotional learning can be underappreciated as a very

explainable phenomenon, tied directly to the classical

conditioning model.

Operant Conditioning

The better known and broadly applied behavioral

model is connected with the pioneering work of

E. L. Thorndike and B. F. Skinner. This approach to

learning is based on the simple proposition that behavior

is a function of its consequences. The earliest expression

of this principle is Thorndike’s Law of Effect, which

observes that when any response is followed by a satis-

factory state of affairs, it tends to be repeated. Similarly,

when a behavior is followed by an unsatisfactory or

annoying result, it tends to reduce in frequency and

strength.

Building on the Law of Effect, Skinner and others

created an elaborate set of ideas that explained how to

increase behaviors of interest, how to teach totally

new behaviors, how to maintain learned behavior, and

how to reduce unwanted behavior. All of these expla-

nations rested on understanding the relationship

between three elements of the puzzle: the behavior of

interest, the antecedent conditions in which the behav-

ior of interest was occurring, and the consequences

following behavior. The relationships among the three

elements are sometimes referred to as the contingen-

cies of reinforcement.

Building on the central idea that behavior is a func-

tion of its consequences, the next step is to examine

four types of possible consequences and their effects.

Two of these, positive reinforcement and negative

reinforcement, tend to strengthen or increase behav-

iors because they result in a positive state of affairs

for the subject. Punishment can be used to suppress

behavior, but the most effective long-term solution to

reduce unwanted behavior is simply to deny rein-

forcement. This procedure is referred to as extinction.

The most effective combination of these tools would

be to use positive reinforcement to strengthen desired

aspects of a subject’s behavior, while simultaneously

using extinction to reduce less desired or competing

behaviors. An important point to note is that punish-

ment can be effective in the short run, but it is never

a desirable long-term solution because of the negative

side effects that can result, such as hostility and fear.

Certainly, one of Skinner’s most important contribu-

tions was his advocacy of positive consequences in

the control of learning.

Learning episodes that involve operant condition-

ing are usually not just about increasing or reducing

behaviors but also about producing responses that are

appropriate to particular situations. This is where the

concept of stimulus control comes into play. People

respond predictably to particular stimulus situations

(e.g., traffic signals, classrooms, restaurants) because

they have been systematically reinforced for appropri-

ate behavior in those settings. Following such selec-

tive reinforcement, the stimulus situation itself comes

to control behavior, as when a red light shows at

a traffic intersection or people politely stand in line at

a ticket counter.

Learning is also a matter of acquiring completely

new behaviors that are not presently in existence.

Language-delayed children, for example, may be

unable to make certain sounds that need to be part of

their speech repertoire. If the children could correctly

produce the sounds even occasionally, the strategy

would be to simply reinforce the correct behavior.

However, if the sounds are never produced, the strat-

egy is to use a shaping procedure in which the closest

approximations are reinforced. Over time, with skilled

use of reinforcement, the approximations become

closer and closer to the target. This is the same strat-

egy used in animal training, where the object is to

teach behaviors the animal is capable of but are not

part of their natural repertoire. Again, the strategy is

to selectively reinforce closer and closer approxima-

tions until the target is reached.

Finally, one important issue in behavioral learning

is the maintenance of behavior at desired strength and

frequency levels. This is where reinforcement sched-

ules come into play. This is a complex area in itself,

but the main idea is that constant reinforcement never

produces the strongest and most extinction-resistant

behavior. Rather, once a behavior is learned and can
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reliably occur in a particular stimulus environment,

the reinforcement schedule needs to be adjusted so

that reinforcement occurs only intermittently. A good

example of this is the timing of payoffs in the gaming

industry, particularly with slot machines. Patrons often

spend long hours on these machines because the sched-

ule is cleverly arranged to keep gamers looking for the

reinforcement. Teachers and parents too quickly find

that if children are constantly reinforced, the behavior

in question will quickly disappear once the reinforce-

ment is removed. This would not be the case had the

behavior been reinforced on a leaner and more unpre-

dictable schedule.

The entire operant conditioning framework pro-

vides a powerful set of tools for anyone who desires

to intervene in his or her own behavior or to work

toward change in others. To recap, the main idea is

that behavior does depend on its consequences. Use

of the operant conditioning principles is not difficult,

but in the absence of a basic understanding, it is easy

to make mistakes.

Learning as Information Processing

During the long period in which behavioral frame-

works dominated learning research, the activity of the

human brain was somewhat of a mystery. However, as

described earlier, the many questions about what goes

on inside the ‘‘black box’’ began to be revealed as

investigators employed a range of methodologies to

tease out some of the basics of how humans process

information and how the memory system worked. This

movement began in the late 1950s and was experienc-

ing great momentum by the 1970s. In a nutshell, the

entire conversation about learning rapidly shifted from

questions about behavior to questions about knowledge

acquisition and the construction of meaning.

This section outlines the basic themes and high-

lights the main contributions of the cognitive orienta-

tion to learning, as follows:

1. It is important to recognize the active nature of

human information processing and to understand

some of the capacities and constraints of the mem-

ory system.

2. Because knowledge acquisition is such a central

theme in cognitive learning, it is important to know

something about the structure and organization of

memory. If learners are constantly building knowl-

edge, what do their mental representations look like?

3. Learners necessarily exercise a great deal of control

over their own learning, so it is important to con-

sider that people have much to learn about their

own learning.

4. Learning is not simply a linear process in which peo-

ple continue to add to their knowledge stores; rather,

learning is a cyclical process of returning again and

again to existing concepts that must be refined and

oftentimes corrected for misconceptions.

Active Processing and Capacity Issues

The original memory models posited several types

of memory stores. For the purposes of this entry, it is

sufficient to distinguish between a short-term ‘‘work-

ing memory’’ and a long-term, or permanent, mem-

ory. Short-term memory is the conscious workspace

where new information is briefly held in an active

state so a person can either use it for quick responses

or process it further into a more permanent form. One

difficulty with short-term memory is that it is plagued

by limited space and also limited time duration. The

general rule is that short-term memory can hold about

seven, plus or minus two, bits of information, and

without constant mental rehearsal, the duration is

slightly less than 30 seconds. Once a person processes

information into long-term memory, these constraints

disappear; however, other issues arise, such as how

one goes about finding information that was previ-

ously stored.

These complexities of memory simply illustrate

the need for strategy and skill in using the system.

With short-term memory, learners can keep informa-

tion ‘‘alive’’ longer with rehearsal strategies or by

using external stores, and the capacity problem can be

partially solved by recoding small bits of information

into larger chunks based on prior experience. Further-

more, when people process new information for more

permanent storage, they are typically connecting it

with knowledge stored at a prior time. The quality of

these connections makes a big difference in whether

the new information is retained and whether it can be

retrieved for later use.

Knowledge Representation

Because there is such a vast amount of information

stored in human memory, the issues of structure and

organization are important. For the sake of space,

knowledge representations should be efficient and
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avoid redundancy. For example, when a person stores

information about forms of literature, there is no need

to store separately for each story, poem, or play, as

literature has a basic structure that is relatively con-

stant across thousands of examples. Rather, with

experience the person develops basic schemas for

how plays, poems, and stories generally go. These

schemas may change somewhat over time, but the

important thing is that when the person encounters

new examples of literature, he or she knows a lot in

advance about what to expect.

A second benefit of well-formed knowledge is that

it gives learners the power to generate their own

knowledge. When students in any discipline master

the basic underlying structure of their disciplines, they

can then generate inferences and further details that

were never directly taught, but that are reasonable

extensions of the basic knowledge base.

Several different types of knowledge representa-

tions are represented in the literature on learning.

Everyday affairs such as eating at restaurants, going

to doctors and dentists, participating in a religion, and

observing holidays have underlying structures that are

usually temporal in nature. These structures are typi-

cally referred to as scripts. People depend on these

underlying scripts to give order and predictability to

regularly encountered experiences.

By contrast, the facts and concepts learned in

schools tend to be represented in terms of proposi-

tional networks. Researchers can easily demonstrate

the ‘‘networked’’ nature of basic ideas in any disci-

pline simply by naming one example of a concept—

the word disease, for example—and then asking people

to generate related ideas that come to mind.

Probably the most powerful general schema that

people anywhere possess is the knowledge of how

stories are organized. Because so much of human

experience is shared via stories, it is important for all

members of any society to be able to understand the

elements of story narratives and to be able to generate

them for communication. It could be argued that the

ability humans have to organize and communicate

human experience at a level above mundane details is

their greatest achievement.

Executive Control

It is clear that learners control their own cognitive

activity, and for this they need two things. One necessity

is awareness of how they are doing. For example, when

people read text material, comprehension is key to their

success. Most people have experienced completing

a reading passage only to recognize that they have no

clue as to what they have just read. This feeling of com-

prehension, or lack thereof, is the first requirement for

being able to take corrective action. Successful readers

and learners tend to maintain such awareness to a greater

extent than less successful readers.

The second necessity is to acquire and use strate-

gies for learning, comprehension, and memory

retrieval. This is the area in which learners can vary

dramatically in their approach to learning. The basic

idea is that people can always ‘‘do something’’ to

actively process information, and over time research-

ers have identified many powerful domain-specific

strategies that learners either acquire on their own or

can be taught. The bottom line is that nothing substi-

tutes for taking charge of one’s own learning.

Learning Over Time

The final point to make in this section on learning

from a cognitive perspective is that knowledge build-

ing is a never-ending process. Even the straight-

forward scripts people develop in areas such as their

participation in medical services undergo substantial

change as practices are modified based on technology

and medical science. Whenever one’s experience

changes in any domain, the underlying schemes or

frames used to make sense of those practices must

change as well. In other words, the basic story lines

that give meaning to people’s lives are constantly

under construction. In the final analysis, this is what

the cognitive world is really about; it’s about a con-

stant search for meaning.

Learning as Social Participation

Until the late 1980s the most significant contributions

to research on learning occurred in laboratory settings,

and the largest application contexts were in the public

schools at all levels. As seen in the discussion thus far,

the emphasis on learning—whether with respect to

observable behavior or less visible cognitive activity—

has been on individual learners performing mostly solo.

This emphasis on individual performance has served

people well in some respects; after all, success in school

is largely a solo affair, particularly when it is explicitly

reinforced that way with the continuing emphasis on

grades as the primary indicator of learning.
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What changed during the 1990s is that new

research was conducted not in psychology laboratories

but by social anthropologists in everyday cultural prac-

tices. Examples of the contexts studied included craft

cultures such as meat cutters and tailors, professional

settings such as naval navigation and insurance claims

processing, and other practices such as embodied

in Weight Watchers clubs and Alcohol Anonymous

meetings. Not surprisingly, the story about learning

that emerged from these kinds of studies was framed

in an entirely different way, and the details provide

a window onto learning that enriches researchers’

understanding substantially. One key premise is that

humans are social beings, and learning is inherently

a social process. This basic framing idea leads to

a range of new propositions about learning, which are

explained briefly in this concluding section.

The Centrality of Participation

One prevailing mind-set about learning that has

been carried forward through the behavioral and cog-

nitive models is that learning is about the acquisition

of generic skills and knowledge, with little attention

to the contexts that are relevant to these outcomes. In

communities where social practices are ongoing, the

emphasis shifts to one’s role in the practice and the

participation structures that afford access to the prac-

tice. With this shift, learning is never separated from

doing, and in fact learning is defined in terms of one’s

trajectory as a legitimate practitioner. In this context,

beginners may enter a complex practice by initially

assuming peripheral roles, but even at the periphery,

the novice participant has access to the full social

apparatus of the practice—such as practice-related

conversations, the tools and contexts of the practice,

and members who are more advanced in their roles.

Over time. novices move to increasingly central roles,

and with this movement, they begin to acquire an

identity as a legitimate practitioner.

Identity

If the purpose of learning as cognitive activity is to

change people based on what they know, the purpose

of social participation is to change people in terms of

who they are. The concept of identity is difficult to

consider in formal learning contexts, such as schools,

because the subject matter of schools (i.e., the tradi-

tional disciplines) generally does not allow access to

the underlying practice domains referenced by the dis-

ciplines themselves. Thus, we could ask how one

‘‘becomes’’ a scientist when the study of science is

more about being a student of science than it is about

the legitimate practice of science. It is clear, however,

that going to school is a form of practice, and it is

likely that students, over time, develop identities as

people engaged in the practice of school going.

Support for Learning

Learning in communities of practice is generally

a context-rich affair. This is in stark contrast to learn-

ing in classrooms, where knowledge to be learned is

generally presented, often for efficiency, as the bare

facts and concepts carefully separated from the messy

contexts in which such knowledge was discovered

and might be applied. In communities of practice,

there is by definition access to all the tools of the

practice, all the social structuring, all the stories, and

all the physical aspects of the setting that provide

clues to how one successfully participates. In these

settings the very cognitive activity, such as math cal-

culations, may look entirely different from the same

operations as they would occur in school lessons.

Emphasis on Situated Cognition

One immediate consequence of the social perspec-

tives outlined here has been the emergence of a signifi-

cant debate about the continued framing of learning

as a process whereby individual learners acquire

knowledge and skill through the addition of small,

incremental pieces. The question for formal education

concerns how much of the social practice world to let

into traditional learning environments. Although this

debate is ongoing, it does seem clear that researchers,

theorists, and educators can no longer afford to ignore

the fundamentally situated nature of learning.

Terry M. Wildman
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LEARNING COMMUNITIES

Learning communities are a family of programs, typi-

cally implemented at the collegiate level, that inten-

tionally create community to accomplish specific

learning objectives or goals. They are characterized

by intentionally crafted spaces that bring groups of

learners together to achieve shared goals around a cen-

tral theme, increase interaction and collaboration with

peers and faculty both in and out of the classroom,

and use active learning techniques to focus on multi-

or interdisciplinary concerns. Studies evaluating learn-

ing communities’ effectiveness suggest they promote

students’ attainment of a wide range of academic and

social outcomes important to graduates facing new

social, political, and economic challenges.

History of Learning Communities

In their review of student learning communities, Oscar

Lenning and Larry Ebbers noted that bringing indivi-

duals together for the purpose of creating more power-

ful environments for learning could be traced back to

the first century C.E. However, Barbara Leigh Smith

and colleagues have noted that the American pragmatist

John Dewey provided the foundation upon which

today’s learning communities rest. In Experience and

Education, Dewey called for progressive education.

This focused on experiential (as opposed to vicarious)

learning that situated knowing within the experience of

the learner and was concerned with not only the trans-

mission of culture but the development of skills needed

for future knowledge production and problem solving.

Importantly, Dewey noted that the process of progres-

sive education depended on contributions from the stu-

dent, his or her peers, and the educator.

In Experimental College, educator Alexander

Meiklejohn described the University of Wisconsin’s

Experimental College, a residentially based learning

community, or living-learning program, that opened

in 1927. Students spent their first year in the Athens-

America Curriculum, comparing and contrasting the

development of each society’s political and social

development. In their second year, students pursued

Sophomore Regional Studies, an in-depth sociological

and anthropological examination of a given locale.

Five years after it opened, the Experimental College

closed due to funding concerns and controversy about

its methods. However, several of the college’s origi-

nal design components remain common in today’s

learning communities, including (a) multi- or interdis-

ciplinary inquiry focused on a particular theme or prob-

lem; (b) the blending of social and academic roles for

students, their peers, and faculty, including enhanced

opportunities for formal and informal contact through

shared community space; (c) college-sponsored co-

curricular activities and student organizations; and

(d) faculty training in teaching methods akin to today’s

integrative, learning-centered pedagogies.

In the years that followed, institutions interested in

developing learning communities adapted all or part

of the philosophical and practical advice of Dewey

and Meiklejohn to their unique needs. Several notable

examples exist, including Tussman’s work at the Uni-

versity of California-Berkeley, patterned on Wiscon-

sin’s Experimental College; Evergreen State College

(Olympia, Washington), with its emphasis on inter-

disciplinarity, team-teaching, and collaborative, prob-

lem-focused learning; and curricular reforms at

LaGuardia Community College (New York City) and

Stony Brook University. The successes and failures of

these programs informed subsequent innovation, and

the range of program types now classified as learning

communities has grown.

Types of Learning Communities

Although no definitive typology of learning communi-

ties has been developed, most programs can be sorted

into one of four categories.

1. Fully team-taught programs typically represent

the form of learning community with the highest degree

of curricular integration, with a small group of faculty

working together to design courses around an interdisci-

plinary theme. These programs, which are also referred

to as coordinated studies programs, may represent a

student’s entire academic load for a semester or year.
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2. Paired or clustered course programs, or block

scheduling, join two or more discrete but complemen-

tary courses. As such, these programs may or may not be

organized under a unifying theme or taught in an inter-

disciplinary manner. Combining an English composition

or orientation/first-year transition course with a course

from another discipline is a common example, as is join-

ing related natural, physical, or social science classes.

3. Cohort programs are designed to create smaller

learning units within large, preexisting courses. A large

chemistry class, for example, might be broken into

groups of 15 students (a cohort) who attend a large lec-

ture with their peers but then meet as a cohort in a special

recitation or tutorial section. In the federated learning

community model, cohort members are accompanied to

class by a faculty ‘‘master learner,’’ who then teaches the

recitation section. Cohorts of students participating in

freshman interest groups (FIGs) take a group of courses

together, which is often a mix of larger lecture, smaller

discussion, and orientation/first-year transition courses

united under a central theme.

4. Living-learning programs seek to combine one

of the three previous learning community models and

the student’s residential experience to maximize stu-

dent and faculty contact and provide greater opportu-

nities for formal and informal interaction around the

program’s contents. Students participating in a given

program are assigned to all or part of a particular resi-

dence hall, often with faculty offices, academic sup-

port resources, classrooms, and spaces for group

study or tutoring located directly on their floor or in

their building. Residence hall common spaces are also

used for programmatic purposes, such as co-curricular

activities and social events.

Importantly, each of these program types may also

include out-of-class learning experiences, such as

service-learning opportunities, community-based problem-

solving pursuits, internships or co-ops, team develop-

ment activities, or relevant cultural events. In doing

so, learning communities purport to support stu-

dents’ collegiate success, most notably academic

achievement, social growth, and persistence.

Student Outcomes Associated
With Learning Communities

Unfortunately, little quantitative research about the

effectiveness of learning communities exists when

one considers the number of interventions that are

being employed nationwide. Patricia Cross has noted

that much of what is reported as causal evidence of

the effectiveness of learning communities is actually

research showing correlations between student out-

comes and experiences that are typical of intentionally

designed programs, limiting causality claims. Such

research also typically relies upon students’ self-

reported gains as opposed to more objective measures.

Making generalizable statements about the effective-

ness of learning communities is further complicated

because the majority of research that has been

conducted is limited to single-program evaluations.

Despite these methodological problems, two classes

of positive outcomes associated with learning commu-

nity participation are increased academic achievement

and increased student persistence through students’

enhanced integration with the social and academic

systems of the institution.

Academic Achievement

Participation in learning communities has been

positively linked to the attainment of a wide range of

academic outcomes. In reviewing a collection of domi-

nantly single-program studies, Lenning and Ebbers

noted gains in students’ grade point averages, declines in

the number of students on academic probation, growth

in skills needed for academic success, and enhanced

cognitive complexity. These findings have been corrobo-

rated by multi-institutional studies. Researchers have

documented higher grade point averages among learning

community participants in comparison to nonparticipat-

ing peers. Using data from the National Survey of

Student Engagement, Chun-Mei Zhao and George Kuh

identified a wide range of other desirable intellectual

or academic outcomes for learning community partici-

pants, including more academic effort, more frequent

engagement in active and collaborative learning, and

more frequent enrollment in courses that demanded the

use of critical thinking skills.

Persistence

A number of studies have suggested that learning

communities contribute to student persistence. Most

attribute this effect to students’ enhanced involvement

with the institution’s academic and social systems,

which Vincent Tinto’s model of student attrition

argues plays a dominant role in persistence behaviors.
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More frequent faculty contact, a hallmark of aca-

demic integration, often has been linked to learning

community participation. Beyond mere frequency of

contact, Tinto noted that student-faculty interactions

may be qualitatively improved: Students who partici-

pated in learning communities reported more favor-

able perceptions of faculty. Learning communities

also allow peers to contribute to academic integration.

Tinto and colleagues found learning community stu-

dents reported more frequent participation in study

groups, a finding corroborated in two of the cases in

Jean MacGregor’s study, and greater levels of peer

accountability for academic issues.

Research on learning communities suggest their

contribution to social integration is due, in large part,

to the creation of environments through which students

gain a greater sense of social support. Tinto noted that

learning community members reported higher levels

of peer interaction than their peers who were not learn-

ing community members, and his work has found that

students participating in learning communities were

able to build peer networks more readily. Additionally,

participation in learning communities appears to con-

tribute positively to students’ general sense of satisfac-

tion with their experience on campus, and with peers,

faculty, and administration.

Living-learning programs may contribute distinctively

to academic and social integration because of their

co-location of student residence and features characteris-

tics of nonresidential learning communities. Karen Inke-

las and colleagues have noted that on many important

indicators, living-learning participants reported more

positive experiences and outcomes than their non-

learning community peers, including smoother social and

academic transitions to college, more frequent academic

and sociocultural discussions with peers, greater rates of

faculty mentorship out of class, and stronger senses of

civic engagement and empowerment. Gains on general

education outcomes have been associated with participa-

tion in living-learning programs, but most research-

ers have noted that these indirect effects are mediated

through enhanced student involvement with their

environments.

Core Practices in
Developing Learning Communities

Barbara Leigh Smith, Jean MacGregor, Roberta S.

Matthews, and Faith Gabelnick are among the most

prolific, contemporary proponents of the learning

community movement. Their recent work has suggested

that the positive outcomes associated with learning

communities, like those outlined in the previous section,

are dependent on five core practices. Based on theoreti-

cal propositions and empirical findings from the litera-

ture surrounding student development, cognition, and

learning, each practice provides guidance for program

development and implementation.

Smith and colleagues’ first core practice is commu-

nity, and it is evidenced at the student, faculty, and

institutional levels. For students, community is experi-

enced both socially and academically. First, students

recognize community as a sense of inclusion, which

connotes membership or belonging to the institution’s

academic and social realms. Indeed, it has been noted

that learning communities can provide otherwise iso-

lated students a ready-made location for forming aca-

demically and socially supportive peer relationships,

both in and out of the classroom. Community is also

experienced epistemologically. Cross has noted that,

increasingly, higher education is acknowledging

a shifting understanding of the nature of learning that

recognizes its nature as a social process. Participation

in a learning community demands that certain skills

and attitudes consistent with this new view of knowl-

edge be fostered. As such, Tinto noted that learning

community participants recognize that they have a role

in facilitating not only their own learning but also the

learning of their peers.

Just as students benefit from the ‘‘community’’

inherent in learning communities, so too may faculty.

Learning community scholars have noted that learning

communities can serve as communities of practice for

faculty, providing opportunities for faculty develop-

ment and a location for meeting social or affiliational

needs. Finally, Smith and colleagues noted that learn-

ing communities may have as their focus a mission

of service to the institution’s external community,

extending their benefits well beyond the campus gates

through service learning, community-based problem

solving, or action research.

Diversity, or a commitment to multiculturalism

and social justice, is the second core practice identi-

fied by Smith and colleagues. They have noted that

diversity may be promoted and supported in learning

communities. First, the authors noted the growth in

learning communities focused on serving a group of

participants traditionally marginalized in the larger

community by virtue of race or ethnicity, gender, sex-

ual orientation, or other social identities. They also

Learning Communities 581



suggested that learning communities focused on criti-

cal or postmodern analysis of social concerns provide

participants of all backgrounds opportunities to be

exposed to a curriculum that is more inclusive than

that taught elsewhere on campus. Finally, both Smith

and colleagues and Cross have noted that pedagogies

employed to develop in-class and out-of-class learn-

ing experiences may themselves be more inclusive,

welcoming those who have traditionally been isolated

from the educational dialogue into a community of

learners, including women and ethnic minorities.

Smith and colleagues’ third core practice, integration,

calls not only for the integration of diverse curricula to

assist students in formulating a view of knowledge as

interdisciplinary, but also for the use of pedagogical

techniques that empower participants to integrate knowl-

edge on their own accord. Typically, curricular integra-

tion takes places through the examination of a central

problem through multiple disciplinary lenses. This prac-

tice promotes epistemic growth, in that it challenges

participants to redefine how they come to know and

solve problems. Integrative pedagogies typical to learn-

ing communities, such as collaborative learning, study

abroad, and service-learning, among others, support stu-

dent growth by providing an expanded repertoire of

methods to explore real-world concerns.

The use of active learning is Smith and colleagues’

fourth core practice. Acknowledging the benefits

accrued through the use of active learning techniques

(i.e., undergraduate research, service-learning, field-

work, and collaborative teaching and learning prac-

tices), Smith and colleagues join Lenning and Ebbers

in arguing that well-crafted experiences should appear

consistently across learning communities’ designs.

Smith and colleagues contended that when students

and instructors actively explore substantial, meaning-

ful questions in environments built upon the core

practices, the roles and capacities of those students

and instructors are transformed. Learning, rather than

instruction, is ascendant; students and instructors

share responsibility for the enterprise of learning; and

students’ capacity to generate knowledge in collabora-

tion with their peers is enhanced, as opposed to their

being passive recipients of knowledge handed down

from instructors. Learning communities also hold the

promise of extending the temporal boundaries of

when active learning occurs. Tinto noted that learning

community participants’ increased social interactions

with each other provided opportunities for learning at

virtually any time.

Smith and colleagues’ fifth and final core practice

is reflection and assessment. Itself a form of active

learning, ongoing reflection and assessment contrib-

utes to students’ meaning making and is a way to

build community among participants. Smith et al.

argue that the task of individual reflection should

include a thoughtful analysis not only of the content

of what has been learned but also of the processes of

thinking and learning. Group reflection within a com-

munity can serve as an important mechanism for

strengthening the process of learning by reinforcing

those connections and relationships critical for collab-

oration. Smith and colleagues also identified assess-

ment as a critical opportunity for enhancing learning.

Formative assessment can be particularly beneficial to

learning community members, providing regular

opportunities for a learner and her or his instructor to

discuss what there is to be learned from an experi-

ence, where a given learner’s strengths lie, and where

further growth can occur.

Tasks and Roles of
Faculty and Administrators

Learning communities represent a conceptualization

of the learning enterprise that fundamentally differs

from the traditional model often employed in under-

graduate education, varying in both process and prod-

uct. Didactic techniques are still the norm on most

college campuses, at least in introductory and other

lower-level courses, and Paulo Freire’s ‘‘banking

model’’ of education, in which students are the pas-

sive recipients of professors’ knowledge, frequently

remains the underlying instructional pedagogy. Learn-

ing community scholars have noted that learning

communities have the potential to transform such

practices, but doing so will require the redefinition of

roles for faculty and campus administrators.

As faculty members begin working with learning

communities, it is often difficult to change from the

traditional ways of ‘‘being’’ and ‘‘doing’’ in the acad-

emy. The greatest transformation may be pedagogical,

as the faculty member moves from an instruction-

centered paradigm to one that is learning centered and

redefines the nature of power in the learning relation-

ship. It is also important to intentionally design inte-

grative curricula that highlight the analytic strengths

(and weaknesses) of multiple, and possibly divergent,

disciplines and employ active learning pedagogies.

Importantly, this reform is often done in concert with
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colleagues from across the institution, requiring a level

of collaboration that goes beyond what may be typi-

cally experienced in faculty life. Finally, faculty

involved in learning communities also must sharpen

their skills in working with students: Because of

increased frequency and quality of interaction and

a reduction of the power difference between teacher

and learner, faculty—especially those residential learn-

ing communities—often find themselves assisting stu-

dents with social, personal, and vocational concerns.

Learning communities call for student affairs and

academic affairs administrators to collaborate in ways

that, according to Charles Schroeder and his col-

leagues, are all too often unfamiliar because of histor-

ical divisions. Implementing learning communities

requires both areas of the university to acknowledge

that their work is united under a superordinate goal:

Enhancing undergraduate education. As such, delin-

eating which responsibilities will be met by academic

administrators, which will be met by student affairs

administrators, and which must be shared creates

space for cultural exploration and an eventual under-

standing of culture’s influence on learning communi-

ties’ success.

For their part, academic affairs administrators must

wrestle with difficult questions related to the imple-

mentation and ongoing management of learning com-

munities. If release time is needed, for example, how

will it be financially supported, who will authorize it,

and how will faculty loads be re-balanced? How will

learning community teaching or service be evaluated

when faculty seek tenure or promotion? Who will

handle programs’ administrative burdens, especially

shepherding new courses through curriculum commit-

tees, ensuring that sections of a given course are

scheduled in the appropriate sequence and numbers,

and handling linked or cohorted class registrations?

Although none of these challenges is individually

insurmountable, together they represent a burden that

must eventually be managed.

Developing and implementing learning communi-

ties often require the efforts of student affairs admin-

istrators and may include providing particular services

associated with student affairs units, such as career

planning and placement, service-learning and intern-

ships, study abroad, or residential education. Especially

in the case of living-learning programs, university

housing provides not only the facilities needed for

successful programs, but also the support required

to handle housing assignments, deliver a broader

residence education program through professional and

paraprofessional staff, address roommate concerns,

and manage or maintain ancillary space for program-

matic needs. Student affairs staff members may also

provide needed consultative services for faculty, espe-

cially on techniques for building community, promot-

ing leadership development, and shaping positive

student behaviors.

Finally, Anna Goodsell Love has noted that in

learning communities where both academic and stu-

dent affairs divisions are partners, there are many tasks

that require collaboration. First, both academic and

student affairs administrators must identify, and

cultivate the continuing support of, key institutional

stakeholders (typically particular leaders) who are

champions of the learning community movement.

Second, programs’ long-term stability must be

addressed. Sustainability is enhanced by (a) intention-

ally locating learning communities within an institu-

tion’s administrative structure, (b) dedicating line

positions and hard budgets, (c) developing institution-

ally meaningful learning outcomes and a plan for

reporting consistent efforts through ongoing assess-

ment, and (d) ensuring that growth in learning commu-

nity programs does not outpace growth in the

infrastructure needed to support them. Finally, both

faculty and staff involved in learning communities

require—and deserve—continual training and develop-

ment on a wide range of topics, including student and

human development theory, educational psychology,

and advanced pedagogies.

Future Considerations

The demand for postsecondary education to produce

increasingly competent graduates is unlikely to abate;

the opportunities and threats facing future generations

seem to grow ever more complex with each passing

day. To the extent to which these needs and the pur-

ported capacities of learning communities are coter-

minous and effective, learning communities will

remain an enduring feature on the educational land-

scape for years to come. Increasingly, local program

evaluations and multi-institutional studies suggest that

their theoretical contributions can be realized. As has

been noted, the development and implementation of

learning communities are not simple, and they are not

a panacea. However, as best practices from the field

and the research continue to emerge, learning com-

munities of all types can be strengthened to benefit
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both students and faculty and, hopefully, their larger

worlds.

Matthew Soldner, Karen Kurotsuchi Inkelas,

and Aaron M. Brower

See also Adult Learning; Cooperative Learning
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LEARNING DISABILITIES

According to the U.S. Department of Education, stu-

dents with specific learning disabilities (SLD) account

for nearly one half of students being served by special

education under the Individuals with Disabilities Edu-

cation Act (IDEA). There is a general consensus in

educational and psychological literature that students

with SLD have specific cognitive or psychological

deficits that cause them to evidence academic deficits;

however, the specific nature of these deficits has been

highly debated. What is known, however, is that aca-

demic deficits that are a result of a learning disability

are hidden, often lifelong, and at times may be pro-

found. Students with SLD generally demonstrate defi-

cits in one or any combination of three basic academic

skill sets: reading, written language, and math.

This entry begins with an introduction to the cur-

rent federal definition of learning disabilities with

a short discussion related to the evolution of the fed-

eral definition over the past 30 years. Next, character-

istics of students with SLD will be presented; specific

information on learner characteristics and challenges

for each subgroup of SLD (reading, written language,

and math) will be provided. Lastly, common service

delivery models will be discussed, and information on

educational implications for students with SLD will

be provided.

Past and Current Definitions

Federal Definition

Specific learning disability was first defined under

IDEA in 1975. The initial definition of SLD was as

follows:

a severe discrepancy between achievement and intel-

lectual ability in one or more of the areas: (1) oral

expression; (2) listening comprehension; (3) written

expression; (4) basic reading skill; (5) reading com-

prehension; (6) mathematics calculation; or (7) math-

ematic reasoning. The child may not be identified as

having a specific learning disability if the discrep-

ancy between ability and achievement is primarily

the result of: (1) a visual, hearing, or motor handicap;

(2) mental retardation; (3) emotional disturbance, or

(4) environmental, cultural, or economic disadvan-

tage. (USOE, 1977, p. G1082)

Since then, many scholars have criticized the 1975

SLD federal definition for several reasons. First, the

definition does not indicate that learning disabilities

can, for some individuals, occur over the life span.

Second, it does not indicate that students with SLD

represent a heterogeneous group of students, each with

unique academic deficits and learning needs. Third,

and perhaps most important, the requirement of a dis-

crepancy between IQ and achievement has been highly

debated. Furthermore, research conducted over the past

20 years has shown that the discrepancy model has

weak validity and reliability for identifying students

with SLD.
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The Achievement-Discrepancy
Model of Identification

A main premise of the discrepancy model used in

the determination of SLD is that the students who evi-

dence a discrepancy between their IQ and achieve-

ment are distinct in cognitive processing than students

who are solely low achievers in reading, math, or

both. However, empirical research conducted since

the 1975 federal definition has shown that there are

no clear or significant differences in cognitive perfor-

mance between discrepant students and those who are

considered to be low achieving.

The use of cognitive assessments such as IQ tests

have also been criticized by many scholars as inade-

quate, mainly because such approaches have not

proven to be reliable or equitable across ethnic groups

for correctly identifying students with learning dis-

abilities. There has been little evidence to suggest that

students who demonstrate a discrepancy between IQ

and achievement have different developmental prog-

noses than children who are simply low achieving.

Additionally, scholars have argued that focusing on

IQ does not provide information about specific pro-

cessing deficits or educational outcomes of students.

Furthermore, IQ information does not provide rele-

vant information regarding specific educational inter-

ventions for students who are having difficulties with

reading or math.

Discrepancy models of identification have also

been seen as inadequate in the way in which they

have been implemented in the schools. Because of

the nature of IQ tests, which in general require stu-

dents to be of certain age, students are by and large

not identified as SLD until middle or late elementary

years. This model of identification has been called

by many the ‘‘wait to fail’’ method, as it is difficult

to identify students with a discrepancy between their

intelligence and academic performance until they

reach middle elementary grades. Once students

reach these grades, it is difficult to implement pro-

grams that will help them ‘‘catch up’’ with their

normal-achieving peers. Research has demonstrated

that even very intense remedial interventions with

this age group are not extremely successful. Not sur-

prisingly, the ‘‘wait to fail’’ model does not readily

allow for a closing in the achievement gap between

normally performing students and those identified

with learning disabilities. Instead, most students

identified in middle elementary grades show very

small gains in academic performance and remain in

special education throughout their school career.

In sum, there are three critical problems associated

with the IQ discrepancy model of identification:

1. Students are not identified early enough to receive

effective intervention.

2. There are no meaningful differences between stu-

dents who are identified with SLD and those identi-

fied as low achieving.

3. Intelligence tests do not provide information as to

what intervention is necessary to remediate the stu-

dents’ reading difficulties.

Prevalence of Children
With Learning Disabilities

Nationally, the occurrence of children identified as

receiving special education services has been reported

as slightly less than 5% of the total number of school-

age children. It is important to note, however, that

within the general population of students with disabil-

ities, the largest category comprises students with

a specific learning disability; this subgroup constitutes

approximately 50% of all students with disabilities.

Furthermore, the rate of growth for this category has

grown tremendously with the number of students

identified with SLD, nearly tripling since 1975.

Response to Intervention

In an attempt to address these critical issues within

identification, response to intervention has been sug-

gested as an alternative to the IQ discrepancy model

for SLD identification. Frank Gresham has defined

responsiveness to intervention (RTI) as the change in

behavior or performance as a function of an interven-

tion. Over the past 20 years there has been a growing

body of research showing the usefulness of the RTI

model as both a diagnostic tool for SLD and an early

prevention model for students who may be at risk for

reading failure. In general, RTI research has focused

on reading disabled populations. Many researchers

have identified RTI as a valid way to operationalize

and diagnose learning disabilities, more specifically,

reading disabilities.

In essence, the core of RTI is effective instruction

in the general education settings and consistent prog-

ress monitoring to determine students’ response to

the provided instruction. ‘‘Treatment resisters’’ are
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students who do not respond to the provided high-

quality instruction and are ultimately students who,

after a series of decision-making processes, are identi-

fied for evaluation for special education services. Stu-

dents with reading disabilities have been targeted for

this model because decades of reading research has

shown that prereading skills, such as phonological

awareness, alphabet knowledge, and decoding, are

essential for successful reading achievement in later

elementary grades. This extensive line of research has

identified early skills necessary for reading, which

makes reading development and reading disabilities

identification a natural match for RTI, a method that

is grounded in early intervention and prevention of

future learning difficulties.

No Child Left Behind

The reauthorization of the Elementary and Second-

ary Schools Act (No Child Left Behind Act of 2001,

P.L. 107–110) has created an instructional environ-

ment with successful reading as the primary goal of

early elementary school. For example, the Reading

First program requires implementation of scientifi-

cally based reading instruction within a multitiered

model of instruction in general education settings.

These policy changes, coupled with the reauthoriza-

tion of the Individuals with Disabilities Education Act

(IDEA), have led to a shift in the definition of learn-

ing disabilities, as schools are no longer required to

use the discrepancy model of identification. Instead,

the wording reflects the following:

In determining whether a child has a specific learn-

ing disability, the LEA shall not be required to take

into consideration whether a child has a severe dis-

crepancy between achievement and intellectual

ability. (Section 614 (b)(6A)).

Further, the act states:

In determining whether a child has a SLD, the LEA

may use a process that determines if the child

responds to scientific, research-based intervention

as part of the evaluation procedures described in

paragraphs 2 and 3 (of Section 614). (Section 614

(b)(6B)).

The reauthorized IDEA allows RTI data to be used

in the identification and eligibility determination of

students with SLD, essentially as an alternative to the

discrepancy model. In addition, it allows school dis-

tricts to allocate more funds for early intervening ser-

vices for students who are not eligible for special

education, but who have educational or behavioral

needs that qualify them as at risk for school failure.

RTI models align with Reading First, in that they

are designed around a three-tiered model of instruc-

tion, with tier 1 being high-quality, general education

instruction for all students; tier 2 including supple-

mental instruction for student who are struggling; and

tier 3, an even more intense intervention for students

who are still nonresponsive after tier 2 instruction has

been implemented. Students may be considered for

special education if they are dually discrepant, that is,

if they are performing below the level of their peers

and their learning rate is lower than that of peers.

Characteristics of and
Challenges Faced by Students

With Specific Learning Disabilities

Reading Disabilities

In general, reading disabilities are divided into two

levels: word-level disorders and text-level disorders.

Word-level disorders are further divided into decod-

ing disorders and fluency disorders. Text-level reading

disabilities are related to reading comprehension diffi-

culties. Furthermore, it has been demonstrated that

reading disabilities are persistent and different from

developmental lag of reading skills seen in some chil-

dren. Additionally, the majority of children (74%)

identified as reading disabled in third grade remain

disabled in ninth grade.

Decoding Disorders

Word-level decoding disorders are often called dys-

lexia and generally manifest themselves in the defi-

ciency in a person’s ability to decode single words.

Empirical literature suggests that word-level decoding

disorders are caused by difficulties in phonological

processing, that is, the ability to understand speech

sounds (phonemes) and process the individual sounds

to make words.

In general, decoding deficiencies lead to profound

difficulties with reading and reading comprehension.

Furthermore, it is suggested that students who are

not able to decode words with ease have a difficult
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time comprehending text, as the majority of their con-

centration is dedicated to decoding words and not

understanding the meaning of the text.

Fluency Disorders

Fluency is the ability to read words accurately and

quickly. The National Reading Panel defined reading

fluency as ‘‘the ability to read a text quickly, accu-

rately, and with the right expression.’’ When readers

are fluent, most words are recognized automatically;

therefore, fluency disorders are often seen as a conse-

quence of decoding difficulties. However, there is

research to suggest that fluency disorders can be pres-

ent when decoding disorders are present. Explanation

for fluency disorders in the absence of decoding disor-

ders are usually related to poor attention or poor allo-

cation of cognitive resources.

Fluency is often seen as the bridge between decod-

ing and successful comprehension of text, because if

students can recognize words rapidly and with ease,

more concentration can be spent on inferring meaning

from text.

Comprehension Disorders

Comprehension is a specialized type of reasoning

that is conditioned and bound by the content and cog-

nitive requirements of written text. Comprehension

requires that students construct coherent representa-

tions of text by rapidly recognizing words, accessing

a network of semantic relations associated with these

words, and, guided by syntax, detecting or construct-

ing meaningful relationships among words. Compre-

hension requires a complex set of processes beyond

processes that are required for accurate decoding and

fluent word reading. Although accurate comprehension

assumes fluent word reading, it is not necessarily suffi-

cient for successful reading comprehension. There is

some research to suggest that some students evidence

comprehension disorders with an absence of decoding

and fluency disorders.

Written Language

Writing

The literature is clear that the writing process is

composed of three main subprocesses: planning, sen-

tence generation, and revision. Students with weak-

nesses in writing may exhibit additional difficulties

in tasks such as outlining in a logical sequence,

composing simple to complex sentences, and inte-

grating word-level writing to sentence or paragraph

forms. Additionally, children with a writing disorder

may evidence extremely poor handwriting; this may

be attributed to the inability to perform the requisite

motor movements, also known as dysgraphia.

Spelling

Students with an SLD may experience challenges

in their ability to correctly spell words. This difficulty

may be due to students being unable to merge the

relationship between spoken and written language to

improve their literacy development. The skill set

of poor spellers may be improved, however, with

explicit instruction of letter patterns and multiple

opportunities for practice.

Math Disabilities

A math disability, or dyscalculia, refers to students

who evidence conspicuously poor skills at using basic

computational processes to solve equations, including

mathematical thinking and problem-solving skills.

The ability to successfully execute each of these skills

requires the ability to successfully manipulate multi-

ple processes, such as retrieval in computation and

language-based tasks involved in problem solving.

Metacognition

Metacognition refers to one’s awareness of how

one thinks and how one monitors what one thinks.

Unlike typical learners, students with SLD often dis-

play difficulties in monitoring their learning and

utilizing strategies or problem-solving skills. This

inability to know a large number of strategies and

understand how to use them efficiently is a characteris-

tic often experienced by students with SLD.

Instructional Approaches
for Students and Educators

The settings within which students with SLD are edu-

cated, and the implementation of effective instruc-

tional approaches used, have been an area of great

controversy over the years. Settings within which stu-

dents with SLD may be educated include inclusive

classes, resource support programs, separate class

placement, and separate school placement. Addition-

ally, there are several instructional recommendations
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that have been validated in the literature to specifi-

cally address and improve skill deficits for students

with SLD. These settings and instructional recom-

mendations will be discussed in detail according to

group type (early intervention, elementary and middle

school levels, and secondary and transition level), and

suggestions will be provided to provide necessary

information for the improved academic successes of

those students who, with the right supports in place,

can learn.

Service Delivery Settings

Service delivery settings lie on a continuum, which

ranges from highly supported and separate (separate

class or school) to highly integrated with the general

education (inclusive class). Support for students with

disabilities being educated for as much of the school

day as possible is protected by the IDEA least restric-

tive environment provision. This policy has been

further improved to mandate that students with dis-

abilities not only be included but also make progress

in the general curriculum. Placement settings include

the least restrictive placement, resource room, sepa-

rate class, and, finally, separate schools. The least

restrictive placement (most inclusive setting) is identi-

fied in the Reports to Congress as a ‘‘regular class’’

or where special education services are delivered to

a student for less than 21% of his or her school day.

Further down the continuum are more restrictive

environments that include settings in which a student

receives services outside of a general education class-

room for more than 21% of the school day. These

include a ‘‘resource room’’ placement where students

receive services outside the general education class-

room from 21% to 60% of the school day. Next is

a ‘‘separate class’’ setting. This setting includes stu-

dents who receive services outside of a general educa-

tion classroom for more than 60% of their school day.

Lastly, there is a separate school category. Although

there is some evidence that may support students with

disabilities being educated outside a general education

classroom with instructional methods that may not be

readily available in a general education classroom,

evidence strongly supports the idea that students with

learning disabilities be educated in a general educa-

tion classroom for most of their school days.

Current figures report the educational placement of

students with SLD include 49% of students in regular

class 80% to 100% of their time, 37% of students in

regular classes 40% to 79% of their time, 13% of stu-

dents in regular class 0% to 39% of their time, and

the remaining 1% in residential, separate facilities, or

home or hospital programs.

Instructional Approaches

Much work has been done in the past few decades

to contribute greatly to what is known about how to

educate students with SLD. Joseph Torgesen specified

that special education differs from general education

for students with learning disabilities when it is

more explicit, intensive, and supportive. This includes

instructional approaches that are characterized as being

explicit, carefully designed, and closely related to the

area of instructional need (e.g., reading, spelling, math).

Furthermore, many instructional approaches have been

found to improve the academic performance of students

with SLD. These include embedded learning opportu-

nities of key skills with multiple exposures and oppor-

tunities for engagement, differentiated instruction that

involves actually differentiating educational content,

and learning strategies instruction to provide students

with SLD the means to become independent learners

requiring fewer instructional supports. Other instruc-

tional approaches include scaffolded instruction,

guided practice, modeling, reciprocal questioning, and

feedback during instruction. Instruction can be further

extended with the use of graphic devices, visual and

verbal devices, and memory devices. Variations in

instructional grouping that have been found to be bene-

ficial include cooperative learning, peer learning, and

structured small-group practice. Continual student

monitoring is critical. The information collected during

student monitoring of learning should be used to guide

and deliver further instruction. Following is a brief

description of these interventions or teaching methods

that have been found to be beneficial for students with

SLD.

Teaching Methods

Scaffolded Instruction

Scaffolded instruction is a process engaged in

between teachers and their students whereby student

understanding of a new concept is improved on

through thoughtful dialogue directed by his or her

teacher. Teachers who practice scaffolded instruction

aim to extend their students’ knowledge by begin-

ning with highly teacher-mediated instruction of new
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concepts or materials, always moving toward more

independent or highly student-contracted learning.

Guided Practice

Similar to scaffolded instruction, guided practice

focuses on the teacher acting as an educational coach

and builds on a specific strategy or skill that has been

described and modeled by the teacher. This is an

opportunity for the teacher to shift the focus of

instruction from being heavily teacher-mediated to

more student-directed learning.

Modeling

Modeling is an opportunity for a teacher to use

a ‘‘think aloud’’ process of instruction of a new con-

cept or skill. This process is where the teacher, using

student language, motors through the completion of the

task being taught. This process allows the students to

hear, in their own language, how a skill is initiated and

completion is self-regulated. Essentially, it allows for

students with SLD to see and hear how good thinkers

think. Furthermore, it lends itself to providing greater

opportunities for students with SLD to internalize the

requisite processes to successfully complete a task.

Reciprocal Questioning

Reciprocal questioning is a process engaged in by

two or more individuals where mutual learning is facili-

tated in a cooperative learning environment. This pro-

cess allows for students to ask and respond to questions

with each other to further their learning. It also allows

for the teacher to provide individual feedback while the

other students are engaged in their activities.

Feedback

Feedback is an approach that allows teachers to

check for understanding of the group or with an indi-

vidual. Typically, feedback is provided during an

instructional phase during which students are actually

working on completing a skill or task. With feedback,

the teacher is providing necessary guidance through dia-

logue to facilitate learning by helping students get past

an area of challenge. It helps students to become

‘‘unstuck’’ should they be completing a task incorrectly.

The information gathered during feedback is critical to

both student and teacher, as it also serves to help the

teacher focus the instruction to ensure learning by all.

Devices to Improve Learning

Various types of devices can be used to enhance

the teaching of a particular skill or concept. Devices

have been used by effective teachers for many years

and are helpful across different levels of students with

SLD. Devices allow for a student to construct a deeper

understanding of the information, but they are not

enough when used in isolation. Teachers need to be

explicit in their discussion of devices as simply

a means to the end, the end being greater understand-

ing of the underlying concept.

Graphic Devices

Graphic devices allow for students to see a visual

representation of an abstract or complicated concept.

Graphic devices are widely used. Common forms

include maps, graphs, or Web diagrams to display

cause and effect, comparison and contrast, problem

and solution, hierarchical relationships, and sequence.

Verbal Devices

Verbal devices can also be used to enhance learn-

ing by making an abstract concept more concrete.

This can be done by explaining the concept using an

analogy to what is already familiar to the student.

Using an analogy allows for the student to see the

relationships between what is known and what he or

she is attempting to learn.

Memory Devices

Memory-enhancing devices, or mnemonics, help

students with SLD to remember and also retrieve nec-

essary information. Common uses of these devices

can include helping students remember lists of infor-

mation and definitions of words. An example includes

remembering the names of the Great Lakes with the

mnemonic HOMES (Huron, Ontario, Michigan, Erie,

and Superior). What is critical for success with mem-

ory devices is linking the mnemonic to information

being learned.

Grouping Variations

Variations in traditional models of instruction have

been shown to be effective for students with SLD.

These models include cooperative learning, peer-

assisted learning, and structured small-group instruc-

tion. Cooperative learning provides opportunities for
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peer interaction and group participation by having stu-

dents come together to practice skills learned. Class-

wide peer tutoring is a structured peer learning

process. Each student has a role and is taught the

responsibilities of the role of tutor or tutee. Specific

content material is chosen by the teacher, and students

are paired and work together in each of the roles.

Small-group instruction has been shown to be benefi-

cial for students in the early intervention model as

well as those in elementary, middle, and high school.

Evidence in these areas suggest that lower student-to-

teacher ratios may improve learning outcomes for stu-

dents with SLD. Furthermore, smaller groups may

allow for better customization of instruction to the

individual needs of the students involved because of

reduced variability among the students.

Learning Strategy Instruction

Learning strategies are an effective way to teach

students with SLD to become more effective learners.

Essentially, strategy instruction is teaching students

how to learn and then how to demonstrate what they

know. Based on what is known today, educators may

no longer assume that their students have the requisite

sets of skills required to complete academic tasks

before them. These tasks include taking tests; writing

sentences, paragraphs, or essays; and organizing their

information. There are three underlying principles of

effective strategy instruction. These include, first,

cuing a student to do something. Second, a strategy

should provide a means to remember the steps

required. Third, the strategy should address an area of

difficulty for the student. For example, the paraphras-

ing strategy is a strategy designed to teach students to

paraphrase written material for better comprehension.

The strategy uses the mnemonic RAP (Read a para-

graph, Ask yourself what is the main idea and what

are the details, and Put the main idea and details in

your own words). The sequence of the steps outlined

in combination with the teaching procedures or stages

of acquisition can help students become more inde-

pendent in their reading and generalize the strategy

use to other settings. Learning strategies help students

with SLD become effective, efficient, and indepen-

dent learners.

In sum, much work has been done to contribute

to what we know about teaching students with SLD. It

is important to note, however, that even with this

knowledge, many students still do not respond to this

instruction. This may be attributed to the rate and

intensity of implementation or fidelity of the instruc-

tion. Providing supports for students with SLD can

improve their ability to be successful at various skills

and academic tasks and facilitate their independent

learning. Furthermore, these academic supports can be

implemented in a range of settings, the least restrictive

being a general education-inclusive classroom.

Nanette S. Fritschmann and Emily J. Solari

See also Diagnostic and Statistical Manual of Mental

Disorders; Disabilities; Individuals with Disabilities

Education Act; Least Restrictive Placement
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LEARNING OBJECTIVES

The learning objective, clearly one of the most influ-

ential and useful concepts in educational psychology,

may be defined as a statement placed within an

instructional lesson that describes what the student

should learn. The statement must be unambiguous

and describe the desired instructional outcomes in

terms that are specific and observable. The purpose of

the learning objective is to help the student focus on

those aspects of the material to be learned that will

help the student successfully complete the lesson. A

learning objective may also be called an instructional

objective, behavioral objective, performance objec-

tive, or simply an objective.

Characteristics

The following is an example of a typical learning

objective in the subject matter area of mathematics:

The student will complete multiplication problems

where each one is two randomly selected 2-digit

numbers; the student will achieve a score of 80% or

greater on a 20-item test. The student will work

only with paper and pencil and must complete the

test within 30 minutes; he or she is not permitted to

use calculators, refer to multiplication tables, or

receive assistance from another person.

Learning objectives share the following

characteristics:

1. Learning objectives are designed for use in one les-

son and are not to be viewed as broad goals,

according to Robert Mager, one of the first advo-

cates of learning objectives in education.

2. Learning objectives are not written for the teacher

but for the student. Learning objectives do not

describe teaching methods or media used in the

lesson.

3. Learning objectives do not present information

about the content of the lesson.

4. A learning objective has a number of critical com-

ponents, and only an individual who has a good

understanding of a lesson can write an effective

learning objective.

ABCD Mnemonic

A convenient way to remember each part of a learning

objective is to use the ABCD mnemonic.

A is for audience. When one reflects on this aspect,

one should address the following questions: Who will

use the objective? Do the students have the prerequi-

site knowledge needed to complete the lesson? Are

the students ready developmentally for the material?

In other words, the instructional designer must know

how the lesson fits within the curriculum and the learn-

er’s capabilities.

B is for behavior. When considering this aspect,

one addresses the following questions: What will the

student be able to do once he or she has successfully

completed the lesson? What should one expect to

observe? The heretofore-mentioned learning objective

for mathematical content avoids language such as

‘‘understands multiplication’’ or ‘‘knows multiplica-

tion,’’ because such phrases are ambiguous. ‘‘Know’’

and ‘‘understand’’ describe mental states that cannot

be observed, and consequently, it will be difficult for

the student to determine what constitutes mastery per-

formance. An advocate, such as Mager, of learning

objectives stated in behavioral terms, would recom-

mend that terms in a learning objective that describe

mental states be replaced with language that describes

observable behaviors. The prior learning objective in

arithmetic should provide a precise definition of the

type of problem that the student is expected to solve.

C is for conditions. This aspect of the learning

objective relates to the context of the student’s evalua-

tion. In the earlier example of a learning objective in

arithmetic, the student is required to solve the problems

in 30 minutes without assistance. The ‘‘conditions’’

portion of the learning objective allows the student to

gauge how difficult the evaluation will be and should

influence how the student approaches the lesson.

D is for degree. That is, one indicates the level of

performance that the student must attain to achieve

mastery. In the arithmetic example, the student must

reach 80% or greater on a 20-item examination. With-

out ‘‘degree’’ information, the student may mistakenly

develop a skill level that is inadequate for the lesson

goals.
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Taxonomies

Not all advocates of learning objectives restrict learn-

ing objectives to behaviors devoid of mental terms.

Some advocates such as Benjamin Bloom contended

that behaviors described in a learning objective can

include any type of skill or knowledge that is to be

learned from a lesson. This viewpoint has informed

the development of three taxonomies of educational

objectives: one for cognitive educational objectives,

a second for affective educational objectives, and

a third for psychomotor educational objectives.

The most famous of these three taxonomies is the

taxonomy of cognitive educational objectives written

by Bloom and his colleagues. Cognitive objectives

include different types of intellectual skills, such as

memorizing, decision making, and reasoning. Bloom

recognized that different types of cognitive objectives

form a hierarchy. Arranged from simple to complex,

this hierarchy consists of six classes of cognitive

objectives: Knowledge, Comprehension, Application,

Analysis, Synthesis, and Evaluation.

The taxonomy of affective objectives covers topics

such as attitude change and emotional development.

Affective learning objectives may be written for les-

sons on art appreciation, race relations, or ethical

behavior. Categories of such objectives include

attending, responding, and valuing.

The psychomotor category covers lessons on the

development of bodily movements. This would

include physical activities, such as sports, keyboard

use, dancing, and tool use.

Additional Benefits

Although learning objectives are designed for the stu-

dent, a well-written objective can also help the instruc-

tional designer or teacher improve instruction. For

example, the objective can help one make more effec-

tive decisions about medial selection, instructional

techniques, classroom evaluation, and remedial educa-

tion. In other words, a learning objective reduces

ambiguity for the teacher as well as the student.

Despite the usefulness of learning objectives, they

should not be viewed as a requirement for all lessons.

For example, J. M. Lewis cites research demonstrating

that learning objectives allow the student to progress

faster through lessons, but they do not consistently

improve the student’s academic performance. Lewis

suggests that the instructional designer should consider

other techniques to direct student attention in a lesson.

Alternatives may include directions, pretests, advance

organizers, and questions embedded in the lesson. But

whether one views learning objectives as a requirement

of all course lessons or not, learning objectives will

continue to be useful and influential in the corpus of

educational psychology.

Michael Petkovich and William M. Bart

See also Bloom’s Taxonomy of Educational Objectives
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LEARNING STRATEGIES

For the purpose of this entry, learning is defined as

behavior change that is governed by the feedback that

the child receives from his or her environment.

Hence, learning is a process that can be accelerated or

decelerated depending on environmental conditions.

The focus of this entry is to describe a paradigm

within which learning can be evaluated and environ-

mental conditions can be altered and optimized to

accelerate learning for all children. Learning results

from an interaction between the learner and the lear-

ner’s environment can include a variety of influential

variables, some of which result automatically when

the learner responds (e.g., computer plays a song
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when the correct answer is selected), some that are

under the instructor’s control (e.g., teacher-directed

variables), and some that are under the learner’s con-

trol (e.g., child adds a set incorrectly and when check-

ing the sum against a set of manipulative materials

learns that he or she counted incorrectly). The envi-

ronmental changes that precede and follow learner

behavior (both programmed or intended events and

unintended events) serve to either strengthen or

weaken the learned association. This entry describes

a paradigm for integrating assessment of learner per-

formance with specific strategies empirically demon-

strated to accelerate learning.

Instructional Hierarchy

The link between assessment and learning has been

well documented and endorsed as a primary charac-

teristic of effective teaching models. Child per-

formance may be characterized in terms that link

directly to instructional techniques of demonstrated

effectiveness for that particular performance. There-

fore, performance-based assessment before instruction

is essential to determine prior knowledge that each

child brings to the learning task. Regardless of the

philosophies that teachers and researchers bring to

understanding and promoting learning, the integration

of performance assessment and instruction has broad

utility and applicability to learning and may be incor-

porated within all approaches to instruction.

It is helpful to view learning as occurring in stages:

initial learning for accuracy or quality; practice for

fluency and endurance; and application, or combination

of the components into new responses, to solve novel

or more complicated problems. Hence, the instructional

hierarchy is a useful heuristic for organizing learner

proficiency and therefore identifying which strategies

are likely to accelerate (and decelerate) learning for that

particular learner. The instructional hierarchy has been

widely and successfully used to design, implement, and

evaluate interventions for children’s academic perfor-

mance problems.

The hierarchy contains four stages of learning: acqui-

sition, fluency, generalization, and adaptation. Knowing

the stage at which a learner’s skill falls relative to goals

for learning communicates to instructional facilitators

exactly which training goals, performance measures,

and associated set of instructional strategies will be most

effective for that learner. The instructional hierarchy

provides a framework for instructional decision mak-

ing that is driven by learner competence. Specifically,

the instructional hierarchy provides a system for trans-

lating a continuous variable like learning into categories

of proficiency for a skill or series of skills drawn from

the instructional objectives. The learner’s performance

or proficiency determines which instructional strategies

will be most effective for that particular learner at that

particular point in time. Hence, the instructional hierar-

chy provides a basis for implementing effective instruc-

tional strategies and for revising these strategies over

time as learner skill improves (and new strategies are

needed). Characteristics of learner performance and

associated instructional strategies are described for each

stage of the instructional hierarchy in the following

sections.

Acquisition

The first stage of the instructional hierarchy is the

acquisition stage. A learner’s performance at the acqui-

sition stage is characterized by low accuracy and sub-

sequent dysfluency. When children are first learning

a skill (acquisition stage of learning), responses will

be hesitant and sometimes incorrect. The goal of

acquisition-level training is for learners to perform

a new skill or behavior accurately without assistance.

Instruction is provided on a continuum ranging from

less intensive and more naturalistic strategies to more

intensive and less naturalistic strategies. Because per-

formance is continuously monitored as the learner

acquires a new skill, instructional facilitators or trainers

might initially provide less intensive and more natural-

istic instruction embedded into the typical environment.

If progress monitoring does not reflect discernible accel-

eration of learning, more intensive instructional pro-

gramming can be undertaken at this stage, which might

include more directive, less naturalistic approaches such

as direct instruction. Direct instruction has been demon-

strated to be an effective core and supplemental instruc-

tional approach that reliably accelerates learning.

Certain instructional strategies are of primary

importance when learner performance is at the acquisi-

tion stage of learning. For example, instructional feed-

back should immediately occur. Hence, during this

stage of learning, independent practice of the skill is

counterproductive and actually gives the student

a chance to practice the skill incorrectly. Guided prac-

tice is the ideal form of instruction whereby a peer or
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teacher monitors each learner response and provides

immediate corrective feedback. The content of the

feedback at this stage should be correct and quick

(interrupting the incorrect response). Delayed feed-

back or error correction will be inefficient and inef-

fective at the acquisition stage of learning. In addition

to immediate corrective feedback, certain antecedent

strategies are important at the acquisition stage. For

example, extensive use of cuing, prompting, and mod-

eling of correct responses when the teacher anticipates

an incorrect response is pivotal to establish correct

responding. Effective instructional facilitators have

a system of antecedent support that includes providing

task materials of appropriate difficulty, providing

structured exemplars of correct and incorrect respond-

ing, and providing increasingly intensive cues and

prompts until the correct response occurs. Important

to the successful use of these strategies is the ade-

quacy of the learning environment, most often class-

rooms. To successfully program acquisition-level

instruction, the teacher should maximize time devoted

to active student engagement in the lesson (minimiz-

ing behaviors that interfere with academic engage-

ment) and should briskly pace instruction while

frequently checking for student understanding. Effec-

tive teachers have a system for tracking student

responding when a new skill is introduced to ensure

that learners have made the correct discrimination

before moving to the next stage of learning where

more independent learning can occur.

At the acquisition stage of learning, the goal is to

establish correct responding with instructional sup-

port. The level of intensity of instructional support

should be increased until correct responding occurs.

Learners who fail to correctly respond given intensive

prompting and feedback may require alteration of

task materials (making the task easier) or additional

instruction on prerequisite skills. Ongoing performance

assessment is necessary to determine whether or not the

learner has attained the goal of the acquisition stage of

learning, that is, accurate and independent performance

of the skill. Whatever antecedent and consequent

supports have been provided to establish correct

responding at this point should be removed to measure

persistence of correct responding in the absence of

instructional support. If accurate responding persists

when instructional supports are removed, then the

learner has reached the fluency-building stage of

learning.

Fluency Building

Fluency is necessary to competency. Fluency is

defined as the combination of accuracy plus speed and

is typically converted to a rate-based metric, such as

number of responses correct per minute. The temporal

dimension of the response allows for a performance

description that extends beyond the attainment of

100% accuracy. Fluency has been shown to be an ele-

ment in the development of competency within a wide

variety of situations including general and special edu-

cation. Fluency also requires the ability to quickly link

a component skill with other component skills to pro-

duce more complex learner responses. Fluent compo-

nent or subskill performance enhances competency

with complex skills. Fluent learners can identify which

component skills will help them to solve more complex

problem presentations without hesitation.

Learners whose performances fall in the fluency-

building stage of learning are learners who can accu-

rately respond when the response is required and can

therefore tolerate longer intervals between instruc-

tional feedback occasions. Independent practice at

this stage can be effective so long as materials are

controlled such that the learner can continue to accu-

rately and independently respond (i.e., low probability

of errors). It is difficult to overstate the importance of

adequately controlled task materials at each stage of

the instructional hierarchy. At the acquisition stage,

materials should be controlled such that cues for skill

performance are salient to the learner. Hence, predict-

able and repetitive cues for responding are desirable.

Variation is desirable only to the degree that the

learner is given occasion to discern the conditions

under which a response is correct and incorrect. In the

fluency-building stage of learning, variation in task

materials is desirable to the degree that learner errors

remain low. Task materials systematically may be

increased in difficulty at the fluency-building stage so

long as learner performance remains accurate as speed

of responding improves.

At this stage, feedback can be delayed and should

be tied to motivating contingencies to maximize

growth and learning. Reinforcing faster performance

and blocking reinforcement for slower performance is

the guiding principle. At this stage, feedback should

not interrupt responding (because it interferes with

fluency and is unnecessary). At this stage, feedback

must still be correct, but it can be less elaborative.
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Prompts and cues for correct responding should not be

provided at this stage, because they interfere with flu-

ency building. Accurate responding is established with

frequent and immediate feedback, whereas fluency is

built with frequent delayed feedback. The key is to

provide feedback after short intervals of practice dur-

ing which students are working to improve their perfor-

mance. Feedback generally should be brief, rather than

elaborative, preserving instructional time and maintain-

ing a brisk pace of instruction. At this stage, overcorrec-

tion may be an effective consequence-based strategy

that can be combined with delayed feedback. When

corrective feedback is provided, the student is then

asked to provide the correct response three times in

quick succession. This strategy has been used success-

fully in reading instruction.

Similar to decision making at the acquisition stage

of learning, ongoing assessment of learner perfor-

mance is the basis for determining when the learner

has completed the fluency-building stage of learning

for a particular skill. Fluent responding governs a lear-

ner’s ability to apply a learned skill to the solution of

increasingly complex and novel tasks. Learners who

can fluently perform a particular skill are ready for

the maintenance and generalization stages of learning.

Maintenance and Generalization

Struggling learners generally fall into the acquisition

or fluency-building stages of proficiency and, therefore,

most often benefit from the strategies described for

those two stages. However, learners operating in the

generalization or adaptation stages may require interven-

tions such as guided application of fluent skills under

novel conditions and with more complex tasks. Another

element necessary for a student to achieve competency

is application. Application refers to learners being able

to use a skill in a wide range of settings and situations,

or to accurately discriminate between the target skill

and similar skills that might be needed to contend with

various task demands. The practice conditions that

establish fluent responding are the same conditions that

promote maintenance and generalization. Maintenance

refers to the continued performance of the skill when

instructional supports have been removed. Generaliza-

tion refers to two specific events, the occurrence of the

trained response under untrained conditions and the

occurrence of different responses under the training con-

ditions. Maintenance and generalization epitomize the

goals of the learning effort. If learning strategies have

been successful, then the learned skill will persist when

the instruction ceases, will serve the learner in accessing

new information or solving similar problems in the

future, and will lead to generally greater adaptation for

the learner in the future. After all, what good is instruc-

tion if it does not produce a robust and enduring skill

set that has value to the learner over time? Fluent

responding is a necessary pre-condition to maintenance

and generalization. Maintenance and generalization is

also assessed via ongoing performance assessment.

Brief timed episodes of responding yielding a score of

responses correct per minute may be utilized to assess

the learner’s skill trajectory during the fluency-building

stage of learning. Similarly, responses correct per min-

ute in the absence of instruction and over time provides

important information about the persistence of a learned

skill and whether re-training might be needed given cer-

tain goals of instruction. Research has demonstrated that

greater fluency is associated with successful maintenance,

faster recovery or return to fluency, and faster acquisition

of related skills. Hence, training to fluency is an important

goal related to establishing a skill that maintains and has

generality for the learner. Maintenance of foundational

skills should be verified to ensure successful learning

of related more complex tasks in the future. Further,

responding under conditions that differ from those pro-

vided during instruction and more typical of the every-

day conditions under which the behavior will need to

occur to effectively serve the learner should be exam-

ined. For example, students who learn to read a number

of content-controlled passages at high fluency levels that

maintain in the absence of reading instruction may not

necessarily demonstrate adequately changed reading

performance on a task in a science lesson that requires

successful passage reading. The degree to which the

learned skill (fluent reading) generalizes to conditions

that are different from those encountered during training

(e.g., reading a science lesson) or to responses that allow

for successful performance under typically encountered

conditions (e.g., looking up an unknown vocabulary

word to comprehend a science lesson) can and should

be directly assessed.

When a learner has demonstrated sufficiently fluent

performance and has been provided with reinforce-

ment to apply that performance under different con-

texts and yet application does not occur, then the

learner requires instructional support for generaliza-

tion. Instructional facilitators should provide guided
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practice opportunities to cue the need for application,

assist the learner to apply the skill in that context, and

provide immediate feedback to promote correct appli-

cation. If needed, the instructional facilitator may pro-

vide many opportunities to respond, applying the

learned skill to novel or more complex problems to

build fluency for application of the learned skill.

So, for example, often learners will successfully apply

their knowledge of basic sums and subtraction facts

0 to 20 to the solution of word problems that utilize

those computations, fact family problems, or multidi-

git addition or subtraction without, or even with,

regrouping. For learners who do not automatically

apply the learned skill, the same progression of

instructional support to build accurate and fluent

application may be needed to support successful

application of the learned skill.

Adaptation

Even when a student is able to use a skill in many

situations, he or she may not yet be able to modify or

adapt the skill to fit novel task demands or situations.

The goal of attaining competency is for the student to

become capable of identifying elements of previously

learned skills that he or she can adapt to new demands

and situations. So, for example, a child who is at the

adaptation stage may readily modify the skill of basic

fact of 10 + 20 to solve 10 + 21, by solving the basic

fact and adding one to the solution. Adaptation can be

supported by prompting, suggesting, or reviewing

possible strategies for students at this stage of instruc-

tion; however, this should only occur for learners who

have surpassed the generalization stage of learning.

Instruction often inadvertently occurs at this level for

learners who have not demonstrated accurate, fluent,

and generalized performance, and this mistake of

instruction leads to errors in performance and deceler-

ated learning trajectories in general.

Systems of Data-Based
Decision Making to Facilitate Learning

The use of routine performance assessment is funda-

mental to identifying instructional strategies that will

accelerate learning. Instruction that is not matched to

student proficiency will be less effective and will neg-

atively affect learning over time. Those who wish to

facilitate learning must have a system for monitoring

student performance and responding to those data

in an iterative fashion to support continued learning

toward competency. In addition to using routine per-

formance assessment linked to specific instructional

strategies, researchers must attend to the technical

adequacy of the dependent variable (measurement)

and the independent variables (implementation and

measurement). Recently, systems of data-based deci-

sion making have been designed to translate learner

performance information into instructional targets and

measure the effect of those instructional efforts to

reach decisions to ultimately improve learning for all

children. These systems of data-based decision mak-

ing have been referred to as response to intervention

(RTI) models. Use of RTI models in schools has

resulted in more equitable identification of children

requiring special education services, lower numbers

of children requiring special education, and improved

learning for all children, most particularly for those at

risk for failure. RTI evolved out of a desire to utilize

the information obtained from routine performance

assessment and instructional response to reach judg-

ments of importance in schools, including who should

receive supplemental or special education and how

existing resources could be used to most efficiently

accelerate learning for the greatest number of students

possible. RTI is a very promising science of decision

making that is being widely used following recent

revisions to educational policy in the United States.

Yet, the effectiveness of RTI (or the degree to which

routine learning assessment is linked to use of strate-

gies that enhance learning) depends upon two critical

variables: intervention integrity and decision-making

accuracy.

Intervention Integrity

Understanding how (and how well) an intended

intervention was carried out is critical to internal,

external, and consequential validity. Arranging ante-

cedent conditions is a necessary but not sufficient

condition to promote integrity of intervention imple-

mentation. Research is clear in suggesting that

implementation integrity cannot be assumed. Rather,

integrity of instructional implementation also must be

routinely assessed and high levels of integrity must be

strategically programmed. Research has found that to

ensure adequate implementation of desired instruc-

tional strategies, teachers should be provided with
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needed materials and should receive an in vivo perfor-

mance coaching system that uses a combination of

verbal instruction, written prompts detailing interven-

tion steps, modeling, coaching, and ongoing perfor-

mance feedback about the accuracy of instructional

implementation along with documented changes in

learning associated with correct use of the instruc-

tional strategy.

Decision-Making Accuracy

Decision rules should be operationalized, linked to

data-collection procedures, and monitored for accu-

racy. Researchers have found that decision-making

teams in schools rarely reach decisions about the need

for a special education eligibility evaluation that

match with (a) their own assessment data, (b) others’

assessment data, (c) or even local criteria for identifi-

cation. Hence, monitoring and quantifying the degree

to which decision makers correctly utilize perfor-

mance data to reach decisions about what types of

instructional strategies are needed and when children

might require more intensive support, such as that

provided through special education, is essential.

Amanda M. VanDerHeyden

See also Applied Behavior Analysis; Curriculum

Development; Direct Instruction; Individuals with

Disabilities Education Act; Learning Disabilities;

Measurement; No Child Left Behind;

Precision Teaching
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LEARNING STYLE

Learning style is a term used to portray individual dif-

ferences in the way that people prefer to learn. Learn-

ing styles are typical patterns individuals use to

process information or approach learning situations.

These learning style preferences are thought to occur

naturally. According to learning style theory, when an

individual’s learning preferences are met, the individ-

ual learns more easily and effectively. There are more

than 70 theories and models of learning styles. Each

model describes how particular kinds of individual

differences influence learning. However, the kinds of

individual differences and the ways that these differ-

ences influence learning vary considerably among

theories. Although it is not possible or useful to sum-

marize all theories, a few models that are frequently

cited and described in the learning style literature are

overviewed here and used as examples. Cautions and

guidelines for using learning style information will

also be discussed.

Importance

An underlying assumption of learning style theories

is that individual differences in learning preferences

are positive and useful and that both learners and

teachers will benefit from becoming aware of, and

understanding, learning style information about them-

selves and others. Also implicit in these theories is
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the idea that it is important to acknowledge learner

diversity and to customize and individualize learning

so the needs of all learners are met. When learners

understand how they prefer to learn, they can seek

preferred learning settings and learn to cope with set-

tings that do not align to their learning preferences.

Teachers, administrators, and program planners can

use learning style information when planning teaching

strategies and learning activities, evaluating learning,

and developing programs and curricula. Teacher edu-

cation about learning styles will help teachers recog-

nize their preferred learning and teaching styles and

provide alternative ideas and strategies to help teach-

ers incorporate multiple teaching strategies to facili-

tate the needs of individuals with different learning

styles.

Many models assert that the process of self-

awareness of how one learns may be the most useful

part of learning style information. In many models

learning style information is seen as a key component

in ‘‘learning to learn.’’ When learners understand how

they prefer to learn and find ways to incorporate their

learning preferences into a variety of learning settings,

they can become more effective learners. Thus, the

purpose of learning style information is to increase

learner awareness about how they prefer to learn, so

that they can learn more effectively. Learners who

understand their own learning styles can also recog-

nize and seek learning situations that match their pref-

erences and learn to develop skills and strategies for

success in conditions that do not match their learning

preferences.

Are Learning Styles Modifiable?

Individual differences in learning style can be seen as

preferences or as stable traits. In most learning style

models, a learning preference is not thought to be the

same as a trait or ability. However, in some theories,

learning styles are thought to be relatively fixed

characteristics or traits inherent within individuals.

When learning styles are seen as relatively stable or

unchanging, the theory’s emphasis is on the need

for teachers and trainers to adapt learning strategies

and settings to accommodate the needs of learners

with different learning styles. Within these models,

it is often proposed that it is essential for teachers

to be aware of all learning styles and to be able to

accommodate them. Teachers are encouraged to

present the same information in multiple formats and

to provide optional learning assignments and options.

However, matching learning to the learner’s style

is not always possible. Most theories tend to see

learning style as somewhat adaptable and assert learn-

ers can succeed in a variety of learning tasks, settings,

and situations. In these models, learners are encour-

aged to identify their learning preferences and utilize

strategies aligned to their learning style to maximize

their learning. Learners are also encouraged to iden-

tify learning situations that are challenging and then

develop learning skills and strategies to manage their

learning in these situations. In models that conceptual-

ize learning style as modifiable, often the focus is on

becoming aware of preferences while, at the same

time, recognizing and learning to adapt to learning

tasks and situations that do not align with an indivi-

dual’s learning style.

Some models place learning styles within steps or

stages of a learning process. In these models, learning

is usually conceptualized as a multistep process.

Learning style is seen as a preference for a particular

step within the learning process. Because learning

requires all steps in these models, learners are encour-

aged to expand and develop learning skills and

strategies to complete the nonpreferred parts of the

learning process.

Consensus indicates that learning style describes

natural and innate preferences for learning. However,

the literature also makes it clear that learning style

preferences are not to be seen as limiting or defining.

Everyone can learn to thrive in nonpreferred learning

situations, as necessary. However, when natural learn-

ing preferences are identified and supported, learning

is easiest and most comfortable.

Learning Style Models

There have been various attempts made to organize

learning style models into groupings. Some classifica-

tion systems organize models on the basis of how sta-

ble or flexible learning styles are thought to be. Other

classifications are made based on the various influ-

ences on learning, such as learning modality prefer-

ences, personality preferences, social or emotional

aspects, and preferences for particular cognitive pro-

cesses. Still other models focus on the process of

learning and individual preferences for engaging in

parts of the learning process.
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To simplify a complex topic, three general kinds of

learning style theories will be overviewed: those focus-

ing on input of information, which will cover prefer-

ences for sensory input and learning environments;

those focused on the cognitive processing and organiza-

tion of information; and those developed around a learn-

ing process. Although there are more than 70 different

models, only a few of the most often-cited and well-

established models will be discussed.

Perceptually and Environmentally
Based Learning Style Theories

Some theories propose that sensory input or envi-

ronmental preferences are key aspects of learning

style. These theories focus on preferences such as the

sensory modality in which information is provided,

preferred activity level of the learner, and specific

characteristics of the physical learning environment

that may impede or enhance learning.

One popular way of looking at learning style is by

preference for visual, auditory, tactile, or kinesthetic

sensory modes. Seeing, hearing, touching, and doing

may be more or less preferred by an individual learner.

It is assumed that individuals will learn more easily and

remember better if information is presented in one or

two of these modes. Visual learners will prefer written

or visual instructions and will observe and remember

visual resources. Auditory learners will prefer verbal

instructions, find discussion helpful, and remember

what is said. Tactile learners will want to touch and

manipulate learning materials and will remember best

when they can handle materials. Kinesthetic learners

will prefer hands-on active experiences and will

remember best when they can move around or become

physically involved with learning materials.

A learning style model by Rita Dunn and Kenneth

Dunn builds on this basic sensory preference model

and suggests there are at least 18 basic elements that

influence how well an individual will take in and

retain information. These elements are linked to four

modalities: environmental, emotional, sociological,

and physical. The physical modality includes the four

sensory modality preferences (auditory, visual, tactile,

and kinesthetic) as elements. Their model also includes

three other physical modality elements: preferences

for intake of food or drink, time of day, and mobility.

Environmental elements include noise, temperature,

and design of learning space. Sociological elements

include preferences for learning with others, presence

of authority, routines, and need for approval of others.

Emotional elements include motivation, responsibility,

persistence, and need for structure. In this model, all of

these elements combine to form an individual’s learn-

ing style. When these elements are in place, learning

will be enhanced.

Some learning style models explore other kinds of

perceptual differences among learners. Herman Witkin

explored how an individual’s perception was influenced

by the context or field the information is contained in.

He found two kinds of perception: field-dependent and

field-independent. Field-dependent perception learners

are influenced by the visual field in which visual infor-

mation is presented, whereas field-independent learners

are not. He then asserted field-dependent learners will

perceive information globally and will have a social

orientation to the learning. Field-dependent learners

will thrive in more personal learning settings and when

learning information that is personally relevant. Field-

independent learners will perceive information analyti-

cally and will have an impersonal orientation to learning.

They will thrive in learning settings that provide opportu-

nities to ask questions, solve problems, and work

independently.

Cognitive Processing Models

Many learning style models describe differences in

the way a learner prefers to process information.

Sometimes these models refer to cognitive processing

styles rather than learning styles. The term cognitive

style is used in various ways in the learning style liter-

ature. Cognitive styles are sometimes conceptualized

as a part of an overall learning style; when thought of

this way, it describes how individuals approach cogni-

tive tasks rather than how they approach learning

overall. However, in many models the terms cognitive

style and learning style are used interchangeably.

Similarly, in different models, the terms thinking

styles and intellectual styles are also sometimes used

to describe learning style preferences, as well as alter-

natively proposed as a component of learning styles.

In general, cognitive processing models of learning

styles propose dichotomies of individual differences.

These models usually acknowledge that both sides of

a processing dichotomy are important parts of the

learning process. They assert that individual learners

will prefer one side of each dichotomy and will find it
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easier to learn when this preference is accommodated

in the learning situation. These differences are given

a variety of names and are described in different

ways, depending on the specific model; generally,

however, they fit into three dichotomies: abstract

versus concrete, sequential versus simultaneous, and

action versus reflection. Models that incorporate

social aspects of learning include an additional dichot-

omy: logical versus personal.

Learners with a concrete learning style prefer to

learn about relevant, practical, and useful information.

They are drawn to learning that can be immediately

applied in their current situation. Learners with an

abstract learning style prefer learning about ideas and

concepts. They are drawn to theory and enjoy linking

and connecting ideas. Sequential learners prefer a step-

by-step approach to learning, whereas simultaneous

learners prefer to process information in a nonordered,

more random way. Simultaneous learners tend to focus

on more than one fact or concept at a time, whereas

sequential learners tend to take on one piece of infor-

mation at a time. In some theories, simultaneous pro-

cessing is also referred to as random processing.

Action-oriented learners prefer to interact with

others and with materials when they are learning; they

are stimulated by discussions and other opportunities

to share ideas and information with others. Reflective

learners, on the other hand, prefer to have time to

think about material. They process information most

effectively when they are alone. Learners who prefer

a logical approach to learning are described as objec-

tive and tend to prefer frank, corrective feedback from

a competent expert. Individuals with a values-based

approach prefer cooperative and collaborative learn-

ing settings and like to receive positive feedback and

support from an approachable, personable teacher.

Anthony Gregorc, in his mind styles model, pro-

poses combinations of two processing preferences to

delineate four learning styles. Gregorc uses the con-

crete versus abstract dichotomy to describe how

learners perceive and understand information. He

then adds a second dichotomy—sequential versus

random—to describe how learners organize and order

information. When these processing preferences are

combined, his model results in four distinct learn-

ing styles: concrete sequential, abstract sequential,

abstract random, and concrete random. An emotional

and logical dichotomy is also incorporated into the

model. For example, an abstract sequential learning

style is characterized as logical and analytical,

whereas an abstract random learning style is charac-

terized as sensitive and emotional. An individual may

have one strongly preferred learning style or may

learn best with a combination of two or more styles.

Theories built on the personality type theory of

Carl Jung link abstract and simultaneous processing.

In personality type models, this preference is referred

to as Intuition: a preference for taking in abstract

information about ideas, theories, and concepts.

This theory also links preferences for concrete and

sequential learning. In the personality type model,

this preference is referred to as Sensing: a preference

for taking in information gained through the senses

that is related to real-world experiences and applica-

tions. Personality type theory also proposes dichoto-

mies between action and reflection (Extraversion

and Introversion) as preferred orientation to the

world, between logical and personal information

processing (Thinking and Feeling), and between

a structured and flexible approach to the environment

(Judging and Perceiving). Because this model uses

four dichotomies, the various combinations of prefer-

ences lead to 16 distinct learning styles with individ-

ualized learning preferences. Some learning style

models simplify personality type theory and use dif-

ferences in two of the four dichotomies to describe

four learning styles.

Left- and right-brain models provide another way

of looking at cognitive processing. In these models,

the processing differences are verbal versus visual-

spatial, sequential versus holistic, and logical versus

emotional. Building on the idea that there are biologi-

cal differences in the way the different sides of the

brain process information, these models assert that the

left side of the brain prefers to process information

verbally, sequentially, and logically, whereas the right

side of the brain processes information in a visual-

spatial, holistic, and emotional manner.

Ned Herrmann created a learning styles model

based on mental preferences or thinking styles from

right- and left-brain models. In his model, there are

four styles: the Theorists (rational), Organizers (safe

keeping), Innovators (experimental), and Humanitar-

ians (feeling). The Theorist learning style is character-

ized by preferences for logical analysis. Sequencing

and structuring information characterizes the Orga-

nizer learning style. The Innovator learning style is

characterized by preferences for exploration and self-

discovery, and the Humanitarian learning style is

linked to emotional involvement and harmony. In his
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model, Herrmann asserts that it is difficult for learners

to accommodate information presented in opposing

styles. For example, a learner who prefers an Orga-

nizer learning style may have difficulty accommodat-

ing Innovator styles, or a learner with a Humanitarian

learning style may find it difficult to accommodate

a Theoretical style.

Learning Process Models

Some models, such as the one by David Kolb, pro-

pose that learning occurs in a process or cycle. Each

part of the learning cycle requires the use of different

combinations of processing preferences. In his model,

the processing dichotomies (abstract vs. concrete and

action vs. reflection) are not only linked to individ-

uals’ learning preferences but also incorporated into

a defined learning cycle. In his model, the learning

process begins with a concrete experience. Then

reflective observation occurs, followed by abstract

conceptualization and active experimentation. Learn-

ers tend to prefer one part of the learning process to

the other. As a result of these preferences, four learn-

ing styles are proposed: abstract conceptualization

combined with active experimentation (converging

learning style), concrete experience combined with

reflective observation (diverging learning style),

abstract conceptualization combined with reflective

observation (assimilating learning style), and concrete

experience combined with active experimentation

(accommodating learning style).

Peter Honey and Alan Mumford built on Kolb’s

work to identify four different learning styles. They

proposed that learning comprises four steps: experi-

encing, reflecting, concluding, and planning next

steps. Individuals tend to prefer one or two steps in

the process over the others, so the four steps in the

learning cycle link to four learning styles. The four

styles include activists, who prefer to actively

engage in experiences when learning; reflectors,

who prefer to review or ponder experiences; theor-

ists, who analyze and make conclusions; and prag-

matists, who plan next steps. Similarly, Bernice

McCarthy elaborated on Kolb’s model. She linked

the abstract versus concrete and action versus reflec-

tion processes to left- and right-brain functions.

McCarthy proposed four learning styles within these

new dimensions. In these process-based learning

style models, learning styles are thought to be modi-

fiable. Effective learners need to utilize all four

steps. Learning style information helps them under-

stand what steps they prefer and provides insights

into how to develop underutilized steps.

Measuring Learning Styles

From the various theoretical models, there are at least

a hundred inventories developed to measure learning

styles. Many of these instruments have not been sub-

jected to stringent test construction, and because of

this, some practitioners and researchers question the

use of learning style inventories.

Many of these inventories do not have demon-

strated repeatability or accuracy, so it is important

for practitioners to assess the reliability and validity

evidence provided with a learning style measure to

determine if it is based on sound psychometric prin-

ciples. Even when a reliable and valid instrument is

used, most instruments have not yet demonstrated

a clear link between learning style and an individ-

ual’s ability to learn certain kinds of information or

thrive in specific learning environments. For exam-

ple, if a learner does succeed in an environment that

is not aligned to his or her learning style, it is diffi-

cult to know if this success indicates that learning

styles are not important. Such a finding may alterna-

tively indicate the learner has been able to adapt to

that setting. Researchers cannot easily know if

learning was more difficult or uncomfortable in that

situation than it would have been in another

environment.

The plethora of terminology and the large number

of models and inventories contribute to the difficulty

of surveying and assessing learning style inventories.

As with many kinds of applied research, multiple

interest groups in various settings, including aca-

demics, schools, and businesses, are developing learn-

ing style measures. These various interest groups

have different aims and approaches, and there is little

integration of the information gathered about the

instruments used in each sector. There is also a large

interest in the commercial applications of learning

style inventories. A commercial focus can lead to

research and promotional material that is focused on

marketing a product rather than demonstrating the

reliability of the inventory or the validity of a model.

Many learning style inventories use a self-report

format. Self-report instruments are subject to error if

learners are unaware of, or unable to, accurately

report their preferences. If learning style measures are
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to be a tool for self-awareness, those taking them

must be able to use metacognitive skills to accurately

evaluate themselves. When using these kinds of mea-

sures, it is always important to use the results only as

a guide and explore possible reasons for inaccurate

results. Some administration instructions for using

learning style inventories do include a self-validating

process whereby learners think about, and can over-

ride, results on an inventory. However, it is possible

that not all learners have the skill to engage in this

kind of reflective, self-awareness process.

It is also important to ensure the results of learning

style indicators do not limit or stereotype learners so

as to discourage them or have them dismiss certain

ways of learning. For example, some information is

more abstract than concrete. If a learner believes he

or she cannot learn abstract information because he or

she has a concrete learning style, then the learning

style information has limited rather than benefited the

learner. It would be more useful to show the learner

how to ground the abstract information in a concrete

way or to teach other similar learning strategies for

thriving in this situation.

It is possible to use observational data and meta-

cognitive questioning as well as inventories to help

students become aware of their learning preferences.

For example, Barbara Given has created a methodol-

ogy for assessing learning styles that incorporates

information from many models within an observa-

tional and self-report format. This model considers

emotional, social, cognitive, physical, and metacogni-

tive aspects of learning preferences.

Validity of Learning Styles

With all of the different theories, models, and inven-

tories of learning styles, it is difficult to know which

ones are valid. Likely there are a number of individ-

ual differences and preferences in the way a learner

absorbs and retains information and interacts with

others in a specific learning situation that affects the

ease of learning and comfort the learner experiences.

Reviews of learning style models and instruments

conclude that there is a lack of definitive evidence

that would demonstrate the adequacy and validity of

any one approach to learning styles. Reviewers often

mention the importance of considering the context

and purposes for learning style information when

assessing and choosing to use a particular model or

instrument.

When critiquing the learning style literature, it is

important to understand the connotation of the labels

and terminology used. For example, the word abstract

is used in several learning style models. However,

what is meant by abstract and the characteristics of

learners who prefer ‘‘abstract’’ learning can vary

greatly. To use learning style information, practi-

tioners need to be able to sort through the multiple

models, terminology, and concepts associated with

learning styles to find a model that works in their situ-

ation. This can be accomplished by critically asses-

sing the strengths and limitations of specific models.

For example, if the purpose of learning style informa-

tion is to help individuals understand how they prefer

to learn, models with defined support resources and

applications will be more useful than those that do

not provide this link.

It also is important to ensure learning style models

are not too limiting. This can be the case when learn-

ing styles are conceptualized as ‘‘either/or.’’ For

example, it may be unwise to characterize a learner as

experiential if this infers they are not reflective. This

kind of characterization might indicate an experiential

learner cannot reflect or will struggle in situations that

require reflection. Such categorization has not been

demonstrated and may provide a mind-set in which

learners unnecessarily avoid or feel inadequate in cer-

tain learning situations.

Some researchers propose it would be most effec-

tive to take an integrated approach to defining and

describing learning styles by including a number of

models and dimensions for learners to consider as

they are thinking about and identifying their learn-

ing preferences. Such models would include sensory

preferences, environmental preferences, instruc-

tional preferences, social and emotional learning

aspects, and thinking or cognitive style preferences.

Ultimately, learning style information is a tool to be

utilized carefully by teachers, educational planners,

and learners, with an emphasis on an increased

awareness of learning and teaching preferences, on

learning how to adapt to and manage all learning

situations, and on enhancing learning and teach-

ing effectiveness. Perhaps it is the process of help-

ing students and educators to think about and

determine their learning preferences that is more

important than any specific model used to carry this

activity out.

Donna Dunning
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LEAST RESTRICTIVE PLACEMENT

The term least restrictive placement refers to the con-

cept of the least restrictive environment (LRE), a legal

principle ensuring the social integration of people

with disabilities. Social policies in the United States,

including the Americans with Disabilities Act, require

public entities to administer their programs in the

most integrated setting appropriate to the needs of

qualified individuals with disabilities to facilitate their

positive relationships with nondisabled people in

typical community settings. The focus of the LRE

principle is not on the type of facility but rather on

whether a placement can provide the necessary ser-

vices an individual needs to have life experiences that

most community members find desirable. Placements

that might be appropriate for an individual receiving

public health services range from institutional settings

to noninstitutional residential settings, such as assisted

living, home, and community-based settings. This

entry is intended to clarify the LRE principle in mak-

ing placement decisions in public health agencies,

educational institutions, and human services.

From a legal perspective, institutionalizing a person

with a disability who can benefit from living in the

community, and who wishes to do so, constitutes

discrimination, because removal to a separate setting

severely limits the individual’s ability to interact with

family and friends, to work, and to live independently.

The right of people with disabilities to receive ser-

vices in the most integrated setting is not absolute,

however. Least restrictive placement policies do not

require measures that would fundamentally alter the

nature of a public entity’s programs, and costs may be

considered in making that determination. In reviewing

the fairness of placement decisions, courts consider

not only the cost of providing care in integrated set-

tings to individuals but also the range of services pro-

vided to others with disabilities and the state’s

obligation to offer those services in an equitable man-

ner. Understanding the LRE principle, and applying it

correctly, is especially important to family members,

psychologists, and other professionals responsible for

making special education placement decisions on

behalf of students with disabilities.

Understanding the Principle
of the Least Restrictive Placement

The principle of the least restrictive placement is one

of six core principles of the Individuals with Disabil-

ities Education Act (IDEA), the federal legislation

guiding special education policy in the United States.

The LRE principle stipulates that, to the maximum

extent appropriate to their individual needs, students

with disabilities are to be educated with nondisabled

students. Special classes, separate schooling, or other

removal from the general education environment is to

occur only if the nature or severity of a student’s dis-

ability is such that education in regular classes with the

use of supplementary aids and services cannot be

achieved satisfactorily. The purpose of the IDEA is to
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ensure that students with disabilities receive a free,

individually appropriate, public education (FAPE)

emphasizing special education and related services that

meet their unique educational needs and that prepare

them for further education, productive employment,

and independent living. The LRE principle supports

the goals of the IDEA by ensuring that a special educa-

tion student’s Individualized Education Program (IEP)

is implemented in a learning environment that meets

the child’s needs and that least restricts his or her

social integration with typically developing peers.

In the language of public policy, the LRE principle

is considered to be a rebuttable presumption, which

means the law presumes that the regular class is the

least restrictive placement for any student to receive

appropriate instruction. The presumption of regular

class placement is rebutted by convincing evidence

that an alternative placement would provide a particu-

lar student with an appropriate education. For this rea-

son, school systems are required to make a full

continuum of alternative placements available for stu-

dents that range from regular classes, special classes,

separate schools, residential facilities, hospitals, and

home settings. School systems are also required to

make provision for supplementary services, such as

resource rooms or itinerant instruction to be provided

in conjunction with regular class placement.

In addition to requiring school districts to provide

a continuum of alternative placements, the IDEA

requires special education placement decisions to be

made by a group of people, including the student’s

parents and others who are knowledgeable not only

about the child but also about the meaning of the

evaluation data and the placement options. The IDEA

identifies five factors that decision makers must follow

to ensure that individual students are placed in LREs

based on their specific learning needs. Placement deci-

sions (a) must be made annually, (b) must be based on

the student’s IEP, and (c) must give consideration to

any potential harmful effect on the child or to the qual-

ity of the required services. Unless their individualized

programs require otherwise, (d) students with disabil-

ities are expected to attend either a school as close to

home as possible or the school they would attend if they

were not disabled, and (e) they must not be removed

from education in age-appropriate regular classrooms

solely because of needed modifications in the general

curriculum.

The least restrictive placement, or environment, is

not a specific location but the outcome of a procedural

process in which a greater weight is given to the stan-

dard of appropriate services based on individual needs

than to the factors that determine the placement in

which the services occur. In making placement deci-

sions, courts compare the student’s educational needs

with the statute’s overall preference for placement in

the regular classroom. Parents and professionals, less

familiar with the law’s presumptive language, often

confuse the terms mainstreaming, inclusion, and LRE,

which do not have interchangeable meanings. Main-

streaming implies that special education and general

education students will be educated together as appro-

priate but not exclusively. Full inclusion implies that

students with disabilities have an absolute right to regu-

lar class placement. The term LRE is not synonymous

with inclusion but rather requires that placement deci-

sions for students be made on the basis of an appropri-

ate IEP. LRE is a legal principle embodied in the

IDEA; in contrast, the practices of mainstreaming and

inclusion are not required by law but are educational

strategies used to make the least restrictive placement

principle operational in schools.

Where a student receives instruction is only one

component of an appropriate education. Some students

may need instruction that cannot be provided in regular

classes because they need to learn something different

than general education students, such as Braille, Amer-

ican Sign Language, or specific technologies that are

more efficiently taught in other settings. Some students

may need to learn things differently, such as students

with severe learning disabilities who need intensive

reading instruction in more private learning environ-

ments, or students with cognitive disabilities whose

job training and life skills curriculum requires them

to spend time in community-based settings. The LRE

requirements compel school systems to make a contin-

uum of options possible so that IEP teams can make

appropriate student-centered placement decisions

across a range of viable alternatives. With regard to

special education placements, decision makers need to

not only tally the benefits of regular classes for each

special education student but also calculate the risks.

Educational harm can result when (a) decisions about

students are based on stereotypes instead of individual

strengths, (b) students are misplaced and left in place-

ments that do not match their needs, or (c) students are

included in regular classes without receiving services

that comport with their IEPs. The word harm is men-

tioned only once in the IDEA, and that is in the least

restrictive placement requirements.
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Determining the Appropriate
Least Restrictive Placement

To meet the standard of being individually appropriate,

placement decisions in education and public policy are

required to be made on a case-by-case basis using per-

son-specific data, not philosophical arguments about

social integration. In addressing the integration princi-

ple of the IDEA, educators and legal analysts have cre-

ated analytic frameworks to ensure full consideration

of the LRE placement requirements. One framework

guides decisions about placement by using a sequential

format that begins by considering whether the appro-

priate educational services written in the IEP can be

delivered in the regular class if modified through the

use of supplementary aids and services. If the answer

is yes, then the regular class is the primary placement.

If not, the decision-making team would move along

the continuum of alternative placements one step at

a time, from regular class to resource room, to separate

class, to separate school, residential setting, hospital, or

home, considering whether the appropriate educational

services might be delivered with appropriate supports

until the answer ‘‘yes’’ is obtained.

Another approach follows a set of questions to

guide special education teams in making least restric-

tive placement decisions. The following questions,

developed by legal scholar Mitchell Yell, address the

components embodied in the LRE frameworks and

rely on student-centered data collected throughout the

LRE determination process:

1. Has the school taken steps to maintain the child in

the general education class? What supplementary

aides and services were used? What interventions

were attempted?

2. What are the benefits of placement in a general

education setting with supplementary aids and ser-

vices versus the benefits of placement in a special

education setting? What are the academic benefits?

What are the nonacademic benefits (e.g., social

communication and interactions)?

3. What are the effects on the education of other stu-

dents? If the student is disruptive, is the education

of other students adversely affected? Does the stu-

dent require an inordinate amount of attention from

the teacher and, as a result, adversely affect the

education of others?

4. If a student requires a separate setting, are appro-

priate opportunities for integration available? In

what academic settings is the student integrated

with nondisabled students? In what nonacademic

settings is the child integrated with nondisabled

students?

5. Is the full continuum of alternative services made

available across the system from which to choose

an appropriate placement?

Although the IDEA prefers students to be included

in regular classes with nondisabled students, the law

does not require social inclusion. The courts, how-

ever, give careful scrutiny to decisions that place stu-

dents in more restrictive settings.

Decisions regarding the least restrictive placement

for any individual in public health, education, and

human services require thoughtful analysis. Public

policies acknowledge a rational basis for determining,

on a case-by-case basis, that a particular person’s

appropriate treatment might be provided in special-

ized settings using differing strategies and more inten-

sive supports.

Jean B. Crockett

See also Inclusion; Individualized Education Program;

Individuals with Disabilities Education Act; Special

Education
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LIFELONG LEARNING

Lifelong learning is an education trend that des-

cribes the engagement of adults in multiple educa-

tional opportunities across the life span. The learning
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opportunities can be formal or informal, but these adult

learning practices are distinguished from childhood

learning because they are intentional, voluntary, and

under the control of the adult learner. In today’s soci-

ety, adults may choose to explore further educational

opportunities for vocational and personal enrichment or

may be driven to more learning in the face of vast eco-

nomic competition. However, the pattern of embracing

multiple learning opportunities throughout adult life

is the key factor in defining the lifelong learner.

The choice to learn continuously across the life span

demonstrates how some adults have adapted to shifting

professional and personal expectations. With more

adults seeking learning opportunities, colleges and uni-

versities have restructured their institutions to accom-

modate the lifelong learner. Similarly, human resource

divisions within companies have been called upon to

meet the needs of their employees who seek supple-

mental training or instruction. Lifelong learning, there-

fore, has left an imprint on the way adults think, work,

and learn. The technology and information revolution

of the past 10 years has amplified adult education

opportunities, making it possible for more adults to

have access to learning. In the future, educational

psychology will need to examine the effects of continu-

ous learning on adult cognitive development, the pro-

cess of adult education, and the adjustment of adults

who embrace or reject multiple learning opportunities

throughout their lives.

Adult Learners in Higher Education

Colleges and universities have traditionally provided

a formative experience for young people. But as adults

began seeking additional learning opportunities in the

past 30 years, the landscape of higher education has

changed. Evening and weekend courses are now inte-

grated in every college and university across the coun-

try, due to the demand for flexible course scheduling

from adults who balance family and career obligations.

Instructors and administrators now distinguish tradi-

tional-age students from nontraditional students and

recognize their different needs, different expectations,

and different ways of learning. Colleges and universi-

ties have begun accelerated degree programs for adults

who began college courses earlier in life, left educa-

tion to enter the workforce, and now are returning to

classrooms with a rich set of life and work experi-

ences. Accelerated degree programs often give these

returning learners college credit for the acquisition

of those life experiences, with the twofold purpose

of validating the experiences as learning and reduc-

ing the time it takes to obtain a degree. As a result of

the increased demand for adult education, higher

education has changed class schedules, courses, and

degree programs to accommodate the new consumer,

that is, the adult learner.

As adults have demanded more flexibility and

choice in their educational experiences, technology has

begun to play an exceedingly important role in how

education is delivered. Colleges and universities now

offer courses in their entirety over the Internet, com-

plete with online class discussions, requirements for

‘‘posting’’ comments (the equivalent of class participa-

tion), and submitting all assignments electronically. In

this new education delivery system, in lieu of having

face-to-face classroom interactions, adults and instruc-

tors communicate via e-mail or chat rooms.

The virtual classroom meets the flexibility demands

of adult learners, but educators speculate whether

‘‘e-learning’’ (i.e., electronic learning) achieves the

traditional goals of higher education. To address this

concern, some colleges and universities who offer

online degrees have incorporated one or more physical

face-to-face meetings between students and instructors.

But adult learners, specifically lifelong learners, seek

out higher education for a variety of personal objec-

tives, some of which may not include the traditional

objectives of higher education: to acquire critical think-

ing and writing skills, to solidify basic knowledge, and

to be introduced to a particular professional field. As

adults seek continuing educational experiences that

support their lifelong learning goals, colleges and uni-

versities will need to adjust, again, their expectations

and definitions of learning for these students. An

instructor may find it difficult to expect the same moti-

vation and quality of work from a traditional-age

college student as he or she does from an adult learner

who already has one degree but who enrolls in courses

to learn more.

Adult Development
Across the Life Span

As a movement, lifelong learning has changed the

way educators and psychologists think about cogni-

tive development. As adults continue to learn through-

out their life span, previously held views of cognitive

stage development may need alteration. Jean Piaget’s

theory of cognitive development holds that children
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and adolescents move through stages of development

based on their ongoing maturity combined with the

influence of formal education opportunities. Specifi-

cally, Piaget theorized that adolescents reach formal

operational thought, the highest stage of his cognitive

development theory, only when they are afforded the

experience of formal education. Erik Erikson posited

that humans go through broad stages, not specifically

cognitive, across the life span, which reflect tradi-

tional and historical biographies: establishing families,

raising children, growing older, and evaluating one’s

life. But neither Erikson’s maturation through the

life span nor Piaget’s cognitive development stages

explain the developmental process of adults who con-

tinually seek out and are transformed by learning

experiences.

Theorists such as William Perry suggested that the

process of learning in college affects students cogni-

tively and ethically in four broad categories. In the

first category, dualism, Perry suggests that students

focus on the extremes of intellectual ideas, that

knowledge is right or wrong, good or bad, and that

experts or authority figures hold the answers. In the

next category, multiplicity, students move slightly

from the dualist perspective in that they begin to let

go of absolute thinking. This is a confusing time for

students because they have to let go of some of their

past ideology to make room for more knowledge, but

in part they still seek to know the ‘‘right’’ answer.

The third category, relativism, occurs when students

resolve their ‘‘need to know the right answer’’ by

framing ideas or choices as relative to the circum-

stances. Authority figures are seen as a source of

information but not the only source, for in this stage,

students begin to see their own ability to analyze and

interpret information as significant. In the last cate-

gory, commitment to relativism, students adopt the

thinking that most ideas can be relative to the situa-

tion but that they must choose the best course of

action or thinking for themselves.

Perry’s stages of cognitive development were

developed as a model of understanding how formal

education affects the thinking of students. But the

effects of formal education on adults who continue to

pursue educational opportunities across their life span

are not known. Drawing from Perry’s work, it is possi-

ble to see that if formal education can facilitate cogni-

tive development, then continuous learning across

the life span would also have an effect on cognitive

development. Jack Mezirow suggests that cognitive

development occurs when adults critically reflect on

assumptions. For Mezirow, critically reflecting on

assumptions requires examining suppositions of ideas

and is the key factor in adult learning. As adults con-

tinue to pursue education across the life span, educa-

tional psychologists will have more opportunities to

study how lifelong learning affects adult development.

Within the new field of andragogy, the study of

how adults learn, researchers attempt to determine

what strategies are best suited to help adults learn. Ser-

guey Zmeyov says that adult learning is based largely

on the learner’s life experience, with all learning being

filtered through those experiences where the ‘‘self’’

becomes an active mediator in the learning process. In

this view, the learner and teacher act cooperatively

because the adult learner has self-awareness and is

actively involved in his or her own learning. But fur-

ther research is needed to determine how choosing

continuous learning as an adaptive function of post-

modern life affects adult cognitive development.

Lifelong Learning in
Recent Historical Context

In the United States, both the industrial revolution

and the technology revolution solidified the global

postmodern perspective by changing what and how

adults learn. Folke Glastra, Barry Hake, and Petra

Schedler have theorized that globalization and indi-

vidualization have intersected to create societies that

must continually adjust to stay current in hypercom-

petitive economies. These cultural and economic

shifts are imperative to the understanding of how life-

long learning developed and how the pattern of life-

long learning represents a change in the way adults

view and adapt to the world.

Unparalleled changes in the world of work during

the past century set the stage for a new shift in think-

ing about the world of work. Specifically, modern

workers transitioned from trades to factory positions

during the Industrial Revolution. The factory worker

learned to operate new machines or risk the unem-

ployment line. The invention of the light bulb gave

way to round-the-clock shift work, forcing workers to

adapt to new living patterns. The transition from trade

to factory work created a need for workers to embrace

new machines, new techniques, and new learning

about the world of work. In the spirit of enterprise

and innovation, with workers being ‘‘trained’’ for

specific jobs and not lifetime trades, the Industrial
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Revolution moved forward, carrying many countries

into economic prosperity.

World War II marked another major shift in the

movement toward lifelong learning. The G.I. Bill

launched hundreds of thousands of adult learners into

the institutes of higher education. Eager not to disrupt

the current economy with the sudden influx of return-

ing soldiers, the government could not have foreseen

the far-reaching effects of adult learners in classrooms.

At that time, most Americans did not receive a college

education, as it was preserved for specific professions

and the financial aristocracy. With postsecondary edu-

cation now financially accessible, American soldiers

took advantage of this opportunity to integrate new

knowledge into their lives with formal college degrees.

This new generation of adult learners, now armed with

degrees, launched into the booming postwar economy

to eventually reshape the world of work. The social

repercussions, however, could not have been easy to

predict. Veteran fathers who returned home from the

war and earned degrees went on to create families

where higher education was an expectation for their

children, not just an option. For the first time, middle-

class children were being sent to college. In short,

learning was becoming a social value.

Since the 1960s, cultural and social traditions have

become decentralized from the human experience.

This has had profound implications on the way adults

work, learn, and make decisions about working and

learning. Whereas social institutions reigned supreme

in the mid-20th century, today, the individual is hon-

ored with the authority to choose the path that is best

for him- or herself. Paul Belanger described the

change as a new concern for personal growth and

search for self-identity that signaled major changes in

life patterns and increased life path diversification.

This focus on the individual has created space for

individuals to pursue more opportunities, more learn-

ing, and new identities.

Globalization and
the Future of Learning

Today, as companies compete globally for business,

employees must compete with more and more candi-

dates for fewer jobs. Thus, the need to stay competi-

tive, to learn more, and to produce more seems to be

increasing. Today’s employee is called upon to multi-

task, be multiskilled, and transfer those skills from

organization to organization. Remaining competitive

in the world of work means embracing new learning,

new ideas, and new strategies. Adaptability is the

heart of this new economic revolution, and lifelong

learning represents the personal adaptation that more

and more adults are choosing.

The topic of lifelong learning is currently being

researched primarily outside of the United States, par-

ticularly by several European nations. The United

Kingdom has a government-sponsored department of

lifelong learning charged with supporting citizens in

their vocational preparation and field transitions. As the

international community examines the effects of global-

ization on the world of work, lifelong learning will con-

tinue to be explored. Formal and informal education

demands are on the rise in every competitive industrial-

ized nation. Lifelong learning is, therefore, a global

education trend that demands further examination.

Tiffany Lynnette Arrington and Patricia A. Lowe

See also Adult Learning; Cognitive Development and School

Readiness
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LITERACY

Four senses of the term literacy can be distinguished.

First, literacy is simply the ability to read and write; it

is the set of basic skills that provide individuals with
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entry into the realms of written language and commu-

nication. Second, literacy is sufficient competence in

reading, writing, and computation (numeracy) required

to meet the demands of daily life. In this second sense,

literacy represents a threshold of functional competen-

cies that allow an individual to adapt to the demands

of a complex and technologically sophisticated society.

It is a pragmatic perspective linked to skills essential to

employment, personal finances, consumer behaviors,

and family life.

Third, literacy is the state of being highly educated,

well read, well informed, and knowledgeable in the

realms of culture, art, music, literature, history, eco-

nomics, science, technology, mathematics, geography,

politics, and public affairs—as such, it enables full par-

ticipation in the cultural, economic, and political life of

the society. A college-level education and preparation

to enter a profession are commonly recognized as indi-

cations of literacy in this sense of the term.

Fourth, literacy is a characteristic of a social or

cultural group. Literacy, in this sense, like language,

can be regarded as varieties of cultural practices that

entail the creation and use of texts. Individuals are lit-

erate to the extent that they may participate in the lit-

erate social activities that are important to the social

groups to which they belong.

In education and psychology, theorists and practi-

tioners have, for the most part, addressed literacy as the

acquisition of the skills and competencies required for

reading and writing. Throughout the past century,

research and practice have been directed toward discov-

ering the complex perceptual processes, cognitive sys-

tems, motivational factors, and social contexts that

underlie an individual’s ability to read and write and

toward devising the most efficient methods to teach

those skills. Basic research has drawn from all branches

of learning theory, educational psychology, child and

adolescent development, cognitive science, neurology,

sociology, and cultural anthropology. Applied research

has examined alternatives in teaching and instructional

practices, in the development and implementation of

curriculum and curriculum standards, in support for

children and adolescents with learning disabilities and

other special needs, in support of English language learn-

ers, and in assessment and evaluation practices.

Policy Debates

That literacy is essential for citizenship and for full

participation in the cultural, political, and economic

life of a free society is one of the most fundamental

tenets of American education. There is agreement on

all sides that illiteracy and marginal literacy preclude

equal opportunities for employment, education, and

civic engagement. Yet, despite decades of research

and the repeated promises of developers of innovative

approaches to teaching and learning, there are, by var-

ious estimates, between 20 and 50 million Americans

who are functionally illiterate. The ‘‘literacy crisis’’

has prompted fierce controversies in educational the-

ory and practice, which range from concerns for the

relative success of alternative methods of instruction

in reading and writing, to the value of liberal educa-

tion, to the wholesale critique of public schooling in

this society.

In recent decades, scholarly discourse on literacy

has been replaced often by bitter debates and partisan

political battles. In the 1960s, it was the ‘‘great

debate’’; more recently, it has been the ‘‘reading

wars.’’ The No Child Left Behind Act of 2001 codi-

fied elements of these debates into federal law, which

requires that approved curricula for the elementary

grades must now be based on these five essential com-

ponents of reading instruction: phonemic awareness,

phonics, vocabulary, fluency, and comprehension.

In an effort to address the public controversies

surrounding literacy in the United States, a series of

reports and policy statements have appeared from

the national professional organizations: International

Reading Association, National Council of Teachers of

English, National Association for the Education of

Young Children, the National Institute for Child

Health and Human Development, the National

Research Council, the National Reading Panel, the

U.S. Department of Education, and many other agen-

cies, associations, and organizations. The collective

purpose of these efforts has been to establish clear

understandings of what the best research has revealed

about literacy and to outline areas requiring further

research. Although there are continuing controversies

about specific topics, such as the most effective

approaches to phonics (or the learning of phoneme-

grapheme, or letter-sound, correspondences), there is

general agreement among psychologists and educators

about how children acquire language and develop

competencies in reading and writing, as well as other

dimensions of literacy. The present consensus pro-

vides a sensible framework for understanding literacy

development and the roles of parents and teachers

who support children’s literacy learning. In the
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corresponding policy debates, there is also growing

consensus, although some sharp disagreements remain

concerning accountability, funding, and the allocation

of resources to low income, linguistic minority, and

special needs populations.

Evidence indicates that literacy learning is not in

precipitous decline. Over the past 25 years, the

National Assessment of Educational Progress has

found that reading skills have remained virtually

unchanged. These results suggest that schools con-

tinue to foster literacy development under conditions

of increased immigration, shifting demographics, and

the persistent achievement gap. American students

continue to perform well in international comparisons

in the fourth grade and at age 15, but relative perfor-

mance declines sharply for the lowest quartile of U.S.

scores in comparison to other countries. That suggests

greater variability in performance and diminishing

success for a significant number of lower-performing

students as they enter the high school years. These

data have prompted researchers and policy makers to

continue the search for large-scale solutions to a per-

ceived literacy crisis.

Literate Social Practices

Conceptions of literacy that emphasize individual

skills and achievements may tend to overlook the

essentially social nature of literacy. Literacy is more

than simply the ability of individuals to read and write.

It is a characteristic of social and cultural groups that

engage in social activities that entail the creation and

use of texts. Individuals are literate to the extent that

they do participate in the literate social activities

that are important to the social groups to which they

belong. In this sense, children become literate by

a combination of participation in informal engage-

ments with texts (e.g., observing parents’ literate activ-

ities, sharing in storybook reading) and in formal

instruction with adults directed toward learning-

specific aspects of the complex competencies that

comprise literacy (e.g., deliberate teaching of letter-

sound correspondences, reading comprehension strate-

gies, procedures for organizing and composing an

essay). What educators mean by literacy and how they

understand the nature of learning and development

will determine the nature of teaching practices that

would create the conditions appropriate to invite learn-

ers to become competent participants in the literate

social practices that have genuine meaning for them.

Literacy is participation in the socially embedded,

purposeful activities that occur among members of

a linguistic community (speakers, readers, and writ-

ers) and the texts they create and use to construct and

share meanings and intentions. It follows that the

development of literacy is the acquisition of the com-

petence to fully participate in the literate social prac-

tices valued by that social group.

Children acquire cultural competencies by immer-

sion and participation in the daily activities of the

community. When oral and written texts (e.g., prayers

and storybooks) are involved, children also become

literate as they learn to participate in the use of

these texts.

Upon entering school, children are exposed to

a new set of social practices, a new community hav-

ing its own rules concerning the use of language and

literacy. Because all social practices are learned in

relation to those already learned, the acquisition of

the literate social practices of schools will depend on

the cultural relationship between home and school.

Academic English

Research and practice that focuses on English

language learners, and on speakers of dialects that

diverge significantly from standard English, have

drawn attention to the distinctive characteristics of

academic English and its relationship to literacy. It is

widely recognized that students who complete high

school and are well prepared to enter college need to

have command of academic English, which includes

rich vocabulary, advanced reading comprehension,

control of complex syntax, and competence in stan-

dard written English. It is also widely recognized

that schooling alone cannot provide sufficient oppor-

tunities to achieve all the necessary competencies.

Regarding vocabulary, for example, it is estimated

that, in one school year, it might be possible to

directly teach about 1,000 new words, but it is also

estimated that to be well prepared to enter college

requires a receptive vocabulary of 80,000 words. If

direct teaching is insufficient to accomplish this goal,

then informal and incidental learning are required.

Moreover, the student must have access to Latinate

words (e.g., inundate for flood) and other learned

borrowings into English.

Access to academic English requires extensive

reading of complex texts and routine exposure to

those literate social practices that typify literacy in the
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sense of becoming highly educated. Students whose

parents are well educated will tend to have greater

exposure to academic English. For all other students,

the schools become the chief source of opportunities

to acquire the discourse patterns used in higher educa-

tion and the professions.

The core of everyday English, as is well known,

comes down to present times from Anglo-Saxon (as

well as Old Norse—examples include get, want, give).

Yet, it is estimated that perhaps 75% of the English

lexicon derives from French, Latin, Greek, and assorted

other languages, and many of these are regarded as

scholarly or academic words not generally used in

everyday spoken communication in the home and com-

munity. Access to literate language in the sense of aca-

demic English is also a condition of access to literate

social practices that provide entry to higher education

and corresponding economic opportunities.

Emergent Literacy

Research efforts of the past 40 years have made tre-

mendous progress in understanding the genetic, neu-

rological, physiological, cognitive, and social systems

that make possible the acquisition of language and

social communication. Among the core findings are

the following:

1. All human societies use language, and all children

acquire their native language—with the relatively

rare exception of those who suffer significant

impairments in one or more of the systems that

support language.

2. The 5,000 to 6,000 languages that exist among the

cultures of the world today have abstract features

in common, and all particular languages are but

variants of ‘‘human language’’; the common or uni-

versal features of human languages are given by

human genetic endowment.

3. Native language acquisition occurs rapidly without

formal or expert instruction. By age 5 or 6, children

have acquired the core features of all the rule sys-

tems that govern language form and use.

4. The broad stages of language acquisition are invari-

ant across cultures and languages, although at finer

levels of analysis, patterns of individual differences

emerge.

5. Language is acquired in use; it is a meaning-

making process through which children construct

or reinvent the language while engaged in genuine

communication.

6. Specific features of the social environment account

for the specific language children will acquire; that

is, children will acquire the linguistic patterns of

their parents and members of their immediate

communities.

7. Specific features of the linguistic environment

account for some of the differences in the nature of

language acquisition between and within groups,

for example, using specific discourse styles, devel-

oping a large vocabulary, or learning modes of

politeness.

Human language is a complex system that relates

sound to meaning. An adequate description of lan-

guage requires, at minimum, the recognition of multi-

ple, interacting subsystems, each of which must be

acquired: pragmatics, semantics, syntax, morphology,

phonology, and the lexicon. Language production and

comprehension require the simultaneous, rapid pro-

cessing of information from all subsystems, which

are acquired without conscious reflection or formal

instruction.

Literacy develops upon the foundation provided by

language acquisition for children who are raised in

a literate social environment. From the earliest recog-

nition of street signs and product logos, to the earliest

experiences with books, stories, and other texts, chil-

dren’s literacy development interacts with language

development. For example, lexical development

(vocabulary) is an astoundingly rapid process. By age

3, a typical child will have a receptive vocabulary of

1,000 words. By age 6, a conservative estimate will

be 10,000 words. Children who are richly exposed to

the language of books will tend to acquire a more var-

ied, rich vocabulary, which will, in turn, enable them

to successfully engage with ever more challenging

texts.

Children who are exposed to the alphabet from an

early age will begin to associate letter names with the

visual letters and later will begin to associate some

speech sounds with letters. Nursery rhymes and chil-

dren’s songs and poetry will help children recognize

(and become ‘‘aware of’’) features of speech sounds

and words, for example, rhymes linking ending

sounds of words and alliteration drawing attention to

beginning sounds. Taken together, such experiences

support phonological development and, in particular,

phonemic awareness.
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Family literacy provides children with many

opportunities for learning the basic features of oral

and written language. When parents read to children,

or tell stories, sing songs, share family histories, say

prayers, and so forth, they are providing opportunities

for children to experience the pleasure of powerful

texts and to become sensitive to the structures of nar-

rative. Children’s listening comprehension for texts

will far exceed their independent reading skills for

most of the elementary school years.

Finally, children who are given opportunities for

writing in the preschool years will have further occa-

sions for linking letters to sounds to meanings.

Whether with magnetic letters, alphabet blocks, pens

and pencils, or computer keyboards, children will

string together letters in an attempt to ‘‘write’’ and to

have adults ‘‘read’’ their creations. What children

begin to learn is that written symbols correspond to

speech. All early literacy experiences provide children

with richly important opportunities to learn the rela-

tion between print and language.

Under the circumstances of exposure to a genuinely

bilingual home or community, children from infancy

can develop two languages simultaneously. In many

places in the world, bilingualism is the norm. When

children are immersed in a second language during

the preschool years, and where that language is used

for the full range of communicative purposes, children

can achieve fluent bilingualism to the same levels of

competence of monolingual children within a few

years. However, when children first encounter a sec-

ond language in the context of an elementary school

classroom, where instruction (and especially literacy

instruction) is primarily in the second language, then

the children will face greater challenges in acquiring

that language and developing literacy. Greater home

support for the two languages and literacy in both

languages will make it more likely for children to

succeed.

Children whose home language is other than

English may appear to be fluent in English because

they have acquired the ‘‘language of the playground’’

during preschool and kindergarten experiences. How-

ever, some of these children will exhibit fluency but

not have achieved proficiency in the language to the

level that will readily support literacy development. A

first grader whose home language is other than

English may appear fluent even if the child has com-

mand of only 1,500 words of English. That number,

however, is far less than the 10,000 or more words

known by the monolingual English child growing up

within a literate family. On the other hand, the child

whose home language is, for example, Spanish, and

whose parents provide a literate home environment in

Spanish, will acquire the essential early literacy com-

petencies in Spanish and be better prepared to transfer

those competencies to the English-speaking context.

Beginning Literacy

Children who enter school with those experiences that

support language development and early literacy

learning begin more formal literacy instruction with

• knowledge of the language,
• an extensive vocabulary,
• initial phonemic awareness,
• knowledge of environmental print,
• knowledge of the alphabet,
• awareness of the organization of books and stories,
• experience with writing, and
• knowledge of some letter-sound correspondences.

Some children will also know some words and

names by sight. They may also have memorized

favorite stories or songs which they can ‘‘pretend’’ to

read, and they may have dictated or written their own

stories with the help of parents, siblings, or other care-

givers. A few children will have become ‘‘early read-

ers’’ who can read independently (whether silently or

aloud) from so-called chapter books that are com-

monly read in third or fourth grade.

Children who have not been exposed to the infor-

mal opportunities for literacy learning in the home will

enter kindergarten and first grade with a distinct disad-

vantage. In addition, children whose home language is

other than the language of the schools will have the

greatest challenge if they are expected to both learn

the language of the school and begin to read and write

for the first time in the unfamiliar language.

Kindergarten and first-grade classrooms should

provide a literate environment; that is, teachers and

students should engage in literate social practices for

authentic purposes in order to continue the powerful

informal learning that underlies language acquisition

and home literacy learning. Children need to share

with each other and to participate in reading and writ-

ing activities with competent adults who can model

their own literacy. Teachers need to read aloud from

the best of literature for children, as well as encourage
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children to read for themselves by first engaging in

shared reading and guided reading. Similarly, teachers

need to support children’s writing with varied oppor-

tunities, ranging from taking dictation, to shared and

guided writing, to independent writing.

Informal learning should be complemented by for-

mal instruction. To succeed in becoming literate,

some children may need only to be exposed to com-

petent models. Most children, however, will also

require direct instruction that will guide them through

the intricacies of letter-sound correspondences, the

vast number of irregularities of English spellings

(both for reading and writing), the complexities of

comprehension across diverse genres, and the chal-

lenges of writing narrative and exposition for various

audiences. A number of children—estimates range

from 1% or 3% all the way to 10% or 20%—will

experience greater difficulties achieving literacy, even

when English is their first language and their parents

provide a literate home environment. These children

will require further, expert direct instruction, such as

that provided by Reading Recovery, or other one-to-

one tutor programs. Research clearly indicates that

early, intensive intervention is more likely to be suc-

cessful than later interventions.

Direct, planned, explicit instruction may take many

forms. Researchers and practitioners continue to dis-

pute the exact nature of direct instruction. Some call

for rigid scripts, lesson sequences, highly controlled

texts, and heightened attention to isolated, specific

features of print, for example, letter-sound correspon-

dences (sometimes referred to as phoneme-grapheme

relations). Others call for direct instruction in the con-

text carefully chosen, quality literature that will main-

tain a meaningful context while also allowing success

(reading with comprehension) and attention to specific

features of print. Collections of recommended books

are sometimes ‘‘leveled’’ in an effort to more accu-

rately determine appropriate ‘‘instructional-level’’

materials. Greater training of teachers and greater

varieties of books and materials are required for the

latter approach.

The general consensus of teachers in the field is

that a balanced or integrative approach is best, with

flexibility in arrangements of whole class, small

group, and individual instruction, which itself ranges

from well-crafted informal learning environments to

expertly planned formal learning opportunities. The

primary goal of an integrative approach is to sustain

meaningfulness within an authentic literate classroom

environment, while also providing explicit, direct

instruction where it is judged to be most needed,

including judicious attention to practice with isolated

features of the language. Children need time to read

and write for pleasure and for the range of authentic

purposes. Instruction should build on prior knowl-

edge, provide support where needed (scaffolds), and

present challenges in reasonable measure to advance

children’s competencies. Moreover, instruction should

be guided by careful observation and ongoing assess-

ment of children’s successes and struggles; thus,

instruction is responsive to the requirements of spe-

cific children in specific circumstances.

Reading and writing, like language processing (lis-

tening and speaking), require the simultaneous, rapid

processing of multiple levels of information; this is

also called parallel processing. At a minimum, the

levels include

• orthographic (letters, spellings, capitalization,

punctuation),
• phonological (sounds),
• morphological (word forms, plurals, tenses,

prefixes, suffixes, etc.),
• syntactic (clause structures and sentences, larger

discourse),
• lexical (properties of words, including sounds,

spellings, and meanings),
• semantic (meaning and comprehension),
• pragmatic (intentions, e.g., narrative and

expository), and
• cultural (e.g., assumptions, background knowledge,

and cultural expectations).

Fluent, independent reading and writing require

competence within each of these levels of processing.

Instructional approaches that substantially neglect cer-

tain levels while attending exclusively to others, or

that focus on reading while neglecting writing, will be

less successful in supporting full literacy development.

Development
Toward Independence

If English provided a perfect alphabet system, then it

might be possible for children to learn the alphabetic

principle (letter-sound correspondences) in 2 or 3

months in first grade, and then all other language arts

instruction would be directed toward developing lan-

guage: greater vocabulary, more subtle comprehen-

sion, writing for an audience, greater knowledge of
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the physical and social world through texts. Learning

to read, as such, would be very easy. The complexity

of the English orthography tends, however, to require

3 or more years for children to gain independence in

reading sufficient to take full advantage of their oral

language competence. Learning to spell in English

becomes a lifelong challenge for many, including

many well-educated adults.

Learning to read (accurately, fluently, and with

comprehension) requires both frequent access to

demonstrations of mature literacy by competent models

and continued direct instruction in effective strategies

throughout elementary school. The same may be said

for learning to write (including spelling, punctuation,

and conventions of composition). Both reading and

writing should be blended with other aspects of

language development and language arts instruction.

Discussions about the role of phonics in reading

instruction often ignore that in learning to write, chil-

dren are confronted with the complementary problem

of discovering the appropriate letters to represent

sounds. They soon learn that letter-sound correspon-

dences can take one only so far; word knowledge will

be required to make further progress (e.g., consider

homonyms, such as pear, pair, and pare, or words with

a common root, such as native, nation, and nature).

Thus, second- and third-grade instruction should

continue the practices initiated in kindergarten and

first grade, carefully advancing the richness and the

challenges of the literate environment (sustaining

informal learning), while continuing direct instruction

where needed as children encounter ever more com-

plex features of English. Exposure to larger vocabu-

laries, wider varieties of text, and more complex ideas

requires expert instruction that includes continuous

assessment of the progress of individual children and

the willingness to make instructional decisions based

on that information. An integrative approach remains

the consensus of experts in the field, though differ-

ences of opinion persist concerning the day-by-day,

lesson-by-lesson recommendations. Those differences

remain largely matters of emphasis.

Developing
Proficiency and Fluency

Extending the practices outlined in the previous

section, the goals of the intermediate grades shift

from learning to read to reading to learn—across the

curriculum. Reading and writing are directed toward

developing knowledge and understanding in an

ever-expanding range of texts, genres, and purposes.

Students continue to need opportunities for collabora-

tive, informal learning within an authentic literate

environment where teachers continue to model their

competencies. They also continue to need explicit

demonstrations, direct instruction, opportunity to prac-

tice, encouragement to achieve fluency as well as

precision, and high expectations. Students need to

engage in literacy for authentic purposes, for example,

to write for genuine audiences (beyond the classroom

teacher alone) and to read for interest, pleasure, and

self-directed learning.

Those students who, for various reasons, are still

struggling with beginning reading and writing require

special opportunities, individually or in small groups,

for accelerated learning, guided by master teachers

with the goal of having them catch up to their peers.

Such instruction will be directed toward the students’

greatest challenges (e.g., phonics, comprehension

strategies, or gaining necessary knowledge of English)

and will support and build upon those areas within

which the students have the greatest successes. Late

interventions are less likely to achieve rapid results

than earlier interventions, and they will tend to require

greater allocation of resources. Support for home liter-

acy and English language learning should be incorpo-

rated where appropriate.

Literacy Programs

In the United States, a long tradition of cooperation

exists between school systems and numerous publish-

ers and curriculum developers, who also work closely

with national professional associations and universi-

ties, in the design of literacy programs. At present,

more than 20 well-known reading and writing pro-

grams are available from publishers, foundations, and

universities, and each offers attention to

• mechanics of reading (graphophonemic details,

visual processes),
• reading comprehension (strategies, purposes, and

critical reading),
• literature (varied genres),
• spelling and punctuation,
• word knowledge, vocabulary,
• grammar and conventions of written language,
• writing expressively and persuasively (with revision

and editing),

614 Literacy



• approaches to maintaining motivation and pleasure

in literacy,
• approaches to integrating the language arts and liter-

acy across the curriculum, and
• using reading and writing as tools for thinking and

learning about the world.

Each also provides some form of assessment or

recordkeeping procedures to aid teachers and adminis-

trators in ongoing program planning. Most also include

attention to new technologies. Some focus on chil-

dren with specific difficulties (e.g., dyslexia or other

reading disabilities), and others focus on the needs

of children acquiring English as a second language.

Yet, all draw from the same understandings of what

reading and writing entail and what variety of class-

room activities are available to support literacy

development. Publishers and program developers

have combined, balanced, and integrated the differ-

ent elements in the previous list, each with some dif-

ference in emphasis.

There is no experimental research that definitively

identifies one variant program as superior to another.

Such research is not even possible because of the

practical limits of experimentation with human sub-

jects in the real world. When critics demand proof

from randomized, experimental field studies, they

must settle for small-scale studies completed with

small populations in specific locations, with particu-

lar, uncontrolled local conditions. Sorting through this

research was indeed the task of the National Research

Council (see Preventing Reading Difficulties in Young

Children, 1998) and the National Reading Panel

(results published by the National Institute of Child

Health and Human Development, in 2000).

Their findings mention a few specific programs but

focus on underlying, common features that have been

shown to contribute to the success of various programs.

Socioeconomic Conditions

All children throughout the world acquire their par-

ents’ language—the ‘‘mother tongue.’’ All learn the

discourse patterns of their families and communities.

Language is universal, but literacy is not. In addition,

the conditions of schooling and literacy are not equally

distributed in society.

It is well established that socioeconomic conditions

are powerful predictors of both literacy and school suc-

cess. Where it is possible to establish good measures of

family literacy (levels of parents’ education and liter-

acy practices in the home) and sensitive measures of

family support for schooling and literacy (e.g., parents’

beliefs about the value of school success and literacy),

these factors can be combined with economic condi-

tions to produce multiple correlations that reach .8 or

higher.

What this suggests is that the unique contributions

of the schools (and teachers) should be understood in

relation to other social conditions. It follows that

research that focuses exclusively on school-based con-

ditions will be overlooking important, powerful condi-

tions. Also, it follows that only marginal differences

will be found by new research into competing school-

based programs, which, with minor differences, are

themselves guided by the same body of knowledge

and understandings of literacy development.

In the current debates on literacy, there is an

astounding silence on these issues. Most reports focus

on the school or the classroom and largely avoid the

larger social issues. In the call for consensus and the

pressure for ‘‘best practices,’’ there is an explicit bias

toward considering only the scientifically based

research, which is defined to mean only rigorously con-

trolled experimental and quasi-experimental designs.

Because students (and parents) cannot be randomly

assigned to socioeconomic categories, those variables,

arguably the most powerful, are recognized in most

research designs only as the ‘‘co-variates’’—that is,

efforts are made to control them rather than to directly

investigate them. Other research approaches, especially

ethnographic models, which can more fully investigate

sociocultural and economic influences, are given less

attention in the current reports. Quantification, control,

and replication are preferred over long-term, careful

documentation of complex systems.

Future Directions

The biological and social foundations of language

acquisition are now reasonably well understood. In

a similar sense, the nature of family literacy and

school curricula that support reading and writing and

the full scope of literacy development are well under-

stood. Questions remain as to how best support lan-

guage and literacy for children with special needs and

for children who are learning English as a second lan-

guage. There is consensus, however, that excellent

and expert teaching succeeds when conditions are

most conducive, especially in relation to community
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support and to institutional variables such as the num-

ber of children who are to receive attention at the

same time from the teacher. Children benefit the most

when teachers can move flexibly among large-group,

small-group, and individual modes of instruction.

The general consensus of teachers in the field is

that a balanced or integrative approach is best, with

both expertly planned formal learning opportunities

and well-crafted informal learning environments

(including competent models and demonstrations).

The primary goal of an integrative approach is to sus-

tain meaningfulness within an authentic literate class-

room environment, while also providing explicit,

direct instruction where it is judged to be most

needed. Moreover, instruction should be guided by

careful observation and ongoing assessment of chil-

dren’s successes and struggles; thus, instruction will

be responsive to the requirements of individual chil-

dren in specific circumstances.

Continued investigation of the social, linguistic,

economic, and political conditions of literacy develop-

ment should be included within the current attention

to best practices and experimental research efforts to

compare one specified program with another. Only

then will we have the opportunity to move closer to

universal literacy and full participation in the cultural,

economic, and political life of this society.

William T. Stokes

See also Assessment; English as a Second Language;

Reading Comprehension Strategies
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LONGITUDINAL RESEARCH

Longitudinal research is generally defined as studies

that investigate change over time with the same

cohort(s). This definition characterizes four key fea-

tures of longitudinal research.

First, by change, it means that longitudinal studies

focus on a dynamic process rather than a static status

as the outcome variable. A process is a series of

changes from the initial status to the final status

through various intermediate statuses. In a methodolog-

ical term, one status is often called one wave. Thus,

longitudinal studies use multiple waves to represent

a process.

Second, by over time, it means that longitudinal

studies must include the time dimension as the funda-

mental predictor. A multiwave process can be consid-

ered as a function of time, and various substantive

predictors (e.g., gender or IQ scores) can be used to

explain the process, as in nonlongitudinal studies.

Third, by with the same cohort(s), it means that

longitudinal studies typically measure the same group

of individuals (i.e., one cohort) repeatedly over time

to examine the intraindividual changes (e.g., each stu-

dent’s reading development) as well as interindividual

differences (e.g., gender differences in reading devel-

opment). In some cases, a longitudinal study repeat-

edly measures just one same individual (e.g., the

single-subject study) or multiple cohorts (e.g., the
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cohort-sequential study). Longitudinal studies focus

on changes within the same cohorts, whereas cross-

sectional studies focus on differences across different

cohorts.

Fourth, by investigate, it means that longitudinal

studies are not limited to repeated measurement or

analysis of change over time. Instead, longitudinal

design, longitudinal measurement, and longitudinal

analysis represent not only the three areas of longitudi-

nal research methodology as an established field of

study but also three major phases of a longitudinal

study.

Learning, teaching, education, development, inter-

vention, and various psychological processes are essen-

tially intended to produce desirable changes among

human beings. Thus, focusing on change over time,

longitudinal research can be considered the method of

choice for the social and behavioral sciences in general

and educational psychology in particular. This entry

presents basic methodological issues of longitudinal

design, measurement, and analysis and provides real-

life examples of empirical longitudinal studies.

Longitudinal Design

Longitudinal design concerns how to collect longitu-

dinal data to address longitudinal research questions.

To study children’s social development, for instance,

Anthony Pellegrini and his collaborators conducted

a longitudinal study to examine games (e.g., chanting,

chasing, playing balls, jumping rope, clapping) that

the first graders played on the school playground.

Specifically, they addressed two major research ques-

tions: whether there were any changes in games and

why these changes occurred. They chose to use a sin-

gle cohort, a total of 77 students in all first-grade clas-

ses from two neighboring schools. They collected

three waves of data, mainly observing the change in

frequency and variation of these students’ games that

were played in September, January, and May. They

focused their observations on children’s games at

recess, a good time window to see children’s free

interactions at school, during their entire first-grade

year as their first experience of full-day mandatory

schooling in the 1995–1996 school year, with an

interval of over 3 months. They found that there was

a significant increase in frequency of game activities

over the entire year, and this increase was signifi-

cantly influenced by gender and ethical differences.

This example illustrates that at least four specific

issues, the question design, cohort design, wave

design, and time design, need to be considered care-

fully in designing a sound longitudinal study.

First, a longitudinal study must address research

questions that are clearly related to change over time.

There are generally three kinds of research questions

with a longitudinal nature: (1) Does change occur

over time? To answer this question, researchers must

examine the initial status and final status of a process

(e.g., examine the frequency of first-graders’ games

played on the school playground in September 1995

to May 1996). (2) How does change occur over time?

To answer this question, researchers must look at the

initial status, final status, and a few intermediate

statuses of a process (e.g., observe the frequency of

first-graders’ school playground games in September,

January, and May). (3) Why does change occur over

time? To answer the why question, researchers need

to examine not only a multiwave process but also var-

ious substantive predictors that might contribute to

the process (e.g., estimate both gender differences and

race differences in changes of school playground

games in the first-grade year).

Second, it is important to decide how many cohorts

will be used. In education and psychology, a typical

longitudinal design is a quasi-experimental design; that

is, one single nonrandomized cohort is investigated

repeatedly over time. To address different research ques-

tions, longitudinal researchers have used a wide variety

of longitudinal designs, such as intervention design,

cohort-sequential design, microdevelopmental design,

life-span study design, nonexperiment design, and even

occasionally true-experimental design that randomly

assigns human subjects to experiment and control groups

to increase internal validity. Longitudinal methodologists

Judith Singer and John Willett recommended the cohort-

sequential design for effectively collecting longitudinal

data in a limited time period by studying multiple age

cohorts simultaneously.

Third, it is also important to determine how many

waves of data need to be collected. Two waves of data

enable the researcher to address only the research

question of whether change occurs over time, whereas

three or more waves of data help the researcher to

address the question of how change occurs over time.

Singer and Willett found that increasing the number

of waves of data collection substantially reduces the

standard error of individual rate of change and signifi-

cantly increases the reliability of estimated rate of

change and thus suggest collecting extra waves of data
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even at the cost of the total sample size. Two types of

special longitudinal designs, the time series design

and single-subject design, normally include more than

10 waves of data to discover underlying patterns.

Finally, longitudinal researchers need to consider

the issue of time thoughtfully, because the precision of

estimating individual change depends more on the

duration, frequency, interval, and timing of the waves

of data collection. For instance, how long must the

study last (e.g., 1 semester, 3 years, or 4 decades to

capture the target behavioral change)? When will the

study start (e.g., age 13 or age 17 to reduce the cohort

effect)? What interval should be used (e.g., four times

per semester or once per decade to reduce the practice

effect)? What specific time is the best time to collect

data (e.g., before the No Child Left Behind Act was

implemented or after the Act to avoid the historical

effect)? Recently, differing from the time design of

conventional longitudinal studies of change over years

or decades, microdevelopmental designs that intensely

investigate over a short period of time have been exten-

sively used by developmental psychologist to capture

ongoing transitions in a critical period of time (e.g.,

examining second-graders’ change in the use of differ-

ent arithmetic strategies 10 times within 1 week).

Longitudinal Measurement

Longitudinal measurement concerns how to develop

valid, reliable, and equitable measures for examining

behavioral change over time. A longitudinal study

normally involves three types of measures: (1) the

outcome variable, which can be either continuous or

dichotomous but must be time-variant to represent

a multiwave process (e.g., initial, middle, and final IQ

scores); (2) the time predictor, which can be either

discrete or continuous but must be sensitive enough to

capture change over a specific time period (e.g.,

studying early reading development for 3 years with

the interval of 3 months); and (3) the substantive pre-

dictor, which can be either continuous or dichotomous

and either time-variant or time-invariant (e.g., gender

and change of socioeconomic status over 10 years).

These three types of variables form the empirical foun-

dation for subsequent longitudinal analysis of data, and

whether these variables are valid, reliable, and equita-

ble determines the quality of a longitudinal research.

Marlene Schommer and her collaborators, for exam-

ple, examined whether and why there was improve-

ment in high-school students’ epistemological beliefs

(e.g., ‘‘really smart students don’t have to work hard’’).

They developed a 63-item questionnaire on a 5-point

Likert scale with adequate validity and reliability and

used it to assess students’ epistemological beliefs twice

as the outcome variable. They focused on the 3-year

period between the freshman year to the senior year in

the high school between January 1992 and January

1995, with 3 years as the interval, as the time predictor.

They used gender as the substantive predictor. With

these measures, they found significant improvement in

epistemological beliefs as well as gender main effect

(girls had better beliefs) and gender-year interaction

effect (gender difference was greater after 3 years).

In another longitudinal study, David Kaplan and

Sharon Walpole examined 3,575 students’ early read-

ing development across kindergarten and first grade.

Their outcome variable was four-wave dichotomous

measures of reading skills, a pass or fail score at a

particular skill level on a Gutman scale. They focused

on a 2-year period (1998–1999) at four time points (fall

kindergarten, spring kindergarten, fall first grade, spring

first grade). The substantive predictor was poverty status

in 1998, a dichotomous predictor of whether the child’s

household was below or above the poverty line. Based

on these measures, they found that children living below

poverty are less likely to experience successful reading

transitions than their above-poverty peers.

A unique and controversial feature in longitudinal

measurement is that normally the same instrument

ought to be used repeatedly over time to generate

time-variant outcome variables or substantive predic-

tors. This produces the test practice effect, or penal

conditioning effect, which reduces validity and reli-

ability of measurement, especially while many waves

of data are collected and the between-wave interval is

small. Some methodologists suggest avoiding change

scores completely, whereas others have considered

recently that this practice effect is small. In addition,

some methodologists suggest developing equitable ver-

sions of the same instrument for repeated use (like ETS

in building a large item pool for the TOEFL or the

GRE), some encourage using dichotomous variables

with clear-cut criteria, and others advocate unobtrusive

measures through nonactive observations.

Longitudinal Analysis

Longitudinal analysis concerns how to analyze longi-

tudinal data to address various kinds of research ques-

tions about change over time. Regression analysis and
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repeated measures analysis of variance (ANOVA)

are two, widely used, simple statistical methods for

longitudinal data analysis in educational psychology

research. For instance, to examine what factors influ-

enced high-risk children’s math achievement scores,

Shane Jimerson and others conducted a regression

analysis by using five predictors (students’ years in

special education, behavior assessment scores, paren-

tal involvement, home environment, and socioeco-

nomic status) to predict differences in math scores

between Grades 1 and 6 as the outcome variable. The

results indicate that only socioeconomic status was

the significant predictor of the math score difference.

Here, regression analysis can handle only two-wave

data when the outcome variable is either the final sta-

tus or the difference between the initial and final sta-

tus. It is the most rudimental data analysis method. In

another study, Pellegrini and others ran repeated mea-

sures ANOVA to examine whether and why there

were any changes in children’s playground games at

recess across the three time points. They used the fre-

quency of the total games observed at three time

points as the within-subject variable, and gender and

race as the between-subject variable. They found sig-

nificant effects of time, gender, and race. Better than

regression analysis, repeated measures ANOVA can

handle three or more waves of data by treating one

multiple-wave outcome variable as multiple depen-

dent variables in the multivariate analysis of variance

(MANOVA) context.

Among various newly emerging advanced longitu-

dinal data analysis methods, multilevel growth model-

ing and survival analysis are among the best tools to

effectively analyze multiwave longitudinal data and

address complex research questions. For instance,

Zheng Yan fitted a basic two-level growth model to

examine how and why a group of students’ perfor-

mance of using a statistic program changed across

four waves for one semester. The level-1 model fitted

individual trajectories of students’ performance at

four time points to describe within-individual change

as a function of time, and the level-2 model further

examined the intercept and slope of the average fitted

lines to explain between-individual difference as

a function of four substantive predictors. The findings

indicate that only students’ previous experience of

using computer network systems affected the initial

status of learning and that none of four substantive pre-

dictors influenced the rate of learning. The multilevel

growth model is powerful, flexible, and integrative in

analyzing complex longitudinal data that are not only

multiwave but also multilayer (e.g., using structural

equation modeling [SEM] for manifest and measure

variables), multilevel (e.g., using hierarchical linear

modeling [HLM]), multivariable (e.g., using MAN-

OVA), and multipath (e.g., using path analysis). While

the multilevel growth model can effectively analyze

complete continuous longitudinal data, survival analy-

sis can effectively analyze complex dichotomous longi-

tudinal data. These advanced methods overcome the

obvious weakness of regression analysis and repeated

measures ANOVA and create new opportunities to

entertain rich longitudinal data and address complex

longitudinal research questions.

Future Directions

Although longitudinal research has been performed for

more than a century, it has not yet reached its full

potential. It is currently enjoying a fast growth and will

become a true method of choice in the social and

behavioral sciences. The promising directions of longi-

tudinal research might include (a) addressing research

questions about very complex and dynamic changes

over time in the real world; (b) performing Internet-

based automatic data collection in authentic settings

and collecting natural data through the use of digital

video technology; (c) developing computer-generated

measurements and unobtrusive measurements; (d) con-

ducting nonlinear dynamic modeling, computer simula-

tion, and mixed qualitative-quantitative data analysis;

and (e) witnessing productive dialogues between longi-

tudinal methodologists and longitudinal practitioners.

Zheng Yan and Lailei Lou

See also Cross-Sectional Research; Measurement
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LONG-TERM MEMORY

Long-term memory (LTM) refers to people’s vast

storehouse of retrievable information other than per-

ceptual and short-term memory. It usually remains

dormant until activated by a particular stimulus

event and is divided into a couple of components:

episodic LTM, which contains individuals’ personal

histories, their recollections of what, when, and

where events have occurred in their past; and seman-

tic LTM, which is individuals’ storehouse of knowl-

edge that is not time dependent. Research of

episodic LTM focuses on two main categories: for-

getting and remembering.

Theories of Long-Term Memory

An early theory of LTM was the perceptual moment

hypothesis. This theory proposed that people encode

information in 100-millisecond bundles and store

them into memory as an unbroken record, a continu-

ous loop—10 snapshots per second, 600 per minute,

and more than 500,000 per 16-hour day. This theory

did not explain how or where these memories were

stored or how they could be retrieved. Presumably

most memories remained hidden from people except

for unexpected remembrances or purposeful efforts to

recall. Dreams, often comprising mindless yet vivid

segments, might draw their substance from random

samplings from this loop.

Subsequent research by the eminent neurologist

Wilder Penfield lent credence to this theory. Penfield

operated on patients who were afflicted with violent

epileptic seizures. Removal of damaged regions of the

brain often reduced the severity of the seizure. Before

surgery, and with the patient fully conscious, Penfield

applied a mild electrical current (which produces no

pain) to exposed regions of the brain. How the patient

responded to the current helped Penfield distinguish

damaged tissue from healthy tissue. Many points of

stimulation produced utterances and body movements.

However, when regions of the temporal lobe were

stimulated, vivid memories moving forward in real

time were reported, as if this continuous ‘‘memory

loop’’ had been engaged at some temporal location.

One patient, a stenographer 10 years earlier, stated, ‘‘I

could see the desks. I was there, and someone was

calling to me, a man leaning on a desk with a pencil

in his hand.’’ Another reported, ‘‘I hear music again,’’

and began to hum along, later noting, ‘‘There were

instruments. It was as though it were being played by

an orchestra. Definitely it was not as though I were

imagining the tune to myself. I actually heard it.’’

Penfield, who operated on more than 1,000 patients,

concluded that he had tapped into a ‘‘stream of con-

sciousness’’ reflecting memories stored many years

earlier.

However, not all patients reported re-activated

memories, and other scientists could not replicate

Penfield’s findings. Other scientists simply were skep-

tical of the claims by Penfield, and this line of

research largely disappeared.

Today, researchers know that some of Penfield’s

speculations, provocative as they were, must be

incomplete if not wrong. For one, memories cannot

be a veridical encoding of an event, like an unbiased

camera recording of each day’s activities. Rather,

memories often contain embellishments, added at

later points in time. Memories can even be created for

an event that never occurred at all. In short, people

store not only what they have experienced but also

significant ‘‘add-ons’’ that can alter or distort the orig-

inal memory. Second, it seems likely that people filter

their experiences based on what engages their atten-

tion and emotions. What escapes their attention is

likely not encoded at all and, therefore, is absent from

memory.

To appreciate the complexities of human memory,

it is important to start from a somewhat different but

broader perspective.
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Multiple Memories

People have more than one kind of memory. They

have perceptual memories, one for each modality, that

last literally for a few fleeting milliseconds. If you are

careful, you can catch these brief memories—watch

something involving motion and quickly close your

eyes. You may capture a vivid image of the event

before it fades. These brief sensory stores are proba-

bly the entry points of most memories.

People have a working or short-term memory

(STM) as well, and this is where their consciousness

resides. Working memory is limited in what a person

can hold or attend to—a handful of digits or words—

and today’s study of working memory has linked it to

the comprehension of ongoing events, as in reading of

a book, following a conversation, or solving a puzzle.

In this ever-changing world, these dynamic events

enter and leave people’s consciousness, leaving

behind a trace that lasts no more than 15–30 seconds.

People also have LTM, described in the opening

paragraph to this entry as consisting of episodic mem-

ory and semantic memory. A person may forget what

he or she had for lunch last Monday (episodic mem-

ory) but not the meaning of lunch itself (semantic

memory). LTM also includes procedural memory,

which is people’s knowledge of sequences, events that

occur in temporal order, such as riding a bike, typing

on a keyboard, or driving a stick-shift.

These different memories communicate with each

other, with the encoding of sensory and perceptual

events making contact with LTM structures (‘‘Was

that Christopher?’’), and the STM operating on LTM

structures activated by current events and mentations

(‘‘What president followed Lincoln?’’). People’s

ruminations can be sent back to LTM with embellish-

ment (‘‘I think she smiled at me!’’), whether true or

not. Some LTM memories flow into consciousness

for personal examination (declarative memory),

whereas other memories remain hidden below the

level of consciousness yet remain capable of influenc-

ing a person’s behavior (implicit memory).

The reason for all these memories is because

research findings demand them. There is little correla-

tion between STM and LTM, and thus, STM and

LTM must be qualitatively different memory struc-

tures. How many digits or words a person can recite

back in correct order before failing (STM) does not

predict how many pictures a person can recognize

1 month after viewing (LTM). Variables that affect

performance in an explicit memory task can be differ-

ent from those that affect implicit memory.

Different brain mechanisms likely subserve these

different memories. Damage to the hippocampus

(located in the medial temporal lobe) destroys neither

STM nor LTM. However, once damaged, no informa-

tion entering STM can be passed onto permanent

LTM storage, and episodic LTM stops at the time of

hippocampal damage. Skills and habits are associated

with the striatum; emotional responses and simple

conditioning involve the amygdala. Damage from

stroke can result in word aphasias (semantic memory

deficits) that leave memories from the past (episodic)

undisturbed, or the reverse. Positron-emission tomog-

raphy (PET) scans reveal that different regions light

up in response to semantic versus episodic retrieval.

Therefore, the multimodal theory of human memory

is embraced by most researchers.

There are other processes that operate in memory

as well, called control processes. These include the

operations that are applied to memories, like rehears-

ing a telephone number, forming a mental image, and

attending to a message embedded within a complex

of competing events. Some researchers have specu-

lated that thinking and control processes are one and

the same.

Episodic Long-Term Memories

Researchers often divide their investigation of epi-

sodic LTM into two broad categories: what makes

people forget and what makes people remember.

This simple division captures a number of topics of

memory research, like state-dependent learning, eye-

witness accuracy, autobiographical memory, flashbulb

memories, imagination and memory, and so on.

Theories of Forgetting

Over the past 100 years, four major theories of for-

getting have been proposed, broadly defined as trace

decay, trace interference, trace retrieval, and trace

distortion. Trace decay theory (formally called the

theory of disuse) suggested that the passage of time

itself was sufficient to cause forgetting. Literally, what

is not used is lost, and the longer the passage of time

was, the weaker the memory became. Although it is

true that people’s memory for more distant events

will, almost without exception, be worse than their

memory for more recent events, the passage of time
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cannot be the sole (or even major) cause of forgetting.

Rather, what happens during time is critical, and this

discovery formed the basis for the next theory.

Interference theory, the dominant theory of forget-

ting from the 1930s to the 1970s, emphasized the

importance of prior and intervening learning on forget-

ting. Two types of interference were proposed: retroac-

tive and proactive interference. Retroactive interference

is interference from learning that occurred between the

original experience and the later recollection of it. For

example, students who study American history in high

school might receive a different interpretation of the

same historical events from their college class. Some

time after college, students may find that they can

recall almost nothing of what was taught in their high-

school history class—the intervening activity had

‘‘associatively unlearned’’ their memory of the original

events.

Proactive interference is interference from learning

that occurred before the event a person is trying to

remember. The old adage ‘‘You can’t teach an old

dog new tricks’’ is a statement about proactive

interference—the old habits keep interfering with the

learning (or recollection) of a more recent habit (or

event). If you cannot remember where you parked

your car and find yourself at the location where you

parked on a previous day, blame proactive interfer-

ence. Interference theory proposed that all forgetting

was due either to prior or intervening events. The tip-

of-the-tongue phenomenon, the maddening experience

of being unable to remember a particular fact you are

certain you know, is thought to reflect the blocking of

a memory by competing events. Later, once the com-

petition has died down, the answer may flow back to

you.

Encoding specificity theory came into prominence

in the 1970s and continues today. Unlike interference

theory, with its emphasis on prior and intervening

events that block memory, this theory suggested that

forgetting reflected the lack of a good retrieval cue.

Find the correct cue, and a ‘‘forgotten’’ memory can

be retrieved. Encoding specificity theory proposed

that all experienced events are stored within a specific

external and internal context. The external context

included everything outside a person’s body—the

building the person is in, the sound of the overhead

fans, the people next to him or her. The internal envi-

ronment included the person’s mood, thoughts, and

mental state at that time. Because all events occur

within a context, the context can become associated

with the event. Importantly, this context can provide

the cues for successful retrieval of a forgotten event.

If you witness a crime on the street, the cues from the

physical environment and your concurrent mental

state become (potentially) associated with your mem-

ory of the event. Returning to the scene of a crime

(and perhaps having a beer, if you originally came

from a bar) may help you remember details of the

crime. State-dependent learning is part of the encod-

ing specificity theory; it suggests that people learn in

a particular state and that reinstatement of the original

context, both physical and mental, can help retrieve

a memory. Change the state, either physical or men-

tal, and the memory may be lost; return to the state,

and the memory flows into consciousness.

The memory literature is replete with marvelous

examples of how contextual reinstatement and retrieval

cues can be used to elicit an otherwise forgotten event.

Usually, the more retrieval cues there are, the better

the retrieval will be. Researchers in autobiographical

memory have documented that, with enough good

cues, people can retrieve events from many years

past that would otherwise be lost. The importance of

retrieval cues, lacking in interference theory, is the

centerpiece of encoding specificity theory.

The fourth theory of forgetting, currently popular,

is called overprinting, or memory distortion. Over-

printing suggests that memories are not so much for-

gotten as they are distorted by (or blended with)

subsequent activities. Elizabeth Loftus has demon-

strated that a variety of postevent factors, such as

hearing a later and different interpretation of a wit-

nessed event, can distort, perhaps permanently, a per-

son’s original memory. Researchers have found other

ways to distort a memory, such as repeatedly imagin-

ing the event in a different (and perhaps more pleas-

ing) way. With enough imaginings, the original

memory may be altered forever (‘‘Perhaps I wasn’t so

cowardly after all!’’). Another powerful way to distort

a memory is to supply a false narrative of an event

from your past, accompanied with an old photograph

of you and others. With enough urging, you may

eventually believe the narrative, even attaching a con-

spiratorial role to others in the photograph.

A remarkable demonstration of a false memory

was reported by Nicholas Spanos. College undergrad-

uates were contacted and told that they had been in an

innovative experiment involving ‘‘visual enrichment’’

on later cognitive development. Following their birth,

so the scam went, they were placed in a brightly
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decorated room with multicolored mobiles that hung

over their crib, and so forth. Some months later, and

under the guise of a different experiment, these same

students were asked to describe their earliest memo-

ries. Most of us cannot remember the initial 3 to 4

years of our lives (it’s called ‘‘childhood amnesia’’),

yet 50% of these students recalled memories for

events that occurred literally days after birth—bright

yellow and blue colors floating overhead, and so on.

These students maintained their hold on these earliest

memories even when they were told that the visual

enrichment experience was a bogus tale.

Separating reality from fantasy, once thought to be

the hallmark of sanity, is likely confused to varying

degrees in every person.

Factors That Enhance Long-Term Memory

What makes people remember is the flipside of

forgetting. Some factors that enhance memory have

been mentioned—reinstatement of context and pro-

viding retrieval cues that relate to a missing memory

increases the likelihood that a memory can be

retrieved. Other mundane practices also work, such

as repetition and spacing, as in trying to remember

the English meanings to Russian words. Levels of

processing theory, proposed by F. I. T. Craik and

R. S. Lockhart in 1972, suggest that deeper processing

of a word, a face, or an event will lead to more dura-

ble memories than shallow (rote) processing.

Other powerful techniques involving mnemonic

devices can also enhance memory. One technique

uses natural language mediators. A natural language

mediator is a translation, using language, that is

applied to an otherwise low-meaningful event. For

example, our license plate number, say NDZ-312,

might forever escape our memory. However, translat-

ing NDZ-312 to something like ‘‘Naked Danish

Zebras and there are 312 of them’’ might make it

stick. Making up a poem or a sentence also works,

using the first letter of each word as a cue. One exam-

ple from music teachers is ‘‘Every good boy does

fine.’’ Each word begins with a letter that identifies

one of the notes on the lines of the treble staff.

Weaving the events to be remembered into a simple

story or narrative is effective. Gordon Bower demon-

strated that subjects could remember 10 lists of 12

words, each studied for 1.5 minutes, at 94% accuracy

if each list was first translated into a story. The con-

trol group, left to their own devices but with the same

amount of study time, could remember only 14% of

the words.

Many powerful memory aids involve mental imag-

ery. The method of loci requires that you first identify

a familiar route or set of locations (like a walk

through campus from the psychology building to the

student union), so that the sequence can be readily

retrieved in order. The trick is now to form an interac-

tive image for each successive word (or item) to be

remembered with a location. At the time of recall, all

you need do is to take a mental walk along the route

and mentally inspect each location for the word resid-

ing there. The ancient Greeks used a much elaborated

version of this technique so that speeches could be

given without the aid of notes. Remarkably, the words

used on one occasion can be mentally erased and the

locations used again with a different list.

Other techniques use grouping or categorizing

techniques. A classic study demonstrated that a college

student could remember 79 consecutive digits by

relating every three or four spoken digits to running

events in track. This student took some 18 months of

training to achieve this outcome, so it can take some

practice, but it is a skill available to all. Presumably

these techniques achieve their success by providing

excellent retrieval cues at the time of recall, although

why imagery works so well is less well understood.

Semantic Long-Term Memory

LTM also includes semantic LTM. This is the stuff

a person knows but probably cannot remember when

he or she learned it. All words are concepts, as are the

natural categories (e.g., fruits, mammals) and higher-

order concepts such as aesthetic style, disease cate-

gories in medical diagnostics, social stereotypes, and

so on. Concepts are likely stored in semantic memory,

so semantic memory effectively constitutes a person’s

memory of knowledge and facts. How people learn

concepts and categories is one of the oldest issues in

memory, dating back to the ancient Greeks, with Aris-

totle dividing the world into 10 mutually exclusive

categories. Becoming an expert requires extensive

training for particular concepts. Radiologists, who

may have studied 100,000 x-rays, are experts in deci-

phering whether a particular x-ray likely contains one

of myriad disease categories or nothing at all.

A fundamental principle of semantic memory is

that concepts and relations are massively intercon-

nected, so that activation of one concept or idea is
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likely to prime other, related thoughts (activation

theory). Theorists have developed complex represen-

tations of semantic concepts and their relations, such

as multidimensional spaces. In these N-dimensional

models, objects are represented as points in space,

with related concepts nearby. Activate one concept,

and the rings of excitation move outward to activate

nearby ones, much like the expanding rings from

a pebble dropped into a pond.

Future Directions of Research

Other lines of research and different disciplines

involved in the study of LTM include the role of emo-

tion on memory, how children learn and remember,

and how memories from the different modalities are

fused into a coherent memory. Memory scientists

include cognitive psychologists, who study how much

a person can remember and what makes a person for-

get; neurocognitive scientists, who study brain activity

revealed by imaging techniques (PET scans and mag-

netic resonance imaging) in response to memory

probes; and animal psychologists, whose findings with

animals are often the first step to discovering impor-

tant principles of memory.

What of Penfield and the perceptual moment

hypothesis? Penfield’s contention that people remem-

ber only a small fraction of what is stored is undoubt-

edly true. The jury is still out on his claim that people

can uncover the ‘‘stream of consciousness’’ buried in

memory, and he failed to distinguish real memories

from memories fabricated and embellished by later

mentations. Regardless, this century promises to

reveal additional, extraordinary discoveries on the

nature of memories.

Donald Homa

See also Episodic Memory; Memory; Short-Term Memory
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M
The only man I know who behaves sensibly is my tailor; he takes my measurements anew each time he sees

me. The rest go on with their old measurements and expect me to fit them.

—George Bernard Shaw

MAINSTREAMING

The term mainstreaming describes the inclusion of

students with disabilities in schools and classrooms

with nondisabled students. Since the mid-1990s, edu-

cators have tended to abandon that term for another,

namely, inclusive education. The rationale for the

change was to emphasize the active role that schools

can play to effectively include students with disabil-

ities in the academic and social life of schooling.

Inclusive education refers less to a specific set of

practices or place for schooling than to an orientation

(i.e., a way of thinking), to an outlook or stance that

emphasizes the full membership and active participa-

tion of all students, regardless of perceived ability/

disability, race, class, or gender.

Although recognizing how individual differences

affect student performance, an inclusive model sug-

gests the importance of examining and refashioning

broader social contexts of education. A paradox of the

inclusive approach is that the very same factors that

prove necessary for effective, quality inclusion are also

those associated with quality education in general. Yet

despite this seeming confluence of a specific policy

agenda with a more universal goal, mainstreaming/

inclusion has been unevenly implemented and is less

available to certain segments of a school population.

Origins

The idea of mainstreaming in the United States grew

out of the American experience with civil rights

and the 1954 Supreme Court decision that separate

schooling based on racial designation was inherently

discriminatory; racial segregation led to students of

color feeling less capable and less worthy than others

and denied them access to full educational opportu-

nity. The key principle borrowed from civil rights

was the notion that children with disabilities are enti-

tled to an education and that this should be with their

nondisabled peers. The difference between main-

streaming policies that emerged and the classic Brown

v. Board of Education decision is that the extent to

which mainstreaming/inclusion would occur was left

up to professionals to determine, possibly in negotia-

tion with parents of children with disabilities.

In 1971, several families of children classified as

mentally retarded filed a lawsuit in the Common-

wealth of Pennsylvania, PARC v. Commonwealth of

Pennsylvania, to establish the right of their children

to receive an education. Actually, the case set forth

a number of principles, included among them are the

following five:

1. That the plaintiffs, all students classified as men-

tally retarded, had at great personal cost been

denied access to public education
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2. That all students could learn

3. That all students should be entitled to access public

education

4. That education should be provided in the ‘‘least

restrictive’’ setting possible; these parents asserted

that students with disabilities were entitled to be

included in classrooms with nondisabled students

unless it could be shown to be impossible, even

with specialized support services

5. That the education should be individually designed

to enable students to succeed

Findings in the PARC Consent Decree set the

stage for national policy fostering mainstreaming and,

subsequently, inclusive schooling. In 1975, Congress

passed Public Law (P.L.) 94–142, the Education for

All Handicapped Children Act. This law was later

amended and renamed the Individuals with Disabil-

ities Education Act, P.L. 105–17. While P.L. 94–142

did not make reference to mainstreaming or inclusion,

it did articulate a presumption that students with dis-

abilities should be included with their nondisabled

peers. Specifically, the law refers to the ‘‘least restric-

tive environment principle’’:

To the maximum extent appropriate, children with

disabilities, including children in public or private

institutions or care facilities, are educated with chil-

dren who are nondisabled; and special classes, sep-

arate schooling or other removal of children with

disabilities from regular educational environment

occurs only if the nature or severity of the disability

is such that education in regular classes with the

use of supplementary aids and services cannot be

achieve satisfactorily. (20 U.S.C. Sec. 1412[5])

The term least restrictive derives from American

legal reasoning that attempts to balance the exercise

of state interests with protection of individual rights.

Accordingly, the state should attempt to pursue its

interests—for example, to provide an education to its

children, including children with disabilities—in

a manner that least intrudes upon or violates individ-

ual rights protected by the Constitution, such as lib-

erty rights and freedom of association.

It is noteworthy that laws and regulations in Italy

preceded the U.S. policy and were consistently less

equivocal about inclusion. The Italians made inclu-

sion a national standard, with no room for excluding

any children. The Italian National Law 118, passed in

1971, mandates compulsory education for children

with disabilities in regular classes of public schools,

with no limitations or qualifications. Further law poli-

cies added that severity of disability should not pre-

vent integration and outlined guidelines specifying

class size, staff support, and number of children with

disabilities per classroom. In comparison to the Italian

policy, U.S. mainstreaming/inclusion policy leaves

much room to argue about inclusion, particularly

about how far it could go and for whom.

Mainstreaming in Practice

Early efforts to include students with disabilities in

regular schools were not without difficulties. Main-

streaming was generally viewed as something that

would occur student by student, individually and ten-

tatively, without fundamentally altering the practice

of maintaining a system of separate settings. The

maintenance of special settings is actually required in

law and is referred to as a continuum, ranging from

the regular class to ever more segregated, disabled-

only settings, from the resource room, to the special

class, to the special school, and then to the residential

institution or hospital.

In a national study of what was then called main-

streaming and later would be called inclusion, it was

found that some programs actually perpetuated a cer-

tain amount of exclusion. Biklen and his colleagues

described mainstreaming as taking these forms:

• Teacher Deals. This is where a school administrator

agreed to allow individual special education teach-

ers to place one or a few students out of the special

class into the regular class. The drawback to this

kind of arrangement is that it depends entirely on

the goodwill of individual teachers, lacks institu-

tional support and systematic planning, and is often

abandoned when difficulties arise concerning how

to adapt or modify the curriculum so that the stu-

dent(s) can be successful.
• Islands in the Mainstream. This refers to a version

of inclusion that is not very inclusive. A special

class is located in a regular school, and the only

interaction between students with and without dis-

abilities is that which occurs in the lunchroom, dur-

ing playground time, or in special subjects such as

art and music. This approach is problematic pre-

cisely because it fails to achieve inclusion across

the full school day and rarely leads to meaningful

social or academic inclusion.
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• Unconditional, Purposeful Inclusion. This refers to

a form of inclusion where school administrators as

well as teachers and parents plan together to make it

work. The approach is pursued in such a way that

difficulties are addressed as they occur. In this

model, inclusion is viewed as a permanent charac-

teristic of the school rather than as an experiment.

A decade later, another researcher found some-

what similar conditions in a more focused study.

Examining inclusion involving children with Down

syndrome, Kliewer presented three different status

positions that students with Down syndrome occupy

as analogous to foreigners in a new land:

1. Alien—the student is always treated as an outsider

and is basically kept separate or excluded

2. Squatter—the student occupies a space, but is

always subject to being removed or displaced

3. Citizen—here the student enjoys the right of

belonging and of participating in all aspects of

classroom and school life

In this model, the idea of achieving inclusion is

adopted as a central concern of the school, much as

one might embrace the goal of teaching mathematics

or literacy. Instead of seeing inclusion as something to

be achieved only by those students who prove them-

selves worthy of it, purposeful inclusion/citizenship

imagines the school engaging in reforms that create

a context where a student is fully immersed in the life

of the school.

Questions About Inclusion

Many questions arose as teachers and faculty consid-

ered implementing inclusion. The dominant one was

this: Is inclusion a good idea? Bogdan and Kugelmass

answer this question by challenging the question

itself, noting that asking whether inclusion is a good

idea is a bit like asking, Is Tuesday a good idea?

Their point is that the term mainstreaming exists, but

what it actually looks like and the results of pursuing

it will be determined not in some abstract, objective

sense, but by engaging in inclusive practice, studying

it, and adapting strategies in the process.

Among the many questions that have been raised

about inclusive schooling are the following: Will it be

more expensive than segregated services? Will it

require specialized training for which most teachers

are ill prepared? Is there research to demonstrate that

it works for students with certain disabilities but not

for others? Of course, this last question could be

framed the other way around, such that if one wanted

to forcibly exclude children on the basis of disability

research, one would have to prove that the educa-

tional results of segregation were substantially supe-

rior; otherwise, how could a limitation on freedom of

association be justified? Early research on each of the

above questions appeared to support mainstreaming.

Mainstreaming/inclusion appeared to minimize the

difficulty that students with severe disabilities might

experience in generalizing skills learned in one setting

to another; students with mild disabilities could be

served equally well in regular classes with support as

in resource rooms, and students’ acceptance of each

other appears to grow through proximity.

More recent analyses of inclusive education are sim-

ilarly supportive of the inclusion agenda, even at the

secondary level, where it is generally thought to be

more difficult and less widespread. Studies examining

the attitudes of general education teachers toward the

inclusion of students with disabilities suggest that sup-

port for the practice of inclusion improves with training

in specific methods related to it. And studies that

examine the relative benefits of inclusion over segrega-

tion for matched groups tend to demonstrate improved

results for the included students. For example, Fisher

and Meyer compared 40 students in two groups, self-

contained versus inclusive, and found that the inclusive

group made greater gains after 2 years on both aca-

demic and social scales. Using a posttest only, control

group design, Kennedy, Shikla, and Fryxell compared

two matched groups of middle school students on mea-

sures of social interaction, social support behavior, and

friendship networks. The students in the inclusive

setting reported significantly higher levels of contact

with peers than students in the self-contained setting.

In addition, they had larger friendship networks and

received and provided higher levels of social support.

Ryndak, Morrison, and Sommerstein explored

engagement with literacy activities for a young woman

who began her academic career in self-contained classes

and moved to an inclusive setting after 10 years. This

7-year case study provides compelling evidence of growth

in language and written literacy after moving to a class-

room with typical peers. Using a similar comparison-

across-settings approach, Dore, Dion, Wagner, and

Brunet observed two 15-year-old students in a self-

contained classroom from September to March and

then after their transfer to a regular classroom for the
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remainder of the school year. In the inclusive settings,

the students were less likely to be engaged in lecture and

activities similar to their peers and more likely to be

working on their own individual activities. However,

few modifications were made other than the presence of

a teaching assistant and limited tutoring. In a time

sample study of students with mental retardation labels

who spent at least part of their day in regular education

classrooms, Agran found that students with disabilities

were more likely to be working on standards-based tasks

in inclusive settings when compared to segregated set-

tings, where they were more likely to be working on

below-grade-level standards or Individualized Educa-

tion Program goals. Taken together, these studies dem-

onstrate possibly mixed results, which would confirm

the argument that the nature of programming associated

with mainstreaming/inclusion matters and that the

meaning of mainstreaming/inclusion cannot be under-

stood apart from evidence about the specific practices

done in its name.

Race, Class, and Inclusion/Exclusion

Ironically, in the years that have followed the 1954

Brown desegregation decision, special education has

been used to reinstate patterns of segregation. In

Washington, D.C., as revealed in Hobson v. Hansen

(1967), tracking of students followed racial lines such

that White students were typically placed in high-

track, or advanced, classes and Black students were

consigned to lower tracks and to special education.

Although the Hobson-era situation predated policies

that give preference to inclusion, the patterns of segre-

gation via special education placement revealed in

Hobson persist and are reflected in national data on

inclusion. The 26th Annual Report to Congress Office

of Special Education Programs (2004) finds that

• Black students are 3.04 times more likely to be

identified as mentally retarded and 2.25 times more

likely to be identified as emotionally disturbed than

all other ethnic groups.
• 28.5% of classified Black students spend more than

60% of the school day segregated in disabled-only

programs in comparison to 14.7% of classified

White students.

Ferri and Connor note that Black males are two

times more likely to be labeled mentally retarded in

38 states. Students of color are several times more

likely to be labeled either mentally retarded or

emotionally disturbed than are students from all other

ethnic backgrounds. Clearly, there is little consistency

across state lines in terms of segregation and integra-

tion practices. The general conclusion one can draw

from the national data on race and placement is that

the inclusion movement bypasses students of color.

Put another way, historic patterns of racial discrimina-

tion, including segregated schooling and inadequate

teaching, persist and may be aided by special educa-

tion as currently fashioned.

Principles of Inclusion

Much of the mainstreaming/inclusion literature focuses

on approaches or strategies. Below are some of the con-

cepts that have emerged in the literature. Essentially,

these are the ideas of people who have been active in

conducting research on and formulating demonstrations

of mainstreaming/inclusion practice; they are concepts

that are being used to frame mainstreaming/inclusion

work. Although not an exhaustive list, it provides

a sense of current goals and practices of inclusion.

Presumption of Competence

This assumes that all children are educable and

that the best approach to educating any child is not to

presume incompetence. When one presumes compe-

tence, the onus of responsibility for making education

work shifts to the teacher and to school administra-

tors, parents, and others. If a child appears not to be

learning, but is nevertheless presumed competent,

then educators must ask themselves what they can

do differently in order to see the competence. This

is similar to the concept of the Least Dangerous

Assumption introduced by Donnellan. Even in the

absence of evidence, educators should adopt practices

and policies that are least likely to limit potential.

According to this principle, for example, it is danger-

ous to assume that a student must be segregated, for

this may limit the child from having access to the

typical academic curriculum and to interaction with

typical peers. The less dangerous assumption is that

a child may benefit from inclusion.

Purposeful Inclusion and Citizenship

Ideally, educational leaders join with teachers and

parents to make inclusion work. And ideally, it will be

adopted not as an experiment—the danger of treating it
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as an experiment is that when difficulties arise, there

may be a tendency to abandon the experiment rather

than to do the hard work of trying other strategies—but

as a favored, even essential approach. In such a model,

inclusion will be regarded as purposeful, where the

student with a disability is seen as a full citizen in

a classroom of peers, and not as an outsider who is still

waiting for his or her immigration status to be trans-

formed from alien or squatter to citizen. The outstand-

ing examples of effective inclusion have occurred in

schools that have identified inclusion and/or belonging

as central goals, alongside the commitment to educate

both boys and girls or to honor equality for ethnic and

cultural minorities. In addition, schools that embrace

mainstreaming/inclusion often make a point of not

labeling students in public, everyday discourse. Stu-

dents are known by their names, their personalities,

their interests, and so on, rather than by the kinds of

support they require or by diagnostic labels.

Natural Proportions

To avoid overrepresentation of students with dis-

abilities, Brown suggests that a useful principle is to

create inclusive classrooms where disability is present

in ‘‘natural proportions’’; in other words, to the extent

that would be expected in a normal distribution within

society at large. Thus, children with disabilities would

expect to attend the schools they would have attended

if not disabled.

Development of Local
Understanding of Students

A key skill for teachers is observation. Sometimes

referred to as qualitative research, unobtrusive research,

phenomenology, grounded theory, inductive inquiry, or

participant observation, this research method examines

how children interact with and interpret the worlds

they encounter, and therefore how they learn. It is also

helpful to ask parents and teachers to describe those

situations where the student appeared to demonstrate

complex understanding of something. Invariably, they

are able to point to numerous examples, such as when

a child with cerebral palsy laughed before other stu-

dents at a complex joke. For educators, recognition of

such instances where students demonstrate complex

understanding is important, for they can extrapolate

from these and attempt to replicate those conditions

throughout the curriculum.

Universal Design

A concept borrowed from architecture, Universal

Design is the idea that instead of adapting a curricu-

lum that was designed for a narrow, ‘‘normal’’

segment of the population, the best way to design

instruction and curriculum is to consider the needs of

the broadest spectrum of the population at the outset,

such as a student who has differences in expressive

language or in receptive language, or differences in

mobility, hearing, or sight. Through universal design,

supports are available to a student in a way that

appears normative or natural, even elegant.

Multiple Intelligences

It is widely recognized that students have different

ways of learning. Some do well with lectures, whereas

others seem to make sense of lecture content only if it

is accompanied by hands-on activities or projects.

Others need visual displays of information along with

spoken representations. Gardner describes these diverse

ways of learning as multiple intelligences and recom-

mends that teachers consider how to deliver the curric-

ulum using all of the intelligences.

Building on the Literacies
That Students Bring to the Classroom

All students come to school having already learned

a great deal from family members and the commu-

nity. Many of the classic examples of effective teach-

ing, such as that described by Ashton-Warner about

her work with Maori children in New Zealand or by

Ladson-Billings in her book The Dreamkeepers, place

emphasis on how teachers can build on the knowledge

that students bring with them when they enter the

classroom. The role of education, then, is to create

curricula that take advantage of prior experience or

allow it to be revealed, and to foster productive

inquiry and reflective discourse.

Authentic Assessment

Routinely, schools and education systems evaluate

students by using standardized assessments. These may

or may not measure student performance in relation to

what they have been exposed to in class and what edu-

cators wanted them to learn. Authentic or criterion-

referenced assessment refers simply to evaluations that
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use the materials of the day-to-day curriculum to assess

student learning.

Listening to Affected People

Few resources have been as valuable to educators

as the firsthand narratives of people with disabilities.

Through these accounts, educators learn about how stu-

dents have interpreted the educational strategies they

experienced as well as their own self-invented strate-

gies. This principle recognizes that treating all students

the same could be discriminatory toward some if it

means that they cannot access the curriculum.

Cooperative Instruction

Even though students demonstrate dramatically

different skills and knowledge, they often benefit from

collaboration. One way to achieve this is through

what has been called cooperative learning or cooper-

ative instruction. The key principles to make this

work are to ensure that all students have an individual

role, that the total project result depends on each stu-

dent’s contribution, and where the individual student

contribution builds on and expands on a student’s

abilities and knowledge.

Access to Academic Curricula
With Appropriate Supports

It has sometimes surprised educators to learn that

even when students with certain disabilities were unable

to demonstrate their comprehension of the curriculum,

often the benefits of being in the classroom where the tra-

ditional academic content was being taught became

apparent several years later. That is, students were later

able to show that they acquired knowledge and skills

incidentally. However, simply granting access isn’t

enough—educators have to provide the supports needed

for students to participate and show what they know.

Friendships (Circles of Friends/Alliances)

It is well known that students’ tolerance and accep-

tance for each other and each other’s differences grows

when they are in proximity with each other and

engaged in shared activities. Recent research demon-

strates that with structured opportunities for interaction

and modeling by teachers and others, students with and

without disabilities learn to interact with each other

and can develop close personal friendships.

Scaffolding in the Zone
of Proximal Development

Educators’ applications of the Vygotskyan concept

of zones of proximal development involves examining

a child’s intellectual participation and hypothesizing

next steps that will stretch that engagement from the

skills a student demonstrates currently to imagined next

steps, all with teacher, peer, and material/curriculum

mediation. In addition, educators need to be always

thinking about the next environment for the students.

One consideration is what academic and social skills

will be expected of students when they enter the next

level of education.

Douglas Biklen and Christine Ashby
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MALNUTRITION AND DEVELOPMENT

Unless a more specific usage is indicated, malnutri-

tion generally refers to protein-energy malnutrition

(PEM). The term was introduced because the two
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deficits tend to occur together; an isolated protein

deficiency is rare. Children are particularly vulnerable

to malnutrition, and severe malnutrition is associated

with high mortality. But many children live through

chronic mild to moderate malnutrition, and there is

reasonably good evidence that it adversely affects

their cognitive development. Micronutrient deficien-

cies are also widespread. Two micronutrient deficien-

cies that also affect cognitive development are iodine

and iron deficiency.

As well as the type of malnutrition, its timing, dura-

tion, and severity are important. Malnutrition may be

prenatal or postnatal, and after birth it may be found in

early or late infancy, childhood, or adolescence. Its ori-

gins can be equally varied. They can include contribu-

tions from the availability of food and its composition,

the care provided by parents and others, the child’s

appetite and food preferences, and the child’s illnesses

and disabilities. The ability to eat is often taken for

granted, like the ability to talk, but like talking, eating

also involves very complex motor skills, and where

they are compromised, as they are, for example, in chil-

dren with cerebral palsy, serious malnutrition can result.

For obvious reasons, children have not been deliber-

ately malnourished, so research in this area has princi-

pally used observational studies. But the families of

malnourished children tend to differ from the families

of well-fed children in many other ways that also affect

their development, so the inferences that can be drawn

from observational studies depend on the extent to

which these can also be measured and taken into

account. A valuable additional source of information

comes from studies in which additional nutrients have

been provided for children in trials that allow a later

comparison with unsupplemented control children.

Protein-Energy Malnutrition

Protein-energy malnutrition is usually identified by its

effects on growth, and the most commonly used mea-

sures of growth are height, weight, and weight relative

to height. These measures can be interpreted only in

relation to norms or standards, which are summaries of

the distribution of the measured values in populations,

often in the form of a growth chart. In general, the growth

of well-nourished children in different populations is

sufficiently similar for it to be possible to use a single set

of standards internationally, as recommended by the

World Health Organization (WHO). The United States

National Center for Health Statistics/WHO international

reference standard has mostly been used for this purpose.

Criteria for malnutrition can be expressed in centiles

(e.g., a height below the third centile of the reference

population) or in standard deviation scores (e.g., a height

more than two standard deviations below the average).

Using this criterion, about a third of the children

in developing countries were malnourished in 2000

(183 million). This proportion declined between 1980

and 2000 in most areas of the world (but not in

Eastern Africa). There is good evidence that protein-

energy malnutrition in the childhood years is associ-

ated with slower development, as measured using

well-standardized scales such as the Bayley Scales.

There is also evidence that it is associated with lower

intellectual ability at school age. This association has

been found with intelligence tests and with more

specific tests of psychological functions, such as

attention and working memory, and of educational

attainment, for example, in reading. The mechanism

by which malnutrition has these effects is still uncer-

tain. It could involve structural changes in the brain,

or changes in the behavior of the child leading to

reduced interaction with the environment, which

might additionally result in lower levels of stimula-

tion from adults or other children caring for them

(this is the functional isolation hypothesis).

It is difficult to make useful generalizations con-

cerning the size of the effect of protein-energy malnu-

trition on intellectual development internationally. It

tends to be associated with other kinds of malnutrition

and with other adverse circumstances. There is rea-

sonably good evidence that the size of the effect

depends on the timing of the malnutrition, with poor

nutrition in the earlier stages of life having a bigger

effect, and on the duration of follow-up, with effects

that are present in early childhood tending to ‘‘wash

out’’ later (although there is some evidence that they

may become more important again when general cog-

nitive abilities decline in old age).

In industrialized countries, most of the available

work on cognitive outcomes of malnutrition has been

carried out in relation to children who have ‘‘failed to

thrive.’’ This term is used for infants or young children

whose weight gain is poor. Criteria similar to those

used to identify malnutrition (say, a weight gain in the

lowest 5%) are used to identify it. Its immediate cause

is likely to be poor nutrition, perhaps with some contri-

bution from ill health, and it is therefore likely to

have effects similar to those of malnutrition in other

parts of the world. Well-documented sequelae include
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developmental delay in infancy and some reduction in

intellectual ability at school age (about three IQ

points). There is less direct evidence at the moment

that school performance is affected, although that may

simply reflect a lack of sufficiently large studies.

Iodine Deficiency

Iodine deficiency is traditionally found in populations

in which iodine levels in the soil are low, leading to

low iodine levels in food crops. Its prevalence is

reduced to some extent by the import of foodstuffs

from iodine-rich areas, and to a much greater extent by

the iodization of salt, which essentially eliminates the

problem, as it has in the Americas. Nevertheless, recent

estimates suggest that 285 million children worldwide

(36.5%) currently have an inadequate iodine intake.

Iodine is needed for the synthesis of thyroid hormones,

which have an important role in normal brain develop-

ment, so iodine deficiency before and immediately

after birth has particularly adverse effects. The syn-

drome that was traditionally referred to as ‘‘endemic

cretinism’’ is a consequence of iodine deficiency in the

fetus and is associated with major learning disabilities,

but lesser degrees of iodine deficiency before birth also

impair fine motor skills and intellectual abilities, and

later iodine deficiency is also important. In children of

school age, it is associated with lower intellectual abili-

ties as assessed, for example, with Raven’s Progressive

Matrices, and with poorer school performance in areas

such as spelling and reading. The best estimate cur-

rently available suggests that IQ is reduced by an

average of 13–14 points in communities that are chron-

ically iodine deficient.

Iron Deficiency

Iron deficiency can take the form of iron deficiency

anemia, or of milder states of iron deficiency that do

not affect hemoglobin production (iron deficiency

without anemia). The most common causes of iron

deficiency in infancy and early childhood are a poor

dietary intake of iron, and loss of blood from the gas-

trointestinal tract as a result of gut parasites or cow’s

milk intolerance. An influential review in the 1980s

suggested that about half the world’s children under

5 years of age were anemic. There is considerable

evidence for a progressive reduction in iron defi-

ciency and anemia in young children in the United

States from the early 1970s as a result of increased

breastfeeding, delaying the introduction of cow’s

milk, the fortification of infant formulas and cereals

with iron, and the Special Supplemental Food Pro-

gram for Women, Infants and Children (WIC). But

even in the United States, recent figures suggest

a prevalence of iron deficiency in 9% of children

under 2 years of age and 2% to 3% in children from

ages 3 to 11. About a third of these children are

anemic.

Iron deficiency anemia is consistently associated

with developmental delay in infancy and early child-

hood. The association has been found in studies in

which reasonable efforts have been made to control

for other relevant factors, including studies in indus-

trialized countries. Children who are anemic as infants

tend to do less well on cognitive tests and on mea-

sures of school achievement. There is reasonably

good evidence that in older children, these adverse

effects can be ameliorated by iron treatment. Its effec-

tiveness in younger children is less clear.

The Adequate and the Best

Following a traditional way of thinking, the effects of

malnutrition dealt with so far are associated with the

classically identified nutritional deficiency disorders.

But simply avoiding deficiency disorders may not be

enough to guarantee optimal nutrition for a child.

A low birthweight, for example, is traditionally

defined as a birthweight below 2,500 grams and can

be due to a delivery before term or to poor growth

before birth. Although low birthweight at term has

a number of different causes, prenatal malnutrition is

certainly one of them, and maternal malnutrition is

the most important cause of low birthweight in infants

born at term in developing countries. Many studies

have examined the intellectual effects of being born

below 2,500 grams, and IQ is somewhat lower than

average in these low birthweight children. But this is

only one manifestation of a more general relationship

between a higher birthweight and a higher later IQ,

which increases systematically with birthweight up to

about 4,000 grams. The overall increase is about 5–10

IQ points. If this is a nutritional effect, it suggests that

optimal prenatal nutrition, at least as regards intellec-

tual potential, is more than is needed simply to avoid

a low birthweight as traditionally defined.

Another example involves the fatty acids arachido-

nic acid (AHA) and docosahexaenoic (DHA) acid.

These are synthesized in adults, but infants rely more
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on AHA and DHA from their diets. Fatty acids have

specific structural roles in cell membranes in the brain

and the retina. They come from the mother before

birth. They are also present in breast milk but are not

present in substantial amounts in formula milk as it

was traditionally manufactured, and there is direct

evidence that breastfed infants have had significantly

greater concentrations of DHA in brain tissues. These

facts have led to extensive studies of the effect of sup-

plementing bottle-fed infants, especially those born

preterm, with AHA and DHA. There is evidence that

such supplementation improves visual acuity in the

short term, and some studies suggest that it benefits

cognitive development as well, although the results

are not entirely consistent.

Implications

There are many good reasons for ensuring that children

are well fed, and the adverse effects of poor nutrition

on intellectual development are among them. Except

for prenatal effects of iodine deficiency, these adverse

effects are not very large, but they are likely to be very

widespread and to be associated with other risk factors

that also have adverse effects. The effects of malnutri-

tion on cognitive development in children appear to be

rather general and may operate by multiple pathways.

Although progress is being made with the neuropsy-

chology of this area, the evidence across studies that

malnutrition affects specific psychological functions is

not sufficiently clear to be practically helpful. As far as

we know at the moment, all those features of an educa-

tional system that improve the attainments of other

children are also likely to improve them in children

whose early nutrition has been poor.

R. F. Drewett
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Development
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MASLOW’S HIERARCHY

OF BASIC NEEDS

Abraham Harold Maslow’s theory of human motiva-

tion postulates that all human beings, regardless of

culture, have basic needs that can be arranged on

a hierarchy according to prepotency or pressing drive

for gratification. His earlier writings presented five

basic sets of needs (or need groups), and he later

added two additional need groups. From the lowest

level of needs (the most prepotent needs) to the high-

est level, these include physiological needs, safety

needs, belongingness and love needs, esteem needs,

cognitive needs, aesthetic needs, and need for self-

actualization (see Figure 1). Maslow classified the four

lowest need groups on his hierarchy as deficiency needs

(physiological, safety, belongingness and love, and

esteem) and the three highest need groups as growth

needs (cognitive, aesthetic, and self-actualization).

Table 1 presents a summary of the hierarchy of needs

by name and description of need group, ordinal level

on the hierarchy, and category (deficiency needs vs.

growth needs).

Deficiency Needs

The most prepotent need group, physiological needs,

relates to the body’s need for food (hunger), water

(thirst), air (oxygen), sleep (rest), and optimal temper-

ature (comfort) in order to survive and maintain a state

of physiological homeostasis or equilibrium. Safety

needs, the second most prepotent need group, include

needs for security; protection; stability; and freedom

from harm, fear, or constant anxiety. Belongingness

and love needs, the next level, are described as the

need to belong to and feel loved by significant others

and one’s affiliated groups, such as family, neighbors,

friends, fellow job employees, social club or fraternity

members, gang members, or, in general, one’s own

primary group. The esteem needs, the next hierarchical
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level, have to do with self-esteem and deserved esteem

from others, that is, based on one’s accomplishments,

status, or appearance. Moreover, the esteem needs

encompass the need for approval, self-respect, and

respect from others.

Growth Needs

Cognitive needs, the first growth need group on

Maslow’s hierarchy, are described as needs to know,

understand, and explore one’s environment and world.

Aesthetic needs, the second growth need group on the

hierarchy, are defined as needs to appreciate, seek,

and strive for beauty, symmetry, and order in the

world and in one’s environment. The highest Maslo-

wian need is self-actualization, which is the need to

develop one’s common potential and unique talent at

the highest possible level of growth and achievement.

It is a personal need for growth and fulfillment toward

becoming all that one can become—toward becoming

a healthy person.

The Nature and Dynamics
of Maslow’s Basic Needs

Maslow theorized that needs explain much

(but not all) of human motivation and

striving, and that the gratification of basic

needs leads to a holistically healthy or

self-actualizing personality, whereas a lack

of gratification of the basic needs results in

psychopathology or sickness. Maslow used

the term sick to include biological, psycho-

logical, and spiritual illness, or holistic ill-

ness vis-à-vis holistic health.

The most prepotent needs of the person

occupy a conscious effort and striving for

gratification or satisfaction, whereas the

less prepotent needs are unconscious, min-

imized, denied, or suppressed. Therefore,

when one need group is satisfied, the next

prepotent need group emerges to dominate

the drive or conscious motivational efforts

of the person. Moreover, the gratification

of the four deficiency needs (physiological,

safety, belongingness and love, and

esteem) are necessary before the human

organism can sufficiently focus on self-

actualization and other growth needs as

a means toward a healthy or superior per-

sonality. Gratification of a need does not

imply total gratification or 100% satisfaction, but it

suggests the sufficient gratification of one need group

before the person focuses on the next need level.

Maslow believed that the basic needs are ‘‘instinc-

toid,’’ that human beings have a natural, innate ten-

dency toward gratifying basic human needs, growing,

and expressing goodness versus evil. Just as positive

societal conditions can facilitate need gratification,

negative societal conditions and circumstances can

thwart the healthy gratification of needs and create

a repressive, fearful, and self-diminishing tendency

for some human beings. In addition, very few human

beings become self-actualizers, and this level is most

likely to occur for adults and older persons and least

likely or unlikely to occur among children.

Metaneeds

Maslow states that metaneeds are synonymous with

metavalues or B-values (being values). The B-values

behave like needs; therefore, Maslow also referred to

Self-Actualization

Aesthetic Needs

Cognitive Needs

Esteem Needs

Belongingness and
Love Needs

Safety Needs

Physiological Needs

Figure 1 Abraham Maslow’s Hierarchy of Basic Needs
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them as metaneeds. Metaneeds or B-values are preva-

lent among self-actualizing people and those who

choose a path of growth. They include the need or

value for

• truth (honesty, reality, purity, completeness);
• goodness (rightness, justice, benevolence);
• beauty (form, perfection, uniqueness, honesty);
• wholeness (unity, integration, oneness);
• dichotomy-transcendence (acceptance, resolution,

transcendence of opposites);
• aliveness (spontaneity, full-functioning, opposite of

deadness);
• uniqueness (individuality, noncomparability, novelty);
• perfection (nothing lacking, everything in the right

place, completeness);
• necessity (inevitability, it must be that way, it is

good that it is that way);
• completion (finality, closure, fulfillment of destiny);
• justice (fairness, oughtness, nonpartiality);
• simplicity (honesty, unmistakability, nothing extra

or superfluous);
• richness (totality, nothing missing or hidden);

• effortlessness (lack of strain, grace, perfect and

beautiful functioning);
• playfulness (fun, joy, humor); and
• self-sufficiency (autonomy, independence,

self-determination).

Implicit in the metaneeds or B-values, as well as the

basic human needs, is Maslow’s presupposition that

the core of human nature is good rather than evil and

growth-oriented rather than deficiency-oriented. More-

over, a lack of ability to fulfill metaneeds can result in

metapathologies or minor psychological disorders.

Society, Culture, and
the Dynamics of Basic Needs

During early publications of Maslow’s hierarchy of

basic needs, there was subsequent criticism regarding

the rigidity of the fixed hierarchical levels and the the-

oretical prerequisite to fulfill needs in a fixed order,

that is, one need group after another. Many of the

questions were based on the fact that although the

Table 1 Basic Needs by Category, Level, and Description

Category of Needs

Basic Needs

(Lowest to Highest) Description of Need Group

Growth Needs

(Being Needs

or B-Needs)

Self-Actualization Need for growth to develop one’s common and unique

potential or talent; to find one’s mission, purpose,

or vocation in life; need for fulfillment

Aesthetic Needs Need for beauty, order, and symmetry

Cognitive Needs Need to know, understand, and explore one’s world

Deficiency Needs

(D-Needs)

Esteem Needs Need to gain respect and recognition from others;

need for self-esteem and prestige for one’s

accomplishments and appearance; need to feel

a sense of adequacy and self-enhancement

Belongingness and

Love Needs

Need for acceptance and approval of others; need

to belong to a group and acquire warmth from another

or others; need to love and be loved

Safety Needs Need for a sense of security and freedom from threat

or danger; need for protection from harm (both physical

and emotional), need for adequate shelter for protection

against the atmospheric elements

Need for Physiological

Maintenance

Physiological needs for survival and bodily

maintenance (e.g., food, water, air, sleep, and

optimal environmental temperature)

Note: Maslow referred to the basic needs or need groups as sets of needs, suggesting that a need group often contained subneeds or

multiple needs.
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basic needs were seemingly for all human beings,

people differed in how they fulfilled such needs due

to individual differences and cultural differences or

cultural worldview. Therefore, in his later writings,

Maslow revised the theory of basic needs and

acknowledged the need for cross-cultural research in

his theory of motivation. He addressed instances in

which some persons, because of individual differences,

may not follow the theoretical order of gratification of

the basic needs; for example, such persons may give

preferential attention to a higher need before attention

to or sufficient gratification of the preceding, lower

need on the hierarchy. For example, self-actualizers

may almost totally ignore lower needs in order to

practice and achieve perfection in performance or to

create a scientific discovery or new product. As an

example, famous musical composer George F. Handel

refused food from his servants and had little to no

human contact while locking himself in his room to

write The Messiah (a massive 252-page book of music)

in only 24 days. Along the same line of deferring lower

needs, Maslow explains that some persons ignore love

for the fulfillment of the higher need of esteem; there-

fore, greater potency emerges for esteem before ade-

quate attention is given to the gratification of the lower

need for love and belongingness.

Recognizing societal variations across cultures and

countries, Maslow discussed preconditions of society

that could either facilitate or limit an individual’s abil-

ity to satisfy the basic needs. Some of the precondi-

tions that can facilitate need gratification include

(a) freedom of speech, (b) freedom of choice, and

(c) freedom from injustice. As can be expected, need

gratification and self-actualizing possibility are lim-

ited in countries or cultures that oppress or violate

the human rights of various groups or individuals.

Throughout the world and across historical eras, there

have been particular groups and individuals whose

need satisfaction and growth toward self-actualization

have been blocked or stifled due to injustice, oppres-

sion, and exclusion from opportunity and resources.

Raised and educated in U.S. culture, Maslow was

a product of Western psychological training; there-

fore, his theory represents an emphasis on individual

needs and motivation (a focus of Western cultures)

versus group needs or group-related motivation (e.g.,

a value of Eastern or Asian cultures). Although

Maslow’s basic needs seem to be universal to all

human beings, the question is whether there are dif-

ferences in the hierarchical order of need emergence,

manner and level of gratification, and the importance

of values attached to particular needs as related to the

person’s cultural worldview and context.

Self-Actualization

Maslow acknowledged and credited Kurt Goldstein

for coining the term self-actualization; nonetheless,

it was Maslow who popularized and gave broader

meaning to the concept. He viewed self-actualization

as a growth need and a process toward becoming

a psychologically healthy personality or superior

human being in terms of organismic functioning at

the highest level of personal fulfillment, human func-

tioning, and enhancement of the self. In other words,

Maslow believed that an artist must paint, a gifted

musician must create and play music, and a poet must

write; in other words, what a person is gifted to do,

that person must do in order to be happy, fulfilled,

and actualized.

Although Maslow viewed self-actualizing people

as being creative in thought and productivity, he even-

tually concluded that highly creative persons and self-

actualizing or healthy persons were not necessarily

the same; rather, some persons who performed at

a high level of creativity were not necessarily men-

tally healthy or healthy personalities, whereas others

were mentally healthy or self-actualizing people.

Nevertheless, the gratification of higher human needs

or growth needs was theorized by Maslow as the

natural passage to a healthy personality or to positive

mental health, and failure to gratify basic needs in

a sufficient manner could result in pathology or men-

tal illness.

Characteristics of the
Self-Actualizing Person

Self-actualization is an ongoing process and not an

end within itself. Although no one is expected to

achieve the perfect state of self-actualization or gratify

this need 100%, there are a few human beings who rise

to the hierarchical need level of self-actualizers or

self-actualizing people, that is, by developing their

potential at a high level and exhibiting most of the

self-actualizing characteristics that Maslow identi-

fied. These characteristics of self-actualizing people

are based on Maslow’s study of historical figures

and personal acquaintances. A summary of the 15

characteristics of self-actualization follows:

636 Maslow’s Hierarchy of Basic Needs



1. Superior Perception of Reality. Perceives and judges

situations and people efficiently and accurately; sees

the world as real and from a logical perspective; is

unthreatened by difference or by the unknown.

2. Acceptance of Self, Others, and Nature. Accepts

oneself without unrealistic shame, guilt, com-

plaint, or anger; accepts others and people as they

really are; accepts self as a healthy individual

(e.g., accepts one’s sexuality and shortcomings).

3. Spontaneity. Is spontaneous and unconventional in

behavior as influenced by inner thoughts and per-

sonal ethics.

4. Problem Centeredness. Focuses on problems out-

side of oneself instead of oneself as a problem; is

occupied with purpose, mission, and a problem to

be resolved.

5. Detachment. Can be solitary and, at times, prefers

solitude and privacy more than the average per-

son; is not dependent on others but rather depends

on self; is not exceptionally disturbed by misfor-

tune or setbacks.

6. Consistent Appreciation. Can appreciate the same

experiences and encounters with equal or greater

enjoyment and intensity.

7. Mystic Experiences/Oceanic Feeling. Is capable

of reaching frequent peak experiences or ecstatic,

spiritual experiences of unlimited heights—peak

experiences that are characterized by a feeling of

transforming strength and a precious sense of well

being and purpose in life.

8. Identification With Mankind. Identifies with

humankind and tends to feel deep compassion for

the suffering of human beings; is interested in

improving the human condition.

9. Interpersonal Relations. Shares few close or inti-

mate relationships; however, handles many super-

ficial relationships effectively.

10. Democratic Character. Establishes a natural relat-

edness to various ethnic, cultural, religious, and

educational groups; is tolerant of group and indi-

vidual differences; and is open to learning from

anyone, but is selective in choosing relationships

with others.

11. Discrimination Between Means and Ends. Focuses

on ends to the subordination of means, especially

ethical ends as well as ends or goals related to

personal growth and mission.

12. Independence of Environment. Is less dependent

on other people or culture, or extrinsic satisfaction

and more dependent on continued growth and

development of inner potential.

13. Philosophical Sense of Humor. Possesses a philo-

sophical and spontaneous sense of humor that is

not degrading of or hostile to others; does not

laugh at the miseries or weaknesses of others.

14. Creativeness. Is creative, original, and divergent

in thoughts and actions.

15. Resistance to Cultural Conformity. Resists blind

conformity to culture, especially conformity that

interferes with inner ethical principles or personal

growth and fulfillment.

Studies of Self-Actualizing People

Maslow studied a small sample of personal acquain-

tances and friends as well as historical figures. Among

the historical figures whom he found to exhibit

characteristics of self-actualizers were Ludwig von

Beethoven, Albert Einstein, Benjamin Franklin, Sig-

mund Freud, Mahatma Ghandi, William James,

Thomas Jefferson, Abraham Lincoln, Eleanor Roose-

velt, and Henry David Thoreau. Also, Frederick

Harper studied three internationally known African

American protest leaders and found Frederick

Douglass, Martin Luther King, Jr., and Malcolm X to

exhibit personality traits that were consistent with the

15 characteristics of Maslow’s self-actualizing person.

This is not unexpected, because Maslow noted that

self-actualizing people are likely to be the great refor-

mers of society and the most effective fighters against

injustice and inequality, as well as fighters for excel-

lence, effectiveness, and competence.

Evaluative Comments
of Maslow’s Theory of Needs

Much of Maslow’s writing is philosophical or theoreti-

cal; he conducted very little research on his need theory

or theoretical concepts. Maslow was more of a philoso-

pher of science and a theoretician. Nevertheless, his

basic need theory is highly heuristic in terms of generat-

ing much scholarly interest and discussion in psychology

as well as interest from the general public, primarily

because it addresses humanistic concepts that are of

great interest to people (e.g., needs in general, physiolog-

ical survival, safety, love, esteem, and growth).

Regarding research or empirical measurement,

Maslow’s theory of human motivation influenced the
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development of the Personal Orientation Inventory

(POI), a psychometric instrument that was developed

by Everett Shostrom to measure self-actualization

and other dimensions of personal growth. The POI

has been used in a number of studies related to self-

actualization. Regarding the use of Maslow’s needs

theory in cross-cultural research, Michael Hagerty

conducted a study on quality of life across time and

countries. The study used Maslow’s original five

needs and data from each country that reflected level

of need fulfillment for its citizenry.

It is difficult to assess Maslow’s work because he

died unexpectedly while in the process of redefining

his theory of basic needs and his concept of self-

actualization. Moreover, he often wrote on individual

concepts in his papers, lectures, chapters, and articles

and did not develop a conceptualized theory that

clearly demonstrated the interrelationship of these

concepts and assumptions as one theoretical frame-

work. Another challenge in reading Maslow’s writing

is his tendency to use multiple or interchangeable terms

to discuss an idea or phenomenon. For example, he

used metaneeds, metavalues, and B-values with similar

or identical meaning, and he used satisfaction and gratifi-

cation (of needs) interchangeably. He also discussed

needs, desires, and impulses in the same breath or seem-

ingly with the same meaning. Nonetheless, Maslow’s

theory of basic needs has created much interest across

academic disciplines, cultures, and countries.

About Maslow

Maslow was born in Brooklyn, New York, on April 1,

1908, and died from a heart attack in Menlo Park,

California, on June 8, 1970. For much of his profes-

sional career, he was a faculty member at Brooklyn

College and Brandeis University. At Brandeis, he

served as chairman of the Department of Psychology;

moreover, he was president of the American Psycho-

logical Association from 1967 to 1968.

Maslow first published his theory of basic needs in

1943. Other discussions of Maslow’s theory or hierar-

chy of basic needs can be found in his Motivation and

Personality and his Toward a Psychology of Being.

The year after Maslow’s death, his widow, Bertha G.

Maslow, in consultation with some of Maslow’s col-

leagues, published a collection of his articles and

papers in the book Farther Reaches of Human Nature.

This book also contains discussion on his hierarchy of

basic needs; furthermore, it includes a comprehensive

bibliography of Maslow’s publications and important

unpublished papers.

As a psychologist, Maslow’s most significant con-

tributions were to the fields of humanistic psychology

and transpersonal psychology, wherein many authori-

ties recognized him as a leading pioneer, if not

a founder, of these movements or forces in psychol-

ogy. In addition, Maslow’s hierarchy of needs has

provided implications and applications for education,

business management, and religion. It is a psychologi-

cal theory with multidisciplinary implications and

applications across contexts or settings.

Although Maslow is primarily known for his writ-

ings on basic needs and self-actualization, his books,

articles, lectures, and papers encompass a number of

concepts of humanistic and transpersonal psychology.

Most of these concepts are related to his theory of

basic needs and self-actualization in some way and

include topics such as peak experiences, human aggres-

sion and destructiveness, human values, growth, tran-

scendence, humanistic education, creativity, religion,

and holistic health. Nevertheless, from the broader per-

spective, his work’s theoretical focus is in the areas of

human motivation and healthy personality, and his

greatest contribution is probably to the development of

positive psychology, humanistic psychology, and trans-

personal psychology, or what is generally referred to as

the third force in psychology.

Frederick D. Harper and Michael Guilbault

See also Emotional Development; Maturation; Social

Development
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MATURATION

There are many different beliefs about what the domi-

nant forces are in the process of human development.

One of these forces is maturation, a biological process

in which developmental changes are controlled by

internal factors. Behaviors that result from maturation,

such as walking or secondary sex changes at puberty,

are characteristic of the species and are never the

result of specific practice or exercise—that is, they

are not learned.

Maturation is usually aligned with a belief that

heredity is a dominant influence upon development,

and the most popular developmental theorist to put

forth this belief is Arnold Gesell. Gesell was influenced

by G. Stanley Hall’s interest in recapitulation theory,

which held that the development of the individual reca-

pitulates (or repeats) the evolutionary history of the

species’ development. Much of recapitulation theory

as well as Gesell’s early work were influenced by

Darwin’s theory of evolution as presented in On the

Origin of Species, published in 1859. Even though

Gesell was most influential almost a century ago, his

study of education, medicine, and psychology and what

he wrote for scientific, professional, and popular audi-

ences continues to have widespread inpact.

Gesell’s theory places heavy emphasis on biological

forces that provide both the impetus and the direction

for development (what we call maturation). Simply

put, one of Gesell’s basic ideas (based in part on earlier

ideas by G. E. Coghill) is that physical structure must

be present and developed before function can occur,

and behavior is simply not possible if the necessary

structures have not yet developed. For example, chil-

dren cannot walk until they have the structural equip-

ment to do so (including the maturational development

of certain muscles as well as the neural organization).

Gesell collected a huge amount of data and main-

tained that development progresses through an orderly

sequence and that the sequence is determined by

the biological and evolutionary history of the species.

The rate at which any child progresses through the

sequence, however, is individually determined by

the child’s own heredity background (or genotype).

Although the rate of development can be artificially

altered, it cannot be fundamentally changed. On the

other hand, the environment can temporarily affect

the rate at which the child develops.

Principles of Development

Gesell sought to unite the basic principles of underly-

ing structural growth with behavioral growth in show-

ing how ‘‘psychological growth, like somatic growth,

is a morphogenetic process.’’ He described five basic

principles of development because they represent

developmental principles that occur on a psychological

level as well as on a structural one.

1. The Principle of Developmental Direction. The

principle of developmental direction assumes that

development is not random but proceeds in an ordered

fashion. The fact that development systematically pro-

ceeds from the head to the toes is a good example of

how at any point a developmental trend will be more

advanced in the head area than in the foot area.

2. The Principle of Reciprocal Interweaving. This

second general principle is modeled after the physio-

logical principle that inhibition and excitation of dif-

ferent muscles operate in a complementary fashion to

produce efficient movement.

3. The Principle of Functional Asymmetry. This prin-

ciple assumes that a behavior goes through a period

of asymmetric or unbalanced development to enable

the organism to achieve a measure of maturity at

a later stage.

4. The Principle of Individuating Maturation. Gesell

believed that development is viewed as a process

of sequential patterning wherein the patterning is
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predetermined and revealed as the organism matures.

The principle of individuating maturation stresses the

importance of a growth matrix as an internal mecha-

nism that establishes the direction and pattern of

development of the individual.

5. The Principle of Self-Regulatory Fluctuation.

Finally, the principle of self-regulatory fluctuation

proposed that developmental progress is like a seesaw

that fluctuates between periods of stability and insta-

bility, active growth and consolidation. These pro-

gressive fluctuations, as part of a give-and-take much

like the principle of reciprocal interweaving, culmi-

nate in a set of stable responses.

Individual Differences

Each of these five principles is considered to be

characteristic of every child’s growth pattern, yet Gesell

emphasizes the importance of wide and stable individ-

ual differences as well. One of Gesell’s unique contribu-

tions to the field of developmental psychology was the

development of a new method of studying development

using moving pictures. Gesell and his colleagues first

studied five infants during the first year of life, and each

child was rated on 15 behavior traits, such as energy

output, social responsiveness, and self-dependence, and

then each child was rank-ordered within the group

of five on each trait. The same process was repeated

5 years later. A comparison of ranks between the first

year and the fifth year showed a remarkable similarity

between the two observations on traits such as laterality

(handedness), self-dependence, sense of humor, and

emotional maladjustment. These findings indicate a cer-

tain degree of stability in the development of individual

differences, a characteristic that Gesell believed has its

source in some kind of biological mechanism.

In another study of 33 infants from infancy through

the teenage years, a remarkable degree of stability

was also found in what Gesell refers to as trends in

mental development. Gesell described individual dif-

ferences in behavioral development in four different

areas: motor behavior, adaptive behavior, language

behavior, and personal social behavior.

In each of these four domains, the five general prin-

ciples of development described earlier continue to

function, with individual differences in the rate of

development dominating. The child is an integral whole

within which the four domains interact with one another

while under the control of biological forces expressed

through the five principles of development discussed

earlier. To summarize Gesell’s theoretical outlook, the

development of the child is controlled entirely by bio-

logically determined principles of development that pro-

duce an invariant sequence of maturation. In turn, this

maturational process makes behavioral expression pos-

sible. Although individual children progress at their

own rate (and the rate is not directly amenable to envi-

ronmental manipulation), the sequence of development

is the same for every child.

Neil J. Salkind

See also Emotional Development; Learning; Moral

Development

Further Readings

Ames, L. B. (1989). Arnold Gesell: Themes of his work.

New York: Human Sciences Press.

Benefice, E., Garnier, D., & Ndiaye, G. (2001). Assessment of

physical activity among rural Senegalese adolescent girls:

Influence of age, sexual maturation, and body composition.

Journal of Adolescent Health, 28(4), 319–327.

Gifford, R. (2007). Environmental psychology and

sustainable development: Expansion, maturation, and

challenges. Journal of Social Issues, 63(1), 199–212.

Salkind, N. (2004). An introduction to theories of human

development. Thousand Oaks, CA: Sage.

Siebenbruner, J., Zimmer Gembeck, M. J., & Egeland, B.

(2007). Sexual partners and contraceptive use: A 16 year

prospective study predicting abstinence and risk behavior.

Journal of Research on Adolescence, 17(1), 179–206.

MEAN

The mean is the most often-used measure of central

tendency and is usually defined as the sum of all the

scores in a data set divided by the number of observa-

tions. It can also be defined as the point about which

the sum of the deviations is equal to zero.

The formula for the computation of the mean is as

follows:

X = SX

n

where

• The letter X with a line above it (also called ‘‘X

bar’’) is the mean value of the group of scores or

the mean.

640 Mean



• The �, or the Greek letter sigma, is the summation

sign, which directs you to add together what follows it.
• The X is each individual score in the group of

scores.
• n is the size of the sample from which you are com-

puting the mean.

For example, the following data set in Table 1 con-

sists of 30 cases with two variables, reaction time and

accuracy, two measures often used in research on cog-

nition and learning.

To compute the mean, follow these steps:

1. List the entire set of values in one or more columns

such as you see in Table 1. These are all the Xs.

2. Compute the sum or total of all the values.

3. Divide the total or sum by the number of values.

Applying the formula you see above to the sample

data results in the following two means:

XRT = 215

25
= 8:60

XAccuracy = 1981

25
= 79:24

The mean is sometimes represented by the letter M

and is also called the typical, average, or most central

score.

One should keep in mind the following about the

mean:

• The sample mean is the measure of central tendency

that most accurately reflects the population mean.
• The mean is like the fulcrum on a seesaw. It is the

centermost point where all the values on one side of

the mean are equal in weight to all the values on the

other side of the mean. That’s why the sum of the

deviations about the mean always must equal 0.
• The mean is very sensitive to extreme scores. An

extreme score can pull the mean in one or the other

direction and make it less representative of the set

of scores and less useful as a measure of central ten-

dency. This is the argument for using the median as

a measure of central tendency.

Neil J. Salkind
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MEASUREMENT

Measurement is the assignment of numbers, according

to rules, to physical or mental objects, attributes,

traits, constructs, or concepts. The purpose of these

Table 1 Participant Reaction Time and Accuracy

Participant Reaction Time Accuracy

1 7 78

2 5 76

3 8 79

4 11 89

5 7 88

6 6 86

7 13 79

8 8 98

9 9 73

10 10 77

11 8 65

12 7 69

13 6 87

14 7 90

15 8 99

16 9 91

17 9 47

18 16 69

19 7 87

20 12 68

21 4 87

22 7 87

23 6 75

24 14 49

25 11 88
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numerical assignments is to enable comparisons,

assessments, judgments, and evaluations through vari-

ous mathematical computations and manipulations.

These numbers may be obtained via the use of mea-

surement tools or self-reports, or may be based on

direct observations or judgments of overt phenomena

or behaviors by human observers. Because of the con-

venience of operations of numbers and the general

consensus regarding standard mathematical and statis-

tical rules for comparisons and computations of num-

bers, measurement is considered a fundamental part

of science. Galileo stated that, for the sake of knowl-

edge, we must measure what is measurable and make

measurable what cannot be measured.

The measurement of observable attributes of physi-

cal objects or phenomena is relatively direct. Human

beings have engaged in these physical measurement

activities for at least 5,000 years. The earliest known

measurement of physical attributes was the use of the

Royal Egyptian Cubit, which was defined as the length

of the forearm from the elbow to the tip of the out-

stretched middle finger and is equal to a little less than

21 of today’s inches, to measure the physical attribute

of length. It is known that the Khufu Pyramid, which

was completed around 2750 B.C.E., was constructed

based on the use of the Royal Egyptian Cubit. As well,

a number of lunar calendars were developed by various

ancient civilizations to measure (i.e., to assign numeri-

cal values to) the concept of ‘‘passage of time.’’

The measurement of educational and psychological

attributes, including covert traits and overt behaviors,

however, is a relatively recent phenomenon. One of

the earliest rudimentary attempts to assign quantita-

tive descriptors to educational and psychological attri-

butes can be found in the civil service examination

system of ancient imperial China. The system, called

the Keju system, lasted from 606 to 1905. It had been

an unofficial practice during approximately the past

seven centuries of the system that, when an exam

grader encountered an excellent sentence or choice of

words in an exam essay, the grader would mark it

with one or more circles or dots. Hence, an excellent

essay would have a high density of circles and dots

and a poor essay would have few to none. This prac-

tice did not have the numerical precision of modern

educational/psychological measurement, but it was an

early method in the use of numerical quantity (i.e.,

number or visual density of circles and dots) to repre-

sent an educational/psychological quality or attribute

(i.e., excellent writing ability).

Precise methods of measurement of educational/

psychological attributes did not develop systemati-

cally until the late 19th century. Gustav Fechner

developed the first systematic method of modern psy-

chological measurement when he attempted to mea-

sure the intensity of human sensations in 1860. He

accomplished this by assigning a numerical degree of

intensity based on the concept of ‘‘just noticeable dif-

ference.’’ The score for a sensation would move up

one point on the scale for every ‘‘just noticeable dif-

ference’’ in the intensity of a particular sensation,

such as pressure. In the 1880s and 1890s, there was

a great deal of consensus among the early founding

fathers of the then-new discipline of psychology,

notably Sir Francis Galton, Charles Spearman, and

James Cattell, that measurement was to be a critical

characteristic of psychology if this new discipline was

to attain the status of a science. These theorists

focused primarily on the use of existing measures of

physical attributes to gauge psychological attributes

such as a person’s reaction time, the amount of pres-

sure that induces pain, the amount of time it takes

a person to name a color, or Fechner’s ‘‘just notice-

able difference’’ in sensation—all in a general area of

study called psychophysics or anthropometrics. In

contrast, Alfred Binet developed the numerical con-

cept of mental age as a measure of the covert psycho-

logical construct of intelligence in 1905, when he

developed the Binet-Simon Scale of Intelligence.

Lewis Terman standardized Binet-Simon’s mental

age in 1916 by dividing mental age by chronological

age and multiplying the result by 100. The result is

known as the Intelligence Quotient or Ratio IQ score.

Subsequent to these early developments, a variety of

new issues related to the choice of scoring metric, the

precision or stability of the scores, and the meaning-

fulness of interpretations and uses of these scores

arose; and many new developments took place in the

next century. These may be divided into three major

areas of concern: scaling methods, reliability theories,

and validation methods.

Scaling

Measurement is the assignment of numbers to objects

according to rules, and scaling methods provide the

rules. The objects of educational and psychological

measurement are overwhelmingly covert psychologi-

cal constructs. These constructs can be divided into

those in the affective domain (e.g., feeling, attitude,
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sentiment, opinion) and those in the cognitive domain

(e.g., achievement, aptitude, ability, knowledge).

Whereas cognitive constructs may manifest themselves

in the form of correct versus incorrect responses, affec-

tive constructs do not generally have correct or incor-

rect responses. As such, scaling methods differ

between the two domains.

Scaling methods in the affective domain were

developed by extending earlier psychophysical mea-

sures. In 1927, Louis Thurstone developed three scal-

ing methods to replace earlier psychophysical methods.

These were the paired-comparisons, the successive

intervals, and the equal-appearing intervals methods.

With these methods, respondents were presented with

statements concerning a certain issue or matter and

were asked to respond in different ways, depending on

the method chosen. Their responses were calibrated

through a series of statistical procedures to yield a

numerical score representing the sentiment, opinion, or

attitude of each respondent toward that issue. One

problem with these methods was the uncertainty as to

whether all responses had the same meaning; that is,

do they reflect the same psychological dimension?

In 1940, Louis Guttman developed the method of

scalogram analysis, better known as the Guttman scale.

Through this method, it is possible to ensure that all

questions/stimuli are on the same single dimension.

Both Thurstone’s and Guttman’s methods were rather

cumbersome, but both are applicable to the scaling of

all types of affects. In 1930, Rensis Likert developed

an alternative, much simpler method called summated

rating, better known today as the Likert scale, specifi-

cally for the scaling of attitudes. Many different

statements on the same dimension are presented to

a respondent, and the respondent is asked to indicate his

or her degree of agreement/disagreement or approval/

disapproval of each statement. A value is assigned to

each response and summed across all statements to form

the score for a respondent. This method has become very

popular, and variations of this method, generally called

Likert-type scales, have been used for a large range of

affective measures, ranging from measuring attitudes to

judgments of quality to rating of performances. A some-

what less popular method is the semantic differential

scaling method developed by Charles Osgood in 1957.

This method is particularly appropriate to measure

the connotative meaning of concepts in the minds of

respondents. A concept is presented and the respondent

is to indicate his or her sentiment toward that concept

by selecting his or her numerical position between two

bipolar adjectives for each of a number of pairs of such

adjectives. The sum of all numerical positions across

all adjective pairs is the score for the respondent.

In the cognitive domain, many different rules have

been used. For multiple-choice tests, a common rule

is to assign a score of 1 to each correct response and

a score of 0 to an incorrect response. For essay or per-

formance assessment, analytic or holistic rating scales

are frequently used, and ratings are made on the basis

of agreed-upon rubrics. Other rules, such as points or

credits earned or weighted ratings, have been used

as well.

The scores obtained from any of these affective or

cognitive scaling methods are generically referred to as

observed raw scores. For multiple-choice tests, the raw

scores are sometimes transformed to formula scores,

which are used to correct inflation of scores due to

guessing. For Likert or Likert-type scales in the affec-

tive domain and virtually all measurements in the cog-

nitive domain, an alternative to the raw score is the

ability score. The ability score in theory measures the

covert construct directly based on a mathematical rela-

tionship between the observed pattern of responses and

the covert construct. The statistical processes to derive

these ability scores are a group of statistical models and

procedures called the Item Response Theory. Some of

the most popular statistical Item Response Theory mod-

els used today include the Rasch model, the 3-parameter

logistic model, the faceted Rasch model, and the multi-

dimensional item response theory model.

When determining the appropriate scaling method,

one important question is what type of numbers

should be used to calibrate a particular object. The

answer lies in the kind of mathematical or statistical

analysis or comparisons one wishes to be able to per-

form with the numbers resulting from the scaling pro-

cess. In 1959, S. Smith Stevens identified a number of

ways in which numbers are used to represent objects.

He summarized these into four major ‘‘scales of mea-

surement,’’ which he called nominal, ordinal, interval,

and ratio scales. Nominal scales are numbers that

serve as labels, such as numbers on football jerseys.

Only a limited array of operations, such as judgments

of equality, frequency count, mode, and chi-square

tests, is sensible. Ordinal scales are numbers with an

order, such as street numbers or rankings. The differ-

ence between adjacent numbers in terms of the value

of what these numbers represent is not constant.

Greater-than or less-than comparisons can be made

with these numbers. One can also meaningfully
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compute the median, percentile scores, and Spearman

rho, or perform sign tests or run tests based on these

numbers. Interval scales are ordinal numbers with

equal interval values between adjacent numbers.

Examples include calendar years and temperature.

Sensible computations include additions, subtractions,

arithmetic means, standard deviations, correlations,

t-test, and F test, among others. Finally, ratio scales

are interval numbers with an absolute zero value, such

as the absolute zero point in Kelvin temperature (where

there is no molecular activity). All mathematical/

statistical computations can be sensibly performed

on these numbers. In general, scores that are at the

nominal or ordinal level can be meaningfully ana-

lyzed only through nonparametric statistical methods,

whereas those at the interval and ratio level can use

more powerful parametric methods. However, some

more recent methods, such as log-linear modeling or

logistic regression, have enabled the analyses of nom-

inal or ordinal data via parametric statistics by trans-

forming these data onto an interval or ratio metric.

Additionally, conventional parametric statistics are

known to be robust such that their uses on ordinal

data generally lead to only small errors.

For the measurement of covert psychological traits

or constructs, a desired goal of measurement is to

attain scores at the interval or ratio level. Raw scores

in common educational and psychological measure-

ments are generally considered to be at the ordinal

level. However, ability scores obtained through Item

Response Theory approaches are considered to be at

the interval level. An alternative is to transform raw

scores to standard scores; the latter are considered to

be at the interval level of measurement.

Standard scores are results of particular linear or

nonlinear transformations of raw scores to particular

scoring metrics. Although it is possible to compare

and to perform statistical operations with raw scores,

a single raw score by itself has no inherent meaning.

To interpret a single raw score, it is necessary to com-

pare that raw score against something else. One of the

most common practices is to compare a person’s raw

score against the raw scores of that person’s peers.

This approach is called norm-referenced interpreta-

tion. Another common practice is to compare the raw

score against some agreed-upon absolute standard (e.g.,

passing score). This is called criterion-referenced inter-

pretation. In order to facilitate individual score interpre-

tation, raw scores are usually transformed to a different

metric such that norm-referenced or criterion-referenced

information is built into the new scoring metric. Exam-

ples of these transformed scores include percent-correct,

ranks, percentiles, and grade equivalent scores. Standard

scores, which include linear standard scores and nor-

malized standard scores, are a category of scores trans-

formed from raw scores with built-in norm-referenced

information. Some of the most commonly used standard

scores include z scores, T scores, stanines, deviation IQ

scores, and NCE scores.

Reliability

Measurement is fundamentally a sampling process.

The score obtained for a given individual through any

measurement procedure can represent the affective

responses or cognitive performance of that individual

only at that moment under that particular set of cir-

cumstances. As such, the observed score represents

only the result of a single sampling probe. A variety

of random and systematic situational factors can

affect the observed raw or standard score, as well as

the pattern of response used to derive a person’s abil-

ity score. Therefore, part of the observed score or the

ability score reflects unintended extraneous factors

other than the true score of the individual. The part of

the score that is the result of these unintended extra-

neous factors is called measurement error.

Measurement error is gauged through one or both

of two indices: reliability coefficient and standard error

of measurement. Reliability coefficient is technically

defined as the proportion of variation in observed

scores that is attributable to variation in true scores.

As such, the more measurement error there is in the

observed scores, the lower the value of the reliability

coefficient, which ranges between 0 and 1. The higher

the value of the reliability coefficient of a set of

observed scores, the fewer measurement errors are con-

tained in the observed scores and the more accurately

and consistently these observed scores represent their

corresponding true scores.

The estimation of the reliability coefficient value

for a set of observed scores is accomplished through

one of a number of alternative data collection and

analysis strategies based on statistical measurement

theories of relationships between observed and true

scores. These strategies are used under the condition

that the data collected meet certain statistical assump-

tions that underlie the measurement theory on which

the particular strategy is based. The most commonly

used assumptions are the Parallel Tests Assumptions
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within the Classical Theory, which require the collec-

tion of data from two interchangeable tests that meet

certain statistical requirements. Under these assump-

tions, reliability coefficients can be estimated via the

test-retest method, the equivalent forms method, or

the split-half method. Another very popular approach

is the Cronbach alpha method used under the Essen-

tially Tau-equivalent Assumptions within the Classi-

cal Theory. These assumptions are similar to the

Parallel Tests Assumptions but are less restrictive in

terms of requirements of data characteristics. Yet

another popular approach is the Kuder-Richardson

Formula-20 (KR-20) method, which is a special case

of Cronbach alpha when responses to each question/

item are scored dichotomously as either 0 or 1.

In contrast to the Classical Theory, the Generaliz-

ability Theory is based on the Randomly Parallel

Tests Assumptions—or alternatively called the

Domain Sampling Model—which only require that

the measurement data be collected from a random

sample of respondents, items, raters, and so on, from

the universe of similar respondents, items, or raters.

Under the Generalizability Theory, there is theoreti-

cally a unique reliability coefficient for each unique

interpretation, generalization, and usage of the same

measurement instrument, procedure, system, or proto-

col. Each of these reliability coefficients is called a

G-coefficient. Finally, the Item Response Theory

approach assumes that all items measure a single

dimension and that items are mutually and locally

independent. This approach does not produce a reli-

ability coefficient per se. Instead, it generates item

and test information functions, which are a conceptual

analog to reliability coefficients.

Another indicator that is often used in addition to

reliability coefficients is the standard error of mea-

surement. This is an indicator of the degree of random

fluctuation of scores that can be expected to be found

in the observed scores obtained via a particular mea-

surement procedure using a particular instrument. It is

used to determine the size of the margin of error

around a given observed score. The larger the stan-

dard error of measurement for a particular procedure,

the less precise are the observed scores and the more

random errors are contained in the observed scores

from that procedure. One commonly used margin of

error is the 95% confidence interval, which is a range

of scores within which there is a 95% chance that the

true score of a person will lie. The upper end of this

range is obtained by adding 1.96 times the standard

error of measurement value to the observed score,

whereas the lower end is attained by subtracting from

the observed score 1.96 times the standard error of

measurement.

Validity

In educational and psychological measurement, the

observed score is typically based on the measurement

of an observable indicator of some unobserved theoret-

ical construct. The unobserved construct is of interest,

although it is the observable behavior or phenomenon

that is being measured. For example, the scores based

on observable responses to a number of questions might

be used as an indicator of the theoretical construct of

self-efficacy, or the frequency of a certain observable

behavior is used as an indication of a child’s unobserv-

able construct of motivation. A major concern is whether

the inferential leap from the observed score to the unob-

served construct is justified.

Additionally, educational and psychological mea-

surements are rarely taken just for the sake of measur-

ing a certain unobserved construct. Rather, the scores

usually form the basis for decisions and actions. For

example, the scores on an intelligence test may be

used to decide whether to place a child in a gifted

education class; or the score on a behavioral checklist

is used to determine whether a client should receive

psychotherapy; or the score on a vocational aptitude

test is used to determine whether to hire a prospective

employee. Even if the inference from the observed to

the unobserved construct is justified, there is no guar-

antee that the way the score is used to make decisions

about an individual is appropriate. For example, there

may be evidence to support the interpretation of the

scores on a personality test as indicators of the unob-

served construct of personality, but that alone does

not justify using those scores as part of a particular

employment decision.

Validity is the adequacy and cogency of evidence

to support score-based inferences and decisions. In

the literature, there are a variety of opinions as to

what constitutes validity and what is required for

the claim of validity among researchers. Since the

1960s, educational psychologists have been abiding

by the opinions of the Joint Committee on Standards

for Testing as the authoritative guide for validation

and other measurement issues. The Joint Committee

is a 16-member professional committee representing

the American Educational Research Association, the
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American Psychological Association, and the National

Council on Measurement in Education, and it is

charged with the task of setting professional standards

of quality for educational and psychological testing and

measurements. The standards produced by this com-

mittee are also endorsed and observed by a number of

other professional organizations. Because of the rapidly

changing nature of measurement and assessment in the

past half-century, a new Joint Committee was formed

approximately every decade to update and revise as

needed the professional standards of quality of mea-

surement. The latest set of standards was published

in 1999. According to the 1999 Standards, validity is

the degree to which evidence and theory support the

interpretations of test scores entailed by proposed uses

of tests.

Evidence to support validity may be gathered from

a variety of sources and in a variety of formats. Some

types of evidence may be empirical in nature, others

may be based on literature reviews, and yet others

may be based on logical analyses. The 1999 Stan-

dards further suggests five possible sources of validity

evidence: process, consequences, internal structure,

test content, and relations with other variables.

Evidence based on process refers to evidence that

shows that the physical or mental processes that

a respondent or test-taker goes through while per-

forming the measurement tasks authentically corre-

spond to the theoretical processes suggested by the

intended construct. An issue of primary concern for

this source of evidence is authenticity of the measure-

ment process. Evidence based on consequences refers

to evidence that the use of a measurement procedure

has achieved its intended purpose and has minimal, if

any, unintended negative consequences on the indi-

vidual, the system, or society at large. Some concepts

within this type of evidence include systemic validity,

washback, and instructional validity. Evidence based

on internal structure refers to evidence that the con-

tent components of a test or measurement procedure

and their interrelationships are consistent with the the-

oretical structure of these components or factors

within the intended construct. This type of evidence is

sometimes called structural validity and is most often

gathered via factor analysis techniques.

Evidence based on content refers to evidence that

shows that the contents of a test or measurement tool

such as the questions asked or tasks to be performed

form a representative and relevant sample of the

larger domain of possible questions and tasks for the

intended construct. This source of evidence had been

referred to as content validity or content-related evi-

dence in earlier Standards and literature. Some issues

of concern within this type of evidence include curric-

ular validity, face validity, teaching to the test, and

opportunity to learn. Evidence based on relations with

other variables refers to evidence that the scores cor-

relate to scores on other variables as expected by the

theory entailed by their interpretation and use. This

source of evidence is primarily statistical in nature

and includes a large array of possible approaches and

techniques. Some of the better-known approaches and

techniques include criterion-related evidence, predic-

tive validity, concurrent validity, nomological valid-

ity, hit rate, sensitivity, multitrait-multimethod matrix,

incremental validity, and validity generalization.

The exact mix and amount of evidence that is

needed to support a claim of validity differs from one

measurement situation to another and from one use or

purpose to another, depending on feasibility and what

may provide the most compelling set of arguments

for the particular interpretation or the particular use.

If many pieces of strong evidence are not available,

a few pieces of cogent evidence are preferred over

many pieces of feeble evidence.

Two issues that cut across all areas of validity con-

cerns are fairness and special accommodations. Both

are legally mandated and are potential causes of liti-

gation. Fairness refers to the absence of measurement

bias, which exists when deficiencies in the measure-

ment procedure have led to different meanings of

scores for people in different groups. The groups of

concern are usually based on race, gender, ethnicity,

language, or other sociopolitical variables. Whenever

feasible, steps should be taken to detect and eliminate

test bias prior to the use of measurement procedures.

The primary method to detect test bias today is

through the detection and elimination or modification

of biased items or tasks within the measurement tool.

This is accomplished through a two-step process of

differential item functioning, better known by its acro-

nym of DIF, which consists of analyses followed by

sensitivity reviews. DIF analyses are a group of statis-

tical techniques used to identify items or tasks that

have somehow led to different responses from respon-

dents who have the same level of trait or ability but

are members of different groups. Sensitivity review is

a judgmental exercise in which an independent panel

of content area experts from different groups reviews

the items that have shown DIF. The purpose is to
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discern whether bias is the cause of DIF for each of

the items. Biased items would then be eliminated or

modified as appropriate.

The phrase special accommodations refers to the

need to modify the measurement procedure or setting

in order to attain fairness for respondents or test-takers

with known mental, learning, or physical disabilities.

Some examples of special accommodations include

providing extra time for individuals with learning dis-

abilities or providing a reader for a blind test-taker. The

exact effects of special accommodations on validity are

not well understood today. In general, without special

accommodations, the validity of interpreting and using

scores will suffer for individuals with disabilities. Yet

the use of special accommodations may introduce

extraneous factors that may adversely affect validity.

The trick is to find the most appropriate accommoda-

tion for an individual to ensure fairness on one hand

and to avoid introducing construct-irrelevant factors

into the score on the other.

Hoi K. Suen

See also Aptitude Tests; Criterion-Referenced Testing;

High-Stakes Testing; Intelligence Tests; Mental Age;

Multiple-Choice Tests; Norm-Referenced Tests;

Personality Tests; Standardized Tests; Standard Scores;

T Scores; Testing
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MEASUREMENT OF

COGNITIVE DEVELOPMENT

Very few would doubt that the most influential account

of cognitive development over the previous century has

been that of Piaget and his Genevan school of research-

ers. Piaget’s cognitive developmental theory is an empir-

ical part of his larger philosophical theory of genetic

epistemology. Through investigations involving his own

children during their infancy and the problem solving of

hundreds of thousands of Swiss schoolchildren over six

decades, he proposed a hierarchical sequence of four

cognitive developmental stages: sensori-motor, pre-

operational, concrete operational, and formal opera-

tional stages. In the post-Sputnik era, U.S. research-

ers, in particular, turned to cognitive developmental

theory to inform classroom practice and curriculum

design. Concerted attempts were made to augment

the prevailing psychometric accounts of IQ by inves-

tigating the quantification of particular cognitive

developmental concepts such as conservation, or,

more generally, of Piaget’s stages. In educational

psychology, the term measurement is used inter-

changeably with quantification and statistics, but in

this entry, the term is restricted to describe just those

scales with iterative units.

It is somewhat ironic that the cognitive develop-

mental theory of Piaget was dismissed in the United

States and United Kingdom because, in part, it did

not yield the quantitative indicators expected by psy-

chologists of that era. His theory was decidedly

qualitative, in spite of its logico-mathematical struc-

ture, at a time when quantitative approaches domi-

nated the field of educational psychology. Decades

later, when psychology is more accepting of qualita-

tive theories and the principles for measuring Piaget-

ian cognitive development are now quite well

established, some mainstream educational psycholo-

gists seem to regard his theory as passé. Those who

have persisted in the attempt to measure cognitive

development have managed to satisfy the most

stringent requirements for measurement in the field

of psychometrics—those of the Rasch model for

measurement.

Psychometricizing Piaget

The conventional view of the state of play in the

1960s can be summarized by looking to the book

Measurement and Piaget and a review of it that

appeared in the year following its publication. Mea-

surement and Piaget recorded the proceedings of

a Conference on Ordinal Scales of Cognitive Devel-

opment sponsored by CTB/McGraw-Hill in 1969. In

an interesting review of the book devoted to the pro-

ceedings of a conference in 1969, Wohlwill summa-

rized rather succinctly what has been regarded as the

lack of interest by Piagetians in quantification of
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cognitive development where the title of the book

Measurement and Piaget was juxtaposed against his

review title ‘‘And Never the Twain Did Meet.’’ He

then painted a picture of the archetypal Piaget deliber-

ately relegating the problems of ‘‘psychometricizing’’

Piagetian measures to a province beyond his concern,

on the grounds that Piaget asserted that he had ‘‘no

interest whatever in the individual.’’ More tellingly,

he then described other developmentalists at the con-

ference as quite ready to let the topic of measurement

lie in the limbo to which Le Patron had relegated it.

It would be too easy, as well as erroneous, to dis-

regard Piaget’s views on psychological measurement

as being ill informed. In his discussion on the role

and techniques of psychological research, The Place

of the Sciences of Man in the System of Sciences, the

critique that Piaget makes of the psychometric tech-

niques of the time shows him to be much better

informed than many of his contemporaries. It is only

now, after the end of that century, that one might

fully comprehend Piaget’s prescience: His claim was

that the chief difficulty with the sciences of man, and

indeed with all of the life sciences, lies in the absence

of units of measurement, the property that was com-

mon to the measurement systems that abound in the

physical sciences. This bold and informed assertion

was published in English, after the 1969 measure-

ment conference referred to above, but in print before

both the Measurement and Piaget text of 1971 and

the ‘‘Never the Twain Did Meet’’ critique of 1972.

Considerable work on the quantification of cogni-

tive development took place in Geneva and in France

following directly from the work of Piaget. The

research of Longeot in France had impacts outside of

the French-speaking world; unfortunately, the prog-

ress of Nassefat and Uzan in Geneva went largely

unnoticed by Anglophones. However, the more

recent successes in creating genuine measurements

of cognitive development are underlined by the use

of the Rasch model—the only widely available tech-

nique for constructing unidimensional, interval-level

measurement scales from what must be regarded as

ordinal-level qualitative responses collected from

a Piagetian perspective. The early French-language

research had opted for Guttman scalogram analysis and

Loevinger’s H statistic over factor analytic and other

techniques based on correlational principles. Nowa-

days, Rasch measurement is touted as the solution for

the measurement of cognitive development because

it instantiates the iterative units of measurement that

Piaget had argued were missing from psychometrics

routinely used in the 1960s and 1970s.

Measurement Scales
for Cognitive Development

The Uzgiris-Hunt Ordinal Scales of Psychological

Development are the widely used standardized indica-

tors of cognitive development based on the theories of

Piaget. The subscales focus on the abilities identified

as key components of Piagetian sensori-motor develop-

ment (e.g., Object Permanence, Means-Ends, Opera-

tional Causality). In terms of the context of this entry,

the measurement of cognitive development, it is worth

noting that the explicitly ordinal nature of cognitive

developmental data is clearly asserted both in the title

of the Uzgiris-Hunt scales and in their source text.

It would appear that one of the persistent problems

for researchers wanting to quantify cognitive develop-

ment is the obvious mismatch between easily scored

standardized testing formats and the flexible, unstruc-

tured interview procedures that formed the backbone

of the Genevan research. Results obtained by such

a flexible procedure as the méthode clinique do not

lend themselves easily to statistical treatment. Indeed,

even Piaget himself subscribed to that view. As a con-

sequence, standardized individual interview procedures

were developed, class tasks were substituted, or pencil-

and-paper tests were written to provide the sort of data

amenable to statistical analyses. Two of Piaget’s assis-

tants worked directly on the standardization of the

Genevan data collection procedures: Vinh-Bang, who

continued to work with Piaget in Geneva, never pub-

lished his results; Noelting set up his own research

team in Quebec and adopted quantitative methods as

the basis for his research into cognitive development.

The research conducted by Shayer’s team in the

United Kingdom based on specially developed class

tasks of concrete and formal operational tasks (e.g.,

conservation, pendulum) yielded the only nationwide

summary of cognitive development anywhere in the

world, providing results remarkably in accord with

the Genevan treatise on the transition from concrete

to formal operational thinking published in the

1950s. In the United Kingdom, this led to a revelation

of the mismatch between the profiles of adolescent

thinking capacities and curriculum demand in sec-

ondary schools, and successful attempts to maximize

cognitive development with science-based classroom

interventions.
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Conclusion

Rasch measurement procedures have been used to con-

firm the unidimensional nature of interval-level mea-

sures created by standardized procedures such as the

class-task and multiple-choice tests. Data from pre-

operational, concrete operational, and formal opera-

tional solutions to traditional Piagetian qualitative inter-

views, including many of the conservations and the

pendulum, can now be scored using schedules derived

directly from the Genevan sources and converted to

interval-level measures of student ability and task diffi-

culty, thereby quantifying cognitive development over

time and revealing the relationships between cognitive

development and school achievement.

Trevor G. Bond

See also Cognitive Development and School Readiness;

Piaget’s Theory of Cognitive Development
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MEDIA LITERACY

Media literacy is the process of critically analyzing

media messages and the ability to compose messages

using media tools and technologies. Media literacy is

defined as an extended conceptualization of literacy,

the ability to access, analyze, evaluate, and communi-

cate messages in a wide variety of forms. The term

access generally means the ability to locate informa-

tion or find messages and to be able to comprehend

and interpret a message’s meaning. The term analysis

refers to the process of recognizing and examining

the author’s purpose, target audience, construction

techniques, symbol systems, and technologies used to

construct the message. The concept of analysis also

includes the ability to appreciate the political, eco-

nomic, social, and historical context in which media

messages are produced and circulated as part of a cul-

tural system. Evaluation refers to the process of asses-

sing the veracity, authenticity, creativity, or other

qualities of a media message, making judgments

about a message’s worth or value. Finally, the defini-

tion of media literacy includes the ability to communi-

cate messages in a wide variety of forms (using

language, photography, video, online media, etc.).

Media literacy emphasizes the ability to use produc-

tion processes to compose and create messages using

various symbol systems and technology tools. In

recent years, media literacy has also been described

as an expanded conceptualization of literacy, a view

that many literacy educators embrace.

Media literacy is primarily conceptualized as a learn-

ing outcome within an educational framework that

aims to give children and young people opportunities

to learn about mass media, popular culture, and com-

munication technologies. Media literacy education and

media education are terms used to refer to the peda-

gogical processes used to develop media literacy.

Key Concepts of Media Literacy

Because there are many different types of genres

and formats within specific media and communication

technologies, media literacy programs may address

these specific forms directly. For example, media lit-

eracy programs have included a focus on critical anal-

ysis of newspapers and television news, print and TV

advertising, magazines, popular music, contemporary

film, and participatory media such as video games

and the Internet. Many media literacy advocates and

educators make use of a unifying framework: key con-

cepts or questions that identify the central ideas asso-

ciated with media literacy learning. The key concepts

can be explored with children of different ages and
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with different types of media messages. These include

the following:

1. Messages are constructions. The media do not

present simple reflections of external reality. Rather,

media messages are carefully crafted constructions

that are the result of many decisions and determining

factors.

2. Media messages are constructed using a crea-

tive language with its own rules. Individual media

messages can be recognized within specific genres

(like cartoons, news, advertising, romance, horror,

biography). Media messages make use of symbol sys-

tems and codes and conventions that can be verbal,

visual, auditory, musical, narrative, or digital. For

example, in narrative films for children, the bumbling

or evil adult is a character stereotype that is com-

monly used in creating conflict.

3. Audiences actively interpret messages. People

construct meaning as they consume media messages.

Message interpretation varies according to individual

factors such as developmental level, personal needs

and anxieties, situational factors, racial and sexual

attitudes, and family and cultural backgrounds.

4. Media have embedded values and points of

view. Explicitly or implicitly, media express ideologi-

cal messages about issues such as human nature,

social roles, authority and power, and the distribution

of resources. Media messages provide the majority of

the observations and experiences that people use to

develop personal understandings of the world and

how it works. Much of people’s sense of reality is

based on media messages that contain representations

that have been specifically constructed to embody

points of view, attitudes, and values.

5. Media have commercial implications and exist

within an economic context. Media literacy aims to

encourage an awareness of how the media are influ-

enced by commercial considerations, and how eco-

nomics and power affect message content, production

techniques, and distribution. Many media products

that children and young people consume are created

as part of global business interests. Questions of own-

ership and control are important because a relatively

small number of individuals decide what others

watch, read, and hear in the media.

International Perspectives
on Media Literacy

Most people would agree that Great Britain has the

most well-established program of media literacy edu-

cation in the world. Media education first appeared in

the 1930s in England from a classical tradition of

literary criticism, which established a premise that

modern society and its cultural manifestations were

alienating and mechanistic. Scholars began moving

away from a ‘‘high culture/low culture’’ dichotomy

toward analyzing the media through an examination

of authorship, audience reception, meaning-making,

and cultural identity in a sociocultural context. In

1985, Len Masterman’s book Teaching the Media

became widely influential, reaching an international

audience of scholars and educators with interests in

media literacy. By 1989, media education was man-

dated as a compulsory part of British education and

located as a subject area within English. Many organi-

zations have been important in supporting the work of

teachers and students, including the British Film Insti-

tute, the English and Media Centre, the Institute on

Education at London University, and many others.

The European Union has also provided support for

media education. Education ministers of the European

Union recognized the principle of media education as

a basic entitlement of every citizen, from the earliest

years of schooling. Since then, most European nations

have included some kind of requirement for media

education in their school curricula. Regulatory bodies

have developed an interest in media education as

a counterbalance to the increasingly complex problem

of media regulation in a digital age, and there has

been some corporate interest in sponsoring media lit-

eracy activities.

Media literacy has had a long history in Canada,

where the Ontario-based Association for Media Liter-

acy has supported the work of educators there since

1978. This organization maintains a Web site; pub-

lishes a newsletter; and organizes conferences, summer

institutes, and workshops for teachers, and its success

has inspired the creation of similar associations in eight

other provinces. In Australia, Australian Teachers of

Media (ATOM) is an independent, nonprofit, profes-

sional association for media teachers and others who

wish to use media effectively in their classrooms. The

organization sponsors competitions for student-produced

multimedia, provides opportunities for teacher educa-

tion, and hosts statewide conferences.
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In most of Asia, media literacy is still in an initial

stage of development. Media educators in Japan, Korea,

and other Asian nations work primarily in nonschool

settings or promote media literacy as a component of

parent education. In 2005, a 4-day conference was held

in China to introduce the concept of media literacy and

to explore how parents and teachers can help teach

young people to critically evaluate the media.

Media Literacy Programs

Since the 1970s, media literacy has developed through

the work of educators, artists, media professionals, and

scholars who have implemented programs in schools

and nonschool settings to explore mass media, popular

culture, and communication technologies with children

and young people. Many factors may lead educators to

begin to integrate media analysis and media production

activities into the curriculum. Motivations may include

a focus on increasing student motivation for learning;

responding to ubiquitous elements of media culture,

including sexism, violence, and materialism; expanding

appreciation for alternative or noncommercial media;

reducing the power of U.S. media corporations to con-

trol culture; enhancing technology skills; responding to

student learning styles; strengthening students’ recogni-

tion of how print and visual media work as forms of

expression and communication; or enabling students to

explore the constructed nature of cultural identity,

social power, and values. Generally, most media liter-

acy initiatives occur as the result of the initiative of

a single individual or small team, working at a local

level within the contexts of their school, community,

or nonprofit youth-serving organization.

Methods of instruction emphasize the process of

critical analysis of a variety of print, visual, electronic,

and digital texts through questioning and active discus-

sion, as well as opportunities for children and young

people to represent their own ideas through creating

media in a wide variety of forms. Using critical ques-

tions to stimulate students’ active cognitive response is

increasingly a common classroom practice, and this

instructional strategy has been extended to include the

texts of popular culture, including television, movies,

magazines, popular music, and participatory media

such as video games and the Internet. Other instruc-

tional methods include role-playing, simulation, and

media comparison-contrast activities. Media literacy

has been integrated into all of the K–12 subject areas,

and numerous resource materials exist to support the

work of elementary and secondary teachers in integrat-

ing media literacy into existing instruction. However,

the largest number of media literacy programs, curricu-

lum materials, and resources have been developed to

align with the subject areas of English language arts

and health education.

Media Literacy in
English Language Arts

Media literacy has long been part of English language

arts education in many K–12 schools in a number of

English-speaking nations. In the United States, the

National Council of Teachers of English first adopted

policy language supporting media literacy education

in 1975, stating that the organization should continue

to encourage teacher education programs which

will enable teachers to promote media literacy in

students; and cooperate with organizations and

individuals representing teachers of journalism, the

social sciences, and speech communication to pro-

mote the understanding and develop the insights

students need to evaluate critically the messages

disseminated by the mass media.

In 2003, the organization adopted a policy on com-

posing with nonprint media, encouraging pre-service,

in-service, and staff development programs to focus

on new literacies, multimedia composition, and

a broadened concept of literacy.

Educators with interests in media literacy generally

adopt perspectives from the disciplines of the humani-

ties, semiotics, and cultural studies to guide their work,

although some make use of media effects or psycholog-

ical research in learning theory. In the United States,

media literacy has also been used in large high schools

as a theme to create small learning communities,

enabling teachers from several subject areas to make

use of media literacy concepts in their classrooms with

a smaller group of learners. Research has shown that

media literacy education can improve adolescents’ read-

ing comprehension, writing, and critical thinking skills.

A school-based media literacy program in a par-

ticular school might take many forms. At the middle

school or high school levels, some teachers will include

popular culture texts and media studies topics into

their existing English or social studies classes. Other

teachers may implement special instructional units

on specific media genres, topics, or themes, such as
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journalism and the role of news in society, advertising

and cultural identity, or an exploration of stereotyping

in film or television. Others will examine similarities

and differences between literature and film. Materials

and staff development programs for teacher education

are available in many parts of the United States and

around the world to support the development of teach-

ers’ understanding of media literacy.

Media Literacy in Health Education

As a component of health education, media literacy cur-

riculum materials have been created to address the

problem of media violence and aggression, nutrition,

body image, substance abuse prevention, and other

topics. Most health educators in the United States now

include some focus on analyzing advertising in the con-

text of understanding substance abuse, including alcohol

and tobacco. Hundreds of regional health conferences

between 1995 and 2000 featured presentations and

workshops demonstrating media literacy as part of

health education, and health professionals are a major

subgroup of the membership of the Alliance for a Media

Literate America (AMLA), one of the two national

membership organizations for media literacy. Major

federal organizations, including the Centers for Sub-

stance Abuse and Prevention (CSAP), the White House

Office of National Drug Control Policy (ONDCP), and

the National Institute for Child Health and Human

Development (NICHD), have supported media literacy

as a means to promote child and adolescent health by

developing curriculum materials, hosting teacher educa-

tion conferences, or providing funding for programs.

Research has shown that media literacy education is

associated with reduced susceptibility to tobacco use

among children and adolescents and increased skepti-

cism about perceptions of the thin ideal in beauty and

fashion magazines among adolescent girls. In one

study, parents of preschoolers who received media lit-

eracy education emphasizing nutrition and food adver-

tising learned how to critically analyze television

commercials about food products, which resulted in

increased awareness of the need to communicate to

their children about what is truthful in media messages.

Youth Media Programs

An increasing number of nonschool programs are

using media literacy concepts in their work with chil-

dren and young people in after-school programs,

summer camps, and other nonschool settings. The

term youth media is emerging to describe the work of

a broad range of nonschool organizations that use

a variety of media and technologies to serve youth.

Such programs typically involve older children and

adolescents in some forms of critical analysis and

media production activities. Youth media practitioners

may emphasize media production as a form of social

activism in local communities, and most youth media

programs reflect the particular values of the social jus-

tice advocates, youth development specialists, media

artists, and technology access providers who conduct

these programs. Authentic representation and ‘‘voice’’

are emphasized in programs that are designed to

give adolescents opportunities to strengthen leader-

ship skills and advocate for issues of concern to them.

Renee Hobbs

See also Literacy; Social Development
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MEDIAN

Quantitative research in educational psychology

typically begins with a description of the sample of

652 Median



subjects. This initial stage of analysis focuses on

describing the center, shape, and spread (dispersion)

of the observed data points. Various measures are

available for describing the center, shape, and spread

of a distribution of observed data points. In most

instances, the researcher begins by describing the cen-

ter point or central tendency of the distribution. Mea-

sures of central tendency (center) include the mean,

median, and mode. The median is an often-used mea-

sure of central tendency because of the desirable char-

acteristics it possesses.

The median is technically defined as the data point

that splits the distribution of data in equal halves. That

is, half of the data points fall above the median and

half of the data points fall below the median. For

example, suppose a mathematics assessment is admin-

istered to a group of students and the median score is

found to be 74. This indicates that 50% of the stu-

dents scored better than 74 and 50% scored worse

than 74. Thus, the median for a data set is equivalent

to the 50th percentile.

Calculating the median is rather straightforward,

particularly with a small number of observed data

points. When done by hand, the median can be calcu-

lated by arranging a set of observed data points in

ascending (or descending) order. For example, con-

sider seven hypothetical scores on the aforementioned

mathematics assessment:

33 69 77 66 79 84 74

To calculate the median, the scores are first rear-

ranged in ascending order,

33 66 69 74 77 79 84

and the middle score is identified. In this case, half of

the scores fall above a score of 74 and half fall below

a score of 74.

In a distribution consisting of an even number of

observed data points, there is no ‘‘true’’ median.

Rather, the median is calculated as the average of the

middle two scores. Reconsidering the previous exam-

ple with an additional observation

33 66 69 74 76 77 79 84,

the centermost values are 74 and 76, which, when

averaged, result in a median value of 75 (150/2).

A particularly desirable characteristic of the

median is that it is unaffected by extreme or outlying

data points. Unlike the mean, the median does not

take into account the value of each data point in its

calculation. Thus, the median often provides a more

accurate representation of the center of a distribution

of data points. To illustrate why this is so, reconsider

the following data representing mathematics assess-

ment scores for eight students:

33 66 69 74 76 77 79 84

This data set is fairly evenly distributed except for

the lowest score of 33. This data point is 41 points

lower than the median value of 74 and 33 points

lower than the next smallest value of 66. When calcu-

lating the average or mean score, all of these data

points are taken into consideration. The mean of

the data set with the extreme observation is 69.75,

whereas the mean without the extreme observation is

75. On the other hand, the median score without the

extreme observation does not change drastically.

Whereas the median for the data set with the extreme

observation is 75, the median without the extreme

observation increases slightly to 76.

Unlike the mean and mode, the median can be

used to identify the center of both ordinal data and

interval data. For example, consider the following dis-

tribution of final grades in a statistics class:

D C C C B B B A A

In this instance, the mean could not be calculated

unless the grades were transformed to a numerical

scale. Furthermore, even if the grades were transformed

to a numerical scale (e.g., F= 0, D= 1, C= 2, B= 3,

and A= 4), the mean would not necessarily provide

meaningful interpretation about the average letter

grade in the class. Likewise, the mode is of limited

use in this situation because of the bimodal nature of

this distribution. On the other hand, the median

clearly indicates that half the students received a letter

grade of B or better and half received a letter grade of

B or worse.

One approach to identifying the shape of the distri-

bution involves using the relationship between the

median and the other two measures of central ten-

dency, namely, the mean and the mode. A particularly

desirable characteristic for distributions of data is that

they resemble a bell-shaped or normal curve. When

this is the case, the median will be equal to the mean

and the mode. Conversely, if the median is not equal

to either or both of these values, the distribution is
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considered to be skewed in a positive or negative

direction. Positive or right-skewed distributions occur

when the median is lower than the mean. In contrast,

negative or left-skewed distributions occur when the

median is larger than the mean. In skewed distribu-

tions, the mean is pulled in the direction of the

extreme value, whereas the median is unaffected by

the skewness and remains relatively consistent in

terms of identifying the center of the distribution.

In summary, the median is a measure of central ten-

dency that is not affected by extreme values or skewed

distributions. Extreme values and/or skewed distribu-

tions are present in most data sets, particularly those

related to standardized test scores. In such situations,

the median can be a useful measure of central tendency

either by itself or with the mean and/or mode.

Greg W. Welch and Chris S. Meiers

See also Descriptive Statistics; Measurement; Qualitative
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MEMORY

The study of human memory is a large enterprise, and

research on the topic has applications to the field of

education almost too numerable to list. During a normal

day, students are asked to learn and retrieve informa-

tion, remember to complete upcoming assignments,

and deal with the frustrating shortcomings of memory

familiar to us all. However, in spite of the large body

of memory research that has accumulated over the

years, several basic principles have been established

that, if properly understood, provide a thorough and

relatively concise overview of the field. These princi-

ples can best be established by crystallizing the vast

body of knowledge concerning research on human

memory into several basic and empirically supported

assertions. The remainder of this entry provides breadth

and detail to each of the following assertions with an

eye toward the theoretical, conceptual, and empirical

underpinnings of each.

First, most memory researchers now agree that

there are several distinct types of memory, each with

unique properties such as the amount of information

it can contain and the length of time that information

remains available. Second, there are different ways of

testing an individual’s memory performance, and

some of these tests are more likely to detect existing

memories than others. Third, the evidence supports

the idea that there are at least two distinct memory

systems, one that can be consciously summoned to

complete a task at hand, the other a behind-the-scenes

operator whose aid goes largely unnoticed. Fourth,

circumstances such as illness, accident, and age can

alter one’s mnemonic abilities for the worse with

sometimes devastating outcomes. Fifth, despite our

vast reliance on and confidence in our recollections,

memories can shift and become altered in both subtle

and not-so-subtle ways. Finally, and perhaps most

hopefully, there are a number of steps that can be

taken to improve our memories.

Memory Systems

The explicit memory system is the system believed to

aid people when they consciously attempt to rekindle

memories of past events. For example, if you have ever

tried to remember your first kiss, graduating from col-

lege, or a word from a list you studied 5 minutes ago—

you have experienced your explicit memory system

in action. Memory researchers have identified three

types of memory that people can use when asked

directly to recall information from the past. These types

of memories are differentiated primarily on the basis

of the amount of information that each ‘‘type’’ can

hold (capacity), on how long a given memory can be

expected to last (duration), and on the processes by

which information is lost from the system (forgetting).

The type of memory with the shortest duration, but

with a surprisingly large capacity, is known as the

sensory memory system. Sensory memories are brief

representations of the past. There are sensory memo-

ries for visual information (iconic memories), auditory

information (echoic memories), as well as for the

other perceptual senses such as touch and smell. The

study of sensory memory is perhaps best exemplified

by George Sperling’s classic experiments using the

partial report procedure. Sperling updated an older

method called the whole report procedure that had pre-

viously been used to test participants’ performance on

visual sensory memory tasks. During a whole report

trial, participants are presented with a very brief (on

the order of 50 ms) presentation consisting of a matrix
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of numbers or letters containing about 12 items. After

the presentation, participants are simply asked to recall

as many items from the matrix as possible. When con-

fronted with this situation, participants are capable of

producing, on average, three or four items.

The partial report procedure is similar but with one

notable modification. In the partial report procedure,

participants are again presented with a matrix of num-

bers or letters containing about 12 items for a very

brief period of time. However, in the partial report

procedure, instead of asking participants to recall all

of the characters in the matrix, they are instead cued

to remember only the top, middle, or bottom line of

the matrix. In the standard experimental condition,

participants do not know which line they will be

asked to recall until after the matrix has been pre-

sented. In this case, participants are capable, on aver-

age, of recalling three or four items. However,

because participants had no idea in advance which

line of the matrix they would be asked to recall, they

must have maintained a fleeting but fairly accurate

memory representation for the entire 12-item matrix.

Based on studies like Sperling’s partial report proce-

dure, it has been determined that sensory memories in

all modalities are relatively brief, accurate representa-

tions of past events with a large capacity.

Although extremely brief memories might be bene-

ficial for some purposes, in other cases it is necessary

to maintain information over longer time intervals.

For instance, if one were to look up a phone number,

walk over to a phone and attempt to dial the number,

a fleeting memory lasting less than a second would be

of little use. Short-term memories provide us with the

ability to maintain discrete amounts of information

over time intervals on the order of minutes. Whereas

the capacity of sensory memory is comparably large,

research has indicated that individuals can hold only

about seven plus or minus two ‘‘chunks’’ of infor-

mation in short-term memory—a chunk being an

arrangement of individual parts into a meaningful rep-

resentation (for example, arranging the individual let-

ters ‘‘D’’ ‘‘O’’ ‘‘G’’ to form the chunk ‘‘DOG’’).

Short-term memories hold a limited amount of

information for up to several minutes, but how is that

information lost? Originally, information was believed

to be lost from short-term memory through a process

of decay. In other words, after a stimulus is pre-

sented, one must constantly rehearse it or else it will

gradually be lost as a result of the passage of time.

Evidence for such an idea arose from experiments in

which participants were asked to remember short

sequences of letters such as ‘‘X’’ ‘‘Q’’ ‘‘B.’’ After pre-

senting the letters, participants were asked to count

backwards by 3s starting at a number like ‘‘427’’ for

varying time intervals ranging from 3 to 18 seconds.

It was observed that the greater the amount of time

that passed between study and test, the greater the

amount of forgetting. However, these experiments

traditionally employed multiple study/test trials with

participants’ memory performance displayed as an

average across all of the trials. Subsequent examina-

tion of studies using paradigms such as this revealed

that participants were almost always correct on the

first trial—regardless of the delay interval. Thus, it

was not the passage of time, per se, that led to forget-

ting but rather the interference compounded by multi-

ple study/test trials. This basic result has been found

to be true more generally as well.

Whereas the information in our sensory memory

systems is available for, at most, only a few seconds

and information in short-term memory is available for

up to several minutes, information in long-term mem-

ory may be kept indefinitely. In addition, there are sev-

eral types of long-term memory believed to be in

operation, each comprising different types of informa-

tion from the past. One type of information residing in

long-term memory represents autobiographical infor-

mation from an individual’s past. These are known as

episodic memories. Examples of episodic memories

include instances such as remembering the time you

attended a friend’s wedding or the events that occurred

on a vacation that you took last year. Another type of

long-term memory represents knowledge about the past

with no specific reference to a past autobiographical

event. For example, it is unlikely that a person would

remember the time that he or she learned his or her

name or the day that the person learned that the capital

of the United States was Washington, D.C. The type of

long-term memory comprising general knowledge

about the world is known as semantic memories. Finally,

procedural memories are long-term memories typically

consisting of learned motor skills. Remembering how

to ride a bicycle or the motor movements necessary to

swim in a pool are examples of this type of long-term

memory.

Types of Memory Tests

Having described some of the different memory sys-

tems believed to be in operation, it is important to
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note that there are several different types of memory

tests—each different with respect to the likelihood

that it will elicit a stored memory. These four types of

tests are sometimes referred to as the four Rs, and

they are recognition, reconstruction, relearning, and

recall. A recognition test occurs when one attempts to

choose a correct answer from among a number of dis-

tractors, such as on a multiple-choice exam. Although

the manner in which information is encoded influ-

ences the type of test that is most likely to elicit

a stored memory, in many circumstances, recognition

tests are more sensitive than other types of memory

tests. This means that in most circumstances, recogni-

tion tests are more likely to elicit stored memories

than other types of tests.

Another type of memory test is a reconstruction

test. A reconstruction test occurs when the test-taker

studies some information, is provided with all of the

studied information at the point of test, and is then

asked to put that information back into its original

order. For example, if you studied the words cat, dog,

mouse, pig, and giraffe in that order, at the point of

test, you might be given those same words back in

a new random order (e.g., pig, mouse, dog, giraffe,

and cat). In this instance, your task would be to put

the words back into their original order.

Relearning tests, sometimes referred to as savings

or savings in relearning, involve the fact that if a per-

son learns something once, and forgets some of the

information over time, it will typically take the person

less time to learn it again. Work in this area of mem-

ory research was pioneered by Hermann Ebbinghaus.

In one classic series of experiments that Ebbinghaus

conducted with himself as a participant, he painstak-

ingly memorized lists of nonsense syllables. After

learning each list to a criterion point, typically the

point at which the list could be repeated without mis-

takes, he would go back after a delay interval and

study the list again until he could once again repeat

the list without mistakes. What Ebbinghaus discov-

ered is that with each relearning, it took him less and

less time to reacquire the list, thereby demonstrating

savings in relearning. A real-world example of this

principle might be if you studied Spanish for several

years in high school and were then required to com-

plete more Spanish courses in college. It is probable

that you would have forgotten some of the Spanish

vocabulary between high school and college. How-

ever, according to the principle of savings in relearn-

ing, having memorized the information once would

allow you to reacquire the forgotten Spanish vocabu-

lary words more quickly than it took to learn them in

the first place.

The fourth and final type of memory test to be dis-

cussed in this context is recall. Recall tests can be bro-

ken down into two basic categories—free recall and

cued recall. A free recall test is one in which a person

is asked to remember all of the studied information in

the absence of any cues. For example, if a person read

a short two-page story and was then presented with

a piece of paper and a pen with the task being to repro-

duce the story in its entirety, that would be a free recall

test. Free recall tests are often the least sensitive mea-

sure of memory performance. In other words, in most

normal circumstances, they are the least likely to elicit

stored memories. Cued recall tests, on the other hand,

can be more sensitive than free recall tests. An exam-

ple of a cued recall would be if one were asked ques-

tions about a story that one just read with the task

being to recall specific events from the story. Although

there are a number of circumstances in which cues do

seem to aid recall performance, there are instances in

which such cues fail to facilitate recall performance.

One example of this is the part-set cueing effect. This

rather counterintuitive effect occurs when a person

studies a list of words and is then provided with several

list items with the task being to remember the remain-

ing items. Although one might expect list items in the

form of cues to contribute to enhanced recall perfor-

mance, they often have the opposite effect and render

a person’s memory for the remainder of the list items

worse than it would have been in the absence of any

cues at all.

Implicit Memory

Having discussed sensory memories, short-term mem-

ories, long-term memories, and several different ways

of testing explicit memories, it is important to note

that most memory researchers now agree that the

explicit memory system is not the only system in

operation. Again, explicit memory is the type of

memory one employs if asked, for example, to pur-

posefully retrieve information from a past event.

Explicit memory tasks can be differentiated from

implicit memory tasks in which memories from past

events unconsciously affect memory performance in

the present. One common way to reveal the implicit

memory system in practice involves having partici-

pants complete priming experiments. There are two
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main types of priming—repetition priming and associ-

ation priming. However, despite the fact that both

occur under different circumstances, they appear to

operate similarly and have similar effects on memory

performance. An example of a repetition priming task

is the following: A participant in a memory study is

tasked with looking at sequences of letters, in the

form of words or nonwords, one at a time on a com-

puter screen. The goal in this case is to determine as

quickly as possible, for each amalgamation of letters

presented, if it represents a word. If the word doctor

was presented at some point during the letter presen-

tation and then again at a later point, repetition prim-

ing occurs to the extent that doctor is recognized as

a word more quickly the second time than the first

time. Association priming, on the other hand, is what

occurs when having seen nurse earlier in the list leads

a participant to more quickly recognize doctor as

a word than would otherwise be the case. Thus, the

implicit memory system is unique in that it takes no

conscious processing to occur.

Another distinction between implicit memory tasks

and explicit memory tasks is differential task perfor-

mance on measures of implicit and explicit memory.

One classic anecdote reported by Edouard Claparede

involves an account of a patient with anterograde

amnesia (the inability to form new memories) who is

unable to remember his doctor’s name. One day, the

patient’s doctor hides a pin in his hand and pricks the

amnesic patient. Later that day, despite the fact that

the patient is unable to remember the event in which

his hand was pricked, the patient is unwilling to shake

the doctor’s hand because of the realization that

sometimes people hide pins in their hands. In this

case, the patient’s implicit memory system appears to

be functioning relatively normally despite the com-

plete and abject failure of the explicit system.

Memory Distortions

Given this description of anterograde amnesia, it

should be noted that other forms of memory disorders

can also occur. A slow and steady decrease in mne-

monic abilities has been cited in some studies as a result

of normal aging, but more abrupt and drastic changes

can occur as a result of accident, disease, and other fac-

tors. In addition to the inability to hold on to new

memories (the aforementioned anterograde amnesia), it

is also possible for a person to lose memories from his

or her past as the result of particular events (retrograde

amnesia). Although it is not uncommon for a person

to lose a portion of his or her memory for events

surrounding, for example, a traumatic head injury sus-

tained in a car accident, the permanent loss of long-

term memory is, fortunately, quite rare.

One critical and often misunderstood aspect of how

memory functions is that memories are not like photo-

graphic snapshots of the past. Instead, when you con-

jure up an image of a robin, for example, the resultant

memory is likely pieced together from a number of dif-

ferent past experiences. The unfortunate result of this

process of reconstruction is that it is likely that some of

the memories that we experience of past events are

incorrect—in either subtle or more major ways. One

clear example of this involves the case of flashbulb

memories. Flashbulb memories are vivid accounts of

a highly emotional or arousing event that engender

a strong sense of confidence in the memory. For exam-

ple, the Challenger shuttle explosion is one instance of

an event that many people feel as if they can remember

especially well. More recently, the events surrounding

the terrorist attacks on September 11, 2001, seem to be

painfully fresh and accurate in the minds of a number of

people. But is the confidence in these types of memories

justified? It turns out that despite people’s confidence in

their accuracy, memories for these types of significant

and emotionally arousing events are surprisingly mallea-

ble and are prone to mistakes just like other memories.

One of the processes by which memory reconstruc-

tion appears to occur is through the use of schemas. A

schema is an organized knowledge structure in long-

term memory that can assist a person in reconstructing

past events. However, although the use of schemas in

memory reconstruction can be beneficial in terms of

helping to aid accurate recall, they can also lead to prob-

lems and mistakes. For example in Sir Frederick

Bartlett’s classic experiments using the story ‘‘The War

of the Ghosts,’’ participants were asked to read a story

containing a number of unfamiliar elements. When

recounting the story after a period of delay, a number of

participants supplanted some unfamiliar aspects of the

story with more familiar ones ostensibly consistent with

their schema for a story. In this manner, schemas may

aid us in reconstructing events that might have occurred,

but also lead us to make inaccurate inferences based on

previous experiences.

Given that our memories for past events are recon-

structed and are not snapshots of the past, is it possible

to get a person to remember something that never hap-

pened at all? Unfortunately, the answer to this question
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is that it is not only possible but also not especially dif-

ficult. Henry L. Roediger and Kathleen B. McDermott

conducted one well-known laboratory demonstration of

the ease with which false memories can be implanted

in unsuspecting research participants. They had partici-

pants study lists comprising related words like bed,

rest, awake, snooze, and slumber. After studying the

lists, participants were asked to complete a free recall

test for the studied information. Although it is rela-

tively uncommon for participants to remember words

on a free recall test that did not actually appear on the

studied lists, Roediger and McDermott observed high

levels of false recall for words like sleep that were

highly related to the studied lists. Thus, despite the fact

that this particular study involved word lists instead of

other types of more commonly encountered stimuli, it

was not difficult to get participants to remember events

from the past that did not occur.

Improving Memory Performance

Despite the bad news about how memories can become

warped and changed or even lost forever, there is some

good news in that there are a number of readily avail-

able techniques that can allow one to improve upon his

or her baseline level of memory performance. These

mnemonic solutions are often closely related to the par-

ticular problem associated with memory that one is

attempting to overcome. There is an often-cited trajec-

tory that a memory takes from first experiencing an

event to the ability to resurrect the memory for appro-

priate use at a later time. These stages of memory are

(a) encoding or acquisition of the memory; (b) storage

or maintenance in which memories are kept for later

use; and (c) retrieval, or the point at which the memory

is accessed. Problems with memory performance can

occur at each of these three stages. For example, one

problem that many people face with respect to memory

performance is remembering the names of people

whom they have recently met. In the specific case of

memory for names, the most likely problem is that the

name was not encoded properly in the first place. This

could be a result of focusing on making a good first

impression rather than focusing on the task of remem-

bering the individual’s name. If the locus of the prob-

lem is at the encoding stage, the solution likely

involves encoding as well. Putting a greater focus on

attempting to remember the name, even something as

simple as repeating the name several times immedi-

ately after learning it, can vastly improve performance.

One problem often faced by students that is different

from memorizing people’s names is the task of attempt-

ing to understand, integrate, and store new information.

In this case, the goal is to maintain a potentially large

and varied amount of information in long-term mem-

ory. Although there are some technical mnemonic tech-

niques that can be of use in these situations, the best

solutions to these types of problems are perhaps both

the most obvious and the most underappreciated. Tech-

nical mnemonics are memory tricks that one can use to

memorize a given set of information more quickly and

completely. For example, one method for learning

vocabulary words from a foreign language involves the

use of interactive visual images coupled with words

from a language a person can already speak. Let’s say

that a person is attempting to learn a list of French

vocabulary words, and one of the words on the list is

the French word for butter, which is beurre. The French

pronunciation of beurre sounds very much like the

English pronunciation of the word bear. Therefore, if

one were to form a mental image of a bear eating a stick

of butter, they would be much more likely to remember

the new word after a period of delay than if they had

attempted to memorize the word using more traditional

memory techniques, such as repetition.

However, despite the viability of using specific tech-

nical mnemonics in some situations, it is often difficult

to apply them across a spectrum of varying mnemonic

tasks. In spite of this rather severe limitation, there are

at least two more general memory principles that can

be of use, for example, to students attempting to mem-

orize course material. One of these principles is that

prior knowledge in a given field can make learning

related material easier. For example, someone taking

an introductory psychology course may find the course

difficult because of the array of novel concepts being

introduced, but he or she might find subsequent, osten-

sibly more difficult upper division courses easier than

the introductory course because of his or her acquired

knowledge in the field. John Bransford and Marcia

Johnson conducted one well-known experiment dem-

onstrating this concept. They had participants read

steps consistent with washing clothes either with prior

knowledge about the choice of topic or without such

knowledge. They observed that memory performance

for the information contained within the passage was

much higher for participants provided with the oppor-

tunity to integrate the information contained in the pas-

sage into a prior knowledge framework than for those

who were not.

658 Memory



In addition to prior knowledge increasing one’s effi-

ciency with respect to acquiring new information, the

concept of massed practice versus spaced practice

provides the tools for one of the best and most over-

looked mnemonic strategies. Massed practice involves

attempting to learn information over a relatively short

time interval, whereas spaced practice involves break-

ing up study sessions into a number of discrete periods

of learning. The results of studies examining memory

performance under these two study conditions unequiv-

ocally support spaced practice over massed practice.

In fact, in this instance, one could spend identical

amounts of time going over the to-be-remembered

information, and the mere introduction of intervals

between study sessions is, by itself, enough to provide

a major overall boost to memory performance.

Matthew Reysen

See also Long-Term Memory; Short-Term Memory
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MENTAL AGE

Mental age is a central concept in the study of intelli-

gence measurement. Jerome Sattler defined mental

age as ‘‘the degree of general mental ability possessed

by the average child of a chronological age corre-

sponding to the MA score’’ (p. 172). As an example,

a child assessed with a mental age of 9 is viewed

as having the general mental ability of an average

9-year-old child.

From the perspective of intelligence measurement,

each individual has two ages: a chronological age that

is the number of years that the individual has been

alive, and a mental age that is the chronological age

of persons for which the test performance of the indi-

vidual is the average test performance.

The mental age and the chronological age of an

individual need not be the same. For example, if the

mental age of an individual is greater than the chrono-

logical age of the individual, then one can infer that

the individual has above-average intelligence or

higher mental ability.

The mental age and the chronological age for an

individual are used to determine the ratio IQ (intelli-

gence quotient) of the individual. To compute the

ratio IQ, one divides the mental age of an individual

by the chronological age of the same individual and

then multiplies that ratio by 100. For example, if

a child has a mental age of 12 and a chronological

age of 10, then the ratio IQ for that 10-year-old child

is 120 (i.e., 12/10× 100= 120).

The ratio IQ was the measure of intelligence used

in the 1916 and 1937 versions of the Stanford–Binet

Intelligence Scale and on other tests of mental ability.

The deviation IQ replaced the ratio IQ as the measure

of intelligence used in subsequent measures of intelli-

gence. The deviation IQ reflects the location of the

test performance of an individual in a distribution of

the test performances of other persons with the same

chronological age as the individual, with the mean

deviation IQ being typically equal to 100. For exam-

ple, if an individual has a test performance that is less

than the mean test performance for same-age peers,

then the individual will have a deviation IQ less than

100. Neither the dated measure of ratio IQ nor the

more contemporary measure of deviation IQ consis-

tently provides concrete information as to the reason-

ing skills of individuals.

The mental age score may also be termed the age-

equivalent score according to Sattler. The mental age

score for an individual provides information as to

what age group is most closely associated with the

individual from the perspective of mental ability. As

an example, a 12-year-old child with a mental age

score of 14 indicates that the 12-year-old child has
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a mental ability more typical of 14-year-old children

than of 12-year-old children.

Sattler noted that mental age scores have certain

limitations. First, differences in mental age do not

reflect the same differences in mental ability across

the age spectrum. For example, the difference in

mental ability between a mental age score of 5 and

a mental age score of 2 tends to be greater than the

difference in mental ability between a mental age

score of 15 and a mental age score of 12. Second, the

same mental age may reflect different capabilities for

different individuals. For example, two children both

with the mental age score of 12 may have answered

different test items correctly.

Louis Thurstone was highly critical of the mental

age concept. Thurstone argued that ‘‘the mental age

concept is a failure in that it leads to ambiguities and

inconsistencies’’ (p. 268). To Thurstone, mental age

may be defined in two different ways. The mental age

of an individual may be defined as the chronological

age for which the test performance of the individual

is average. The mental age of an individual may also

be defined as the average chronological age of people

who recorded the same test performance as the indi-

vidual. To Thurstone, these two definitions do not

engender the same numerical scores. In addition, if

one accepts the first definition, one faces the problem

that there may be many chronological ages for which

a test performance is average. For example, a 16-

year-old adolescent who provides a typical test perfor-

mance for 16-year-old adolescents could be viewed as

having a mental age of any score from an adolescent

mental age score of 16 to an adult mental age score of

40. The average mental test performances of older

adolescents and adults tend to be very similar.

Thurstone did not support the continued use of

mental age or IQ as a measure of intelligence. How-

ever, he did support the use of percentiles for same-

age peers in designating personal mental abilities. For

example, if the test performance of a 12-year-old

child receives a score that is equal to the score of the

median test performance among 12-year-olds, then

that 12-year-old child may be viewed as receiving

a percentile of 50 (i.e., the test performance of the

12-year-old child is equal to or greater than 50% of

the test performances of all of the 12-year-old chil-

dren who were tested).

Despite the trenchant criticism of the mental age

concept by Thurstone and the recognized limitations of

mental age scores, noted commentators on intelligence

such as Sattler and Lloyd Humphreys extolled the

merits of the mental age score as an informative mea-

sure of mental ability. Both Sattler and Humphreys con-

tended that the mental age score provides useful

information about the mental capabilities of an individ-

ual. The mental age score provides information about

the size and the level of maturity of the mental capabil-

ities of an individual. The IQ score, whether the ratio

IQ or the deviation IQ, provides no such information.

Both Sattler and Humphreys contended that mental

age will likely continue to be a popular and useful

measure of mental ability. However, the suggestion by

Thurstone that percentiles among same-age peers be

used to index mental abilities continues to be worthy

of further consideration. Only time will tell whether

the percentile or some other index will replace mental

age as a popular index of mental ability.

Wiliam M. Bart

See also Intelligence Quotient (IQ); Intelligence Tests;

Measurement
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MENTAL HEALTH CARE IN SCHOOLS

The primary function of schools is to educate stu-

dents, but they are also responsible for helping to nur-

ture positive social, behavioral, and psychological

development in children and adolescents. Many youth

attending today’s schools face a number of environ-

mental, social, and economic challenges that create

stress and often cause significant distraction from the

primary task of learning. Educators and health profes-

sionals now understand that unresolved physical,

mental, or psychosocial problems become barriers to

effective learning and that school staff must facilitate

access to mental health interventions if they hope to
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see the majority of their students succeed. School-

based and school-connected mental health services

offer students the possibility of taking full advantage

of the educational opportunities available to them.

Current statistics indicate that the prevalence of

mental health problems experienced by youth has

reached crisis proportions. Plans to improve children’s

mental health must acknowledge the important role

that schools play in ameliorating the impact that stress

has on children and adolescents. School mental health

services address the barriers to care related to cost,

availability, and the accessibility of a continuum of ser-

vices, challenges inherent in community-based mental

health organizations. Schools have provided support

services and programs through school counselors,

school social workers, school psychologists, and school

nurses for many decades, yet the number of available

professionals employed by schools has not been ade-

quate to meet the level of need demonstrated by the gen-

eral education population. Promising and effective

solutions include the development of school-community

partnerships and the implementation of comprehensive,

school-based mental health services. These approaches

address the growing need for mental health care and

increase the likelihood that youth can benefit from the

learning opportunities available to them.

Estimates of Mental Health
Needs Among Children and Youth

Children’s mental health problems have reached

alarming proportions, and many would consider pres-

ent statistics to signify a national crisis. The levels of

violence, maltreatment, and poverty plaguing some

homes and communities have a negative impact on

the vulnerable and maturing systems of children and

adolescents. One in five youth in the United States

today experience mental health symptoms that cause

some level of impairment, and 5%–10% of the popu-

lation actually experiences significant dysfunction in

one or more areas of daily living caused by a psychiat-

ric problem.

A number of mental disorders with onset in child-

hood and adolescence require significant intervention

by mental health professionals in order to reduce the

risks and the consequences of these conditions. Preva-

lence rates for disorders of childhood and adoles-

cence suggest that 3%–5% of school-aged children

have attention deficit hyperactivity disorder, 5% of

adolescents have major depression, and 13% of

children from 9–17 years of age have some form of

anxiety disorder. Disruptive behavior disorders,

mood disorders, anxiety disorders, eating disorders,

and substance use disorders represent mental ill-

nesses that may afflict an individual during his or

her school-aged years, but the incidence of these

pathologies, compared to other psychosocial prob-

lems, remains relatively low. The most common

mental health problems reported among students

include social, interpersonal, and family problems.

In reality, most young people do not have a diagnos-

able disorder but do exhibit a subset of symptoms

that cause enough suffering to warrant clinical atten-

tion and intervention.

Data indicate that the majority of youth with

mental health concerns (approximately 80%) do not

receive the services they need. Public mental health

agencies have not effectively reached the majority of

children and adolescents needing clinical care. Few

community mental health systems have successfully

addressed the barriers that often prevent access to ser-

vices, such as lack of transportation, the cost and

availability of mental health services, the lack of com-

prehensive coverage provided through insurance

plans, the diminishing streams of public funds avail-

able, and the stigma still associated with being the

recipient of mental health care. Furthermore, the pub-

lic system of mental health care for children and

youth is fashioned after the medical model and relies

on assigning a psychiatric diagnosis to children in

order to access appropriate interventions. Such stipu-

lations, coupled with a characteristically high no-show

rate, have exaggerated the gap between mental health

needs and services.

Access and Utilization
of Mental Health Services

Studies demonstrate that bringing mental health

services to schools improves access to care and

decreases the stigma associated with receiving needed

support. The Surgeon General’s Report of 1999 on

children’s mental health and the President’s New

Freedom Commission Report released in 2003

emphasize the public health field’s involvement in

addressing the growing need for supportive interven-

tions and point to a specific role that schools can

play in improving the identification, prevention, early

intervention, and treatment of mental health problems.

Schools number more than 100,000 across the United
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States, and they are logical places to provide mental

health interventions for many children and youth.

They have been a site for some level of mental health

care for numerous decades. They offer a unique and

valuable opportunity to effectively address the emo-

tional and behavioral symptoms students exhibit,

given that youth spend most of their days in schools,

form relationships with caring school staff, and can

be assessed in multiple settings across various points

in time. Mental health care conducted in schools is

usually provided at no cost to families, and schools

are especially sensible sites for implementing mental

health services for youth and families who might be

disengaged from traditional community-based mental

health service systems.

For many years, special education programs have

been the sole avenue for the delivery of mental health

services in public schools for students deemed ‘‘emo-

tionally disturbed.’’ The Individuals with Disabilities

Education Act (IDEA) was enacted as federal legisla-

tion to require states to provide any supports needed

to guarantee an equal educational opportunity for

students with documented disabilities. Although

estimates vary state by state, approximately 9% of

children ages 6 to 21 years of age nationally struggle

with mental health problems that interfere with their

academic performance and entitle them to services

outlined under IDEA. All public schools are required

by law to provide or facilitate treatment or counseling

for students with mental health conditions if they have

an Individualized Education Program (IEP) for an

emotional disturbance, but there are few mandates for

schools as they relate to students in the general stu-

dent population who have mental health needs that do

not directly impair their academic performance or that

are subclinical in nature. Although not required by

federal or state law, many schools recognize the need

to make available a variety of mental health services

and programs, including prevention, early interven-

tion, and treatment services, to all students enrolled in

a school if it is thought that they might benefit from

them and improve educational outcomes.

More specificity is emerging regarding how schools

could address the mental health crisis affecting children

and youth. President George W. Bush established the

New Freedom Commission on Mental Health in 2002

to examine the gaps in the public mental health system

and to provide recommendations on how to improve

the quality of available mental health services through-

out the country. The Commission’s findings concluded

that the national mental health system required a signifi-

cant transformation and that schools are in an important

position to deliver or facilitate services for children and

adolescents exhibiting mental health concerns. The

Commission advocated for an increase in mental health

programs in schools that would make empirically sup-

ported screening approaches, prevention programs, and

treatment services available to all students in need,

either through on-site services or referrals to community

providers. They recommended that the country improve

and expand school mental health programs as a key

service delivery model to address the nation’s public

health concerns.

School-Hired Mental
Health Professionals

Research now confirms that public school personnel

are the major providers of mental health services for

school-aged children. School support staff, includ-

ing school counselors, social workers, teachers, and

administrators, form a group that meets regularly to

assist students in regular education who are having

difficulty in the school environment. These early

intervention teams (also referred to as student support

or child study teams) strive to intervene as early as

possible when there is concern about a student’s suc-

cess and engage in a problem-solving process to iden-

tify and implement viable solutions.

School Counselor

School counselors are the most common type of

school-hired mental health professional, with more than

100,000 estimated to be working in public schools

across the United States. School counselors generally

help all students enrolled in a school in the areas of

academic achievement and personal/social develop-

ment, and they provide mental health education,

early identification, and intervention services for stu-

dents in need and their families. As a result of their

advanced training (a master’s in education or coun-

seling) and the completion of the respective state

licensure requirement, school counselors are quali-

fied to provide direct mental health services such as

individual and group counseling, behavioral inter-

ventions such as skill development and goal setting,

and crisis intervention services to identified students.

Although the American School Counselor Associa-

tion cautions school administrators about the use of
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school counselors for inappropriate program tasks,

they are too often pulled to perform other organiza-

tional or management responsibilities such as con-

ducting academic, career, or vocational counseling;

monitoring attendance or disciplinary problems; or

maintaining student schedules or academic records,

thus limiting their time for direct mental health

interventions.

School Social Worker

Most school social workers have at least a master’s

degree in social work and operate as a link between

the home, the school, and the community for all

students enrolled in a school. Estimates differ, but

there are approximately 15,000 social workers

involved in public school systems across the country.

School social workers are generally trained to

conduct a number of mental health services for stu-

dents (i.e., individual and group counseling, psychoso-

cial assessments); families (i.e., consultation and case

management); school professionals (i.e., training and

school-wide prevention); and the community (i.e.,

referrals and collaboration). In reality, significant

pressure felt by school administrators to comply with

federal mandates such as IDEA and Section 504, the

continued growth in the number of students entering

the special education system, and the limited number

of qualified providers available to conduct the ser-

vices outlined within an IEP often lead to the exclu-

sive use of school social workers for students with

identified disabilities.

School Psychologist

There is greater variability state to state with regard

to educational and training requirements for school

psychologists. School psychologists perform a number

of therapeutic services and are trained to assess and

evaluate a wide variety of behavioral problems, skills

deficits, emotional conditions, and cognitive abilities.

As a result, they play a central role in determining who

is eligible for special education; administering IQ, per-

sonality, and achievement tests; and conducting ther-

apy with students displaying significant mental health

problems. Given the small number of school psycholo-

gists that may be found in any particular school sys-

tem, the higher salary they generally draw, and their

specialized skill sets, school psychologists often serve

more than one school during the year. School districts

usually cannot afford to use school psychologists for

services that are not reimbursable (i.e., prevention) or

mandated (i.e., not part of an IEP).

School Nurse

There are approximately 45,000 school nurses

employed to work in public schools. Although not

often associated with mental health interventions,

school nurses play a role in addressing the mental

health needs of children and adolescents in many

schools. Surveys indicate that more than one third of

the school nurse’s time is devoted to mental health

service provision. With appropriate training, the

school nurse can be involved in prevention, early

intervention, and even treatment activities that support

youth with mental health concerns. It is not uncom-

mon for youth to mask their mental health concerns by

complaining of physical symptoms such as stomach-

aches or headaches. Under such circumstances, the

school nurse may be the first helping professional a

student will see and therefore can screen and identify

those who may actually be experiencing psychologi-

cal distress. School nurses play a role in the delivery

of early intervention services, particularly around skill

development and the provision of support for psycho-

social issues. They are also important partners in the

delivery of mental health treatment for children who

are required to take psychotropic medications for seri-

ous mental health conditions.

School-Community Partnerships

Public schools hire a fair number of professionals to

focus on the mental health needs of students, yet few

schools have sufficient staff to address the plethora of

emotional and behavioral issues exhibited among the

student population. Because school administrators rec-

ognize that they must address the frequency, intensity,

and diversity of mental health needs of their students,

formal arrangements between schools and community

mental health agencies, health departments, or local

hospitals are becoming more common across the

United States. Inviting qualified, community-based

providers to work in schools increases the clinical

capacity of schools to provide mental health services

and supports to all students in need and extends the

public mental health system of care to include school

communities. Building school-community collabora-

tions broadens the continuum of care; creates a stronger
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and more reliable network of support; increases the uti-

lization of services; and improves access to interven-

tions, especially among adolescents, a subpopulation

that rarely uses community-based health services.

School-based health centers (SBHCs) represent

a partnership between a school, community, and health

provider; are located on or near school grounds; and

often deliver an array of physical, mental, and dental

health preventive and treatment services to children and

adolescents. There are currently 1,725 SBHCs operating

in or linked to schools. About 10% of schools have an

SBHC that offers mental health and social supports to

enrolled students.

Although these collaborative agreements improve

access to mental health care, they are not without

their limitations. A greater number of mental health

contacts do not signify greater quality of care, sug-

gesting that attention to continuous quality improve-

ment activities remains critical. Community mental

health organizations are often Medicaid or insurance

driven, meaning that clients must be diagnosed in

order for payment sources to be accessed. This may

lead to a heavier focus on treatment services and less

of an emphasis on prevention or early intervention

services. Very few community mental health provi-

ders are familiar with the nuances of working in

schools, do not recognize or respect the norms of

school cultures, and are unaware of the goals and

objectives that drive schools. Furthermore, training

and experience among community mental health pro-

viders is usually traditional, leading individuals to rely

on knowledge gained from office-based practices as

opposed to assuming flexible approaches to the provi-

sion of services that are required for school-based

interventions to be successful. In spite of these chal-

lenges, there are a number of notable school-based

mental health programs that have effectively trained

community mental health providers to work collabo-

ratively in school settings and have demonstrated pos-

itive outcomes among students, staff, and families.

Continuum of Mental Health Services

A number of mental health interventions can be offered

in schools, and a variety of professionals are qualified

to deliver psychological interventions, counseling,

behavioral supports, and social services. School-based

mental health programs have become as diverse as the

students they serve and the schools within which they

operate. Professionals in the field have identified the

key components that define comprehensive, school-

based mental health programs. These programs usually

include mental health promotion and prevention activi-

ties; screening, identification, and early intervention;

treatment and referral services; and crisis intervention.

Mental Health Promotion and Prevention

Childhood and adolescence are important times to

teach healthy forms of coping with normal or abnormal

stressors. Mental health promotion and prevention activ-

ities both use approaches that engage entire populations

to impede the development of mental health problems,

yet there are some subtle differences between these two

concepts. Mental health promotion aims to identify and

support the determinants of health—both the behaviors

that allow individuals to maintain healthy lifestyles and

the environments that support optimal health. Mental

health promotion activities used in schools would

be those that strengthen individual competencies or

increase protective factors and foster nurturing environ-

ments, such as interventions that promote self-esteem,

improve school climate, encourage healthy relation-

ships, and build networks of care.

Prevention interventions, specifically those called

universal interventions, identify factors that put entire

populations at greater risk for the development of men-

tal illness or psychological problems and implement

strategies to reduce those risks. These interventions pre-

vent the onset of dysfunctional patterns of behavior that

often lead to negative outcomes. Selective prevention

programs, on the other hand, address the needs of those

students who are at the highest risk of problematic

behavior. A large number of school-based programs

have been developed to prevent a variety of problematic

outcomes exhibited among an increasing number of

youth, such as substance use, teen pregnancy, and inter-

personal violence. Teachers, administrators, other school

staff, and mental health professionals have been involved

in the implementation of prevention and promotion

activities delivered in schools.

Screening, Identification,
and Early Intervention

Youth are in schools for the majority of their day,

making schools an excellent place to identify those

who are beginning to exhibit symptoms of mental

health problems. School staff can be trained to imple-

ment school-wide, classroom-based, or individually
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administered screening tools to identify early warning

signs of emotional or behavioral disturbance. The Pres-

ident’s New Freedom Commission concluded that an

effective mental health system would include mechan-

isms for early detection of mental health problems in

children and suggested that interventions should be

available in low-stigma settings, such as schools. Early

intervention services are developed to intervene early

after a student is identified as demonstrating a behav-

ioral or psychological symptom. Intervening after

symptoms are first apparent can change the course of

some mental health conditions and reduce the long-

term consequences associated with mental illness.

Examples of early intervention strategies for school-

aged youth include anger management groups, social

skills groups, and teacher consultation regarding mental

health issues. Screening and the delivery of early inter-

vention activities requires some training in mental

health or counseling; therefore, school-hired or com-

munity mental health professionals are usually the most

appropriate individuals to lead such activities.

Treatment and Referral Services

Some students develop more significant mental

health problems that require coordinated care and

greater clinical expertise. The symptoms students

exhibit may or may not meet criteria for a mental

health diagnosis, but treatment services offered in

schools can help prevent the worsening of symptoms

and the need for more intensive services. Symptoms

related to depression, trauma, and grief or loss usually

indicate a need for greater clinical intervention. Modal-

ities of treatment for more serious mental health pro-

blems include individual, family, or group therapy;

substance abuse counseling; and psychopharmacologi-

cal treatment. Mental health providers, either school-

hired or community-hired, should be trained in child

and adolescent treatment approaches; hold a license to

practice therapy, counseling, or social work; or be well

supervised by a licensed provider. If school-based

treatment is not appropriate, school mental health

professionals can refer students and their families to

community-based or hospital-based mental health pro-

grams offered outside of school.

Crisis Intervention

During emergency situations, as a result of an

unpredictable acute event or in reaction to high levels

of stress, students sometimes display severe reactions

that require well-coordinated responses from school

staff. Interpersonal crisis situations that occur in

schools include threats of suicide or homicide, physi-

cal assaults, and severe behavioral acting out. School-

based crisis intervention approaches involve specific

education, ongoing training, and established protocols

to be most effective. Similar to the qualifications

necessary for treatment providers, those leading

responses to mental health crises should be trained in

child or adolescent mental health and have obtained

advanced training in crisis intervention methods.

Conclusion

Current statistics indicate that the prevalence of mental

health problems experienced by youth has reached cri-

sis proportions. Plans to improve children’s mental

health must acknowledge the important role that schools

play in ameliorating the impact that stress has on chil-

dren and adolescents. School mental health services

address the barriers to care related to cost, availability,

and the accessibility of a continuum of services—

challenges inherent in community-based mental health

organizations. Schools have provided support services

and programs through school counselors, school social

workers, school psychologists, and school nurses for

many decades, yet the number of available professionals

employed by schools has not been adequate to meet the

level of need demonstrated by the general education

population. Promising and effective solutions include

the development of school-community partnerships and

the implementation of comprehensive, school-based

mental health services. These approaches address the

growing need for mental health care and increase the

likelihood that youth can benefit from the learning

opportunities available to them.

Olga Acosta Price

See also Diagnostic and Statistical Manual of Mental

Disorders; Individualized Education Program
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MENTAL RETARDATION

Mental retardation is a disability characterized by sig-

nificant limitations in both intellectual functioning

and adaptive behavior. The disability originates in the

developmental period before the age of 18. Individ-

uals with mental retardation are a heterogeneous

group. There is no single cause of the disability, and

areas of strengths and weaknesses can differ widely

from individual to individual. Most individuals with

this disability have IQs in the higher ranges of mental

retardation, and their disability may be initially noticed

primarily on academic tasks.

Between 1% and 3% of the total population in the

United States has mental retardation. It is difficult to

precisely calculate the number because individuals

are not routinely screened, preferred terms for the

disability may vary among jurisdictions, and states

sometimes use different eligibility cutoffs for different

purposes (e.g., eligibility for special education pur-

poses may be different from eligibility for subsidized

housing). Additionally, some individuals who might

meet the criteria for a diagnosis of mental retarda-

tion purposefully avoid the diagnosis and stigma by

attempting to appear mentally typical in their commu-

nity and workplaces. Consequently, the number of

adults officially reported to have mental retardation is

likely lower than the actual number.

It is understandable that many individuals would

not want to be identified as having mental retardation

because being labeled with this disability exposes peo-

ple to the discriminatory attitudes of society. Sadly,

people perceived to have an intellectual disability are

often socially constructed in ways that stigmatize them

and limit their opportunities for full participation in

schools, communities, and workplaces. There is evi-

dence that societal attitudes toward persons with intel-

lectual disability are changing, but many prejudices

and stereotypes associated with this disability remain.

History and Terminology

Societies have always recognized differences in abili-

ties between individuals. Throughout the ages, people

have attempted to describe and name these differ-

ences. The earliest description of mental retardation

was found written on ancient papyri in Thebes (1500

B.C.), but it is likely that people have been attempting

to understand and name observed differences in

human capabilities since the origins of civilization.

People’s views toward and treatment of individuals

seen as differing significantly from the norm or as

having disabilities have fluctuated across the years

depending on particular circumstances within a given

society. Religious beliefs, cultural values, and eco-

nomic conditions are some of the factors that influ-

ence a society’s view of disability. There is evidence,

for example, that some early societies, such as the

Egyptians, highly valued children and spent much

effort on nurturing and caring for them. This included

children with disabilities. Other societies, such as the

Greeks and Romans, respected physical prowess and

practiced infanticide when children were born with

a clearly distinguishable disability.

Perceptions of individuals with disabilities in more

recent times have also shown great variation. At cer-

tain points in time, such as in the early 19th century,
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society in general promoted humane treatment for

persons with disabilities. During that time, many pro-

fessionals in Europe and the United States began to

develop educational programs for individuals with

mental retardation and other disabilities. When it

became clear that treatment could not ‘‘cure’’ disabil-

ity, and the economic status of the United States

changed during the latter part of that same century

because of the Civil War, attitudes toward persons

with disabilities shifted. They became seen as burdens

to society, incapable of benefiting from educational

programs or contributing to their communities. Large-

scale institutions where people with disabilities were

segregated and that provided only minimal care

became the norm at this point rather than the progres-

sive programs seen earlier. The trend toward institu-

tionalization continued throughout the early part of

the 20th century.

In the mid- and latter part of the 20th century, legis-

lation and civil rights litigation by individuals with dis-

abilities and their families created major shifts in

service provision and in the ways in which individuals

with disabilities are portrayed and viewed by society.

This resulted in improved access to higher-quality edu-

cation and supports for persons with mental retardation

within inclusive rather than segregated settings, and

increased opportunities to be fully participating, valued

members of their families, schools, and communities.

The principle of normalization, introduced from

Scandinavia by Bengt Nirje in the late 1960s, also

had an enormous influence on the field. This principle

stated that persons with mental retardation have the

right to the same everyday social, economic, and per-

sonal life experiences as their typical age peers,

within the same settings used by other community

members. The principle also emphasized the right of

individuals to have their choices and preferences con-

sidered in decision making. Application of the nor-

malization principle in service systems formed the

basis of the movement to bring people with mental

retardation out of institutional settings and assist them

to become active participants in their communities.

The terms applied to individuals who exhibit char-

acteristics associated with mental retardation have also

changed throughout the years. Feebleminded, simple-

ton, fool, idiot, imbecile, and moron are some of the

names that have been used in the past to refer to per-

sons perceived as having a cognitive disability. Some

of these names were originally scientific terms used by

professionals in the disability field (e.g., moron), but

over time, the terms came to be viewed as derogatory

and were replaced with other, less offensive terms.

Today, there continues to be variation in terminol-

ogy to describe mental retardation. In Great Britain,

the term most widely used is learning disability; in

other parts of the world, the term intellectual disability

is preferred. Mental retardation is currently the most

widely used term within the United States, although

mental disability, intellectual disability, and cognitive

disability are gaining use. Like names from earlier eras,

the term mental retardation has come to be seen as

stigmatizing, and individuals with disabilities and their

families are increasingly vocal about their objection to

its use. Although no consensus has been reached, it is

likely that the term mental retardation will be replaced

with the synonym intellectual disability.

Definition

Just as the terminology used to refer to mental retarda-

tion has changed across time, so have the criteria used

to define this disability changed as theories of intelli-

gence, techniques of measurement, and the conceptual-

ization of mental retardation have evolved. Early

definitions of mental retardation focused on what was

seen as the incurability of the disability. These defini-

tions placed more emphasis on measurement of intelli-

gence (i.e., IQ score) in determining if someone had an

intellectual disability than on other aspects. Over time,

there has been increasing recognition of the importance

of measuring an individual’s adaptive behavior skills

and current functioning in determining a diagnosis.

Currently, there is emphasis on an assessment process

that considers intellectual ability, adaptive behavior,

age of manifestation, and functioning.

By 1977, most definitions of mental retardation

acknowledged the importance of clinical judgment.

This is a particular type of judgment based on data

and on a professional’s extensive experience and

expertise. Current definitions of mental retardation

specify that an individual’s score on an appropriate

measure of intelligence fall at or below two standard

deviations below the mean (i.e., at or below 70), con-

sidering standard error of measurement and the instru-

ment’s other properties. Use of clinical judgment is

especially important for determining a diagnosis when

an individual scores at the margins.

By the early 1990s, there was recognition that an

individual’s current level of functioning is affected by

interaction between an individual’s capabilities and
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other factors, such as his or her participation, interac-

tions, and social roles; health; and the context or envi-

ronment in which he or she lives. Based largely on this

understanding, the American Association on Mental

Retardation (AAMR; now named the American Asso-

ciation on Intellectual and Developmental Disabilities,

or AAIDD) made a major change in 1992 when it

issued a new definition that included a classification

system that, instead of subdividing the individuals into

categories based on IQ score ranges, subdivided (clas-

sified) based on the intensity of a person’s needs for

supports. Development of the 1992 definition was also

the first time that individuals with mental retardation

were included in the discussions around the definition.

Their inclusion as a part of the process of creating

a new definition of intellectual disability is indicative

of the growing strength of the self-advocacy movement

among persons with disabilities. The AAMR made

additional changes to the definition in 2002, primarily

adjusting the manner in which adaptive behavior was

conceptualized and assessed.

Today, discussions continue on how to precisely

define and measure mental retardation. In general, how-

ever, all current definitions of mental retardation specify

that an individual must demonstrate significant impair-

ment in intellectual functioning and in adaptive behavior

and that the disability must begin in the developmental

period if he or she is to be considered as having mental

retardation. The most widely used definition is the 2002

AAMR definition written by Luckasson et al.:

Mental retardation is a disability characterized by

significant limitations both in intellectual function-

ing and in adaptive behavior as expressed in con-

ceptual, social, and practical adaptive skills. This

disability originates before 18. (p. 1)

AAMR also stipulates that certain assumptions are

essential to the application of the definition. An indi-

vidual’s functioning must be measured against typical

community-based functioning of his or her age peers.

The evaluator must consider an individual’s skills

within the context of his or her culture and language,

and also take into consideration any behavioral, com-

munication, sensory, and motor differences that might

affect how the individual currently functions. It must

also be recognized that each individual has strengths

as well as areas of weakness, and that given appropri-

ate supports, an individual’s ability to participate over

time in his or her home, school, community, and

workplace generally will improve.

Two other widely used definitions are those found

in the American Psychiatric Association’s Diagnostic

and Statistical Manual of Mental Disorders (Fourth

Edition, Text Revision) (DSM–IV–TR), and in the World

Health Organization’s International Statistical Classifi-

cation of Diseases and Related Health Problems (10th

ed.) (ICD-10). The DSM–IV–TR definition is closely

modeled on the AAMR 1992 definition. This definition

specifies that an individual with mental retardation

functions significantly below average in intelligence

and adaptive behavior and that the age of onset is prior

to age 18. This definition, as well as the ICD-10 defini-

tion, differ from the AAMR definition by retaining

a classification system based on IQ score ranges.

All three definitions reflect that mental retardation is

a complex construct that must be interpreted within an

ecological perspective. Thinking of mental retardation

as a disease or condition is too simplistic and ignores

the mediating effects of supports. Human functioning

does not remain static but changes across time because

of a number of interrelated factors, including the

demands of environments; the types of supports and

resources available to provide assistance; health status;

and the opportunities available for participation and

interaction within home, community, and work settings.

Diagnosis,
Assessment, and Classification

Assessment for the purpose of diagnosis should result

in benefit for the individual. This is especially true

when considering assessment that may result in appli-

cation of a potentially stigmatizing label, such as

mental retardation. As discussed above, society’s con-

struction of mental retardation may have damaging

effects on individuals carrying this label. Failing to

detect cognitive disability when it is actually present,

however, might cause an individual to lose access to

critical resources and supports that would enhance life

functioning and ensure fair treatment by society. On

the other hand, applying an incorrect label of mental

retardation when cognitive disability is not present

may cause the individual to be stigmatized and to lose

access to critical social, educational, and vocational

opportunities.

Diagnosis

To be given a diagnosis of mental retardation, an

individual must score at least two standard deviations
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below the mean on an individually administered, stan-

dardized test of intelligence and score two standard

deviations below the mean on a standardized assess-

ment of adaptive behavior. In addition, the disability

must have originated during the developmental period.

The purpose of diagnosis should be to determine

eligibility for benefits, services, and supports. For

example, children who have mental retardation and

need special education qualify for specialized educa-

tional supports and services under the Individuals with

Disabilities Education Act 2004 (IDEA). Once it is

established that a child has intellectual disability, an

individualized education plan (IEP) can be developed

for the child to ensure that he or she is provided with

the necessary educational interventions and related

services to access and make progress in the general

curriculum. Another purpose for diagnosis is decision

making. In the criminal justice system, for instance, it

is critical to determine if a defendant has mental retar-

dation in order to ensure that the law is correctly

applied in a given situation (e.g., in cases involving

consideration of the death penalty).

Assessment

Valid assessment to determine if someone has an

intellectual disability must include several factors.

First, the examiner should have specialized training in

administration of the assessment instruments required

for establishing a diagnosis of mental retardation. The

examiner should also have direct, extensive experi-

ence with individuals with mental retardation so that

he or she can apply appropriate clinical judgment to

the assessment process as warranted.

A second critical factor for valid assessment is that

appropriate assessment instruments be selected and

administered. To appropriately assess intelligence, the

instrument selected must be standardized, individually

administered, and based on a normative sample that

included sufficient numbers of individuals across the

age span who represent diverse groups of people (e.g.,

varied ethnic populations, abilities, rural and urban

populations). Cultural and linguistic diversity are foun-

dational considerations and must be considered in plan-

ning and implementing all aspects of assessment.

It must be kept in mind, however, that standardized

assessments of intelligence were not designed to ade-

quately evaluate populations of individuals who score

significantly above or below the mean. Because, by

definition, this includes individuals with intellectual

disability, their scores on such instruments must be

interpreted cautiously. It is also essential to remember

that all assessment instruments are affected by errors

in measurement. The standard error of measurement

for most intelligence assessments is +3–5 points. For

individuals scoring at the margins (i.e., at or close

to 70), this consideration is especially important, and

the examiner must use additional information (e.g.,

measures of adaptive behavior) and clinical judgment

when making a diagnosis determination.

An additional consideration is that many individ-

uals who may have mental retardation also have

accompanying physical and sensory challenges. For

example, they may not be able to complete test items

requiring manipulation of testing materials or may

need accommodations to access test stimuli (e.g.,

enlarged print). This factor underscores the necessity

of having an experienced evaluator administer and

interpret assessments that might lead to a diagnosis of

mental retardation.

The second criterion for diagnosis of mental retar-

dation is significant limitations in adaptive behavior

skills. Adaptive behavior refers to the skills needed to

be successful in one’s everyday life. It includes multi-

ple components, such as daily living, social, and

conceptual skills. Valid assessment requires adminis-

tration of a standardized measure of adaptive behav-

ior. One of the most commonly used instruments is

the Vineland Adaptive Behavior Scales. To meet the

criteria for diagnosis of mental retardation, an individ-

ual must score at least two standard deviations below

the mean in one of three broad skill domains of adap-

tive behavior (i.e., conceptual, social, or practical

adaptive skills) or have an overall total score that is

a minimum of two standard deviations below the

mean. The instrument used for assessment must have

been normed on diverse individuals across the age

span and on persons with and without mental

retardation.

Like intelligence, adaptive behavior is a complex

construct, and it is difficult to develop an instrument

that adequately assesses all adaptive behavior skills.

Just as with assessment of intelligence, it is essential

that the examiner have extensive experience both with

appropriate adaptive behavior instruments and with

individuals with mental retardation so that suitable

clinical judgment can be applied as needed. When

interpreting scores on adaptive behavior instruments,

the examiner must also consider accompanying sen-

sory or motor impairments and cultural, linguistic,
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and socioeconomic factors that might affect the indi-

vidual’s performance of adaptive behavior skills.

Classification

One of the primary reasons to classify or subdivide

individuals with mental retardation is to assist with

planning services and supports. Various systems of clas-

sification have been used depending on the purpose for

classifying. The mild/moderate/severe/profound system

based on IQ ranges is still used in the DSM–IV–TR and

the ICD-10 definitions.

In 1992, the AAMR committee, working on a new

definition of mental retardation, eliminated these IQ-

based categories and instead recommended that individ-

uals be classified by their need for supports. Supports

encompass a range of activities, resources, and strate-

gies that assist a person in any and all areas of his or

her life. Supports can be provided by self (e.g., using

a self-management checklist to complete job duties) or

by other people (e.g., a teacher providing literacy

instruction). They can include adaptive equipment or

technology that allow access to information or enhance

participation in an activity. Supports may also be some

type of service; for example, case coordination to assist

with performing routine activities such as paying bills

or buying groceries.

The underlying concept on which this supports-

based model is built is that when individuals with

mental retardation (or, indeed, anyone) are provided

with the supports they need, their functioning will

likely improve. This concept represents a major shift

from earlier thinking that viewed individuals with

mental retardation as incapable of making substantive

positive changes. The new model recognizes that pro-

vision of supports should take into account the

demands of a given context (environment) and the

individual’s strengths, limitations, and preferences in

that environment when determining what supports

would allow the individual to be more successful in

his or her daily life environments.

This new classification system focuses on assessing

areas of needed supports and the intensity, frequency,

and duration with which the supports should be pro-

vided. In 1992, Luckasson et al. described four levels

of support intensity within this system: (a) intermit-

tent, which is available when needed but not necessar-

ily required all of the time; (b) limited, which may be

needed over a defined period of time but not generally

across all settings or across the lifespan; (c) extensive,

which is needed regularly across most environments

in which the individual functions and will likely be

needed across the life span; and (d) pervasive, which

is intense, required across all settings in which the

individual is involved, and will be needed throughout

the person’s life.

Causes

The etiology of mental retardation is complex because

it is often the result of interrelated risk factors. For

example, a child found to have mental retardation may

have been born to a teenage mother living in poverty

who engaged in drug and alcohol use during the early

stages of her pregnancy. This scenario includes several

risk factors: a very young mother who may not be

physically or emotionally ready for motherhood, possi-

ble inadequate maternal nutrition and prenatal care due

to poverty, and substance abuse. It is probable that the

combination of these risk factors affected the outcome

for her baby, and it would be difficult to single out one

cause for her child’s disability.

The AAMR/AAIDD uses a multifactorial approach

to determining risk factors that may result in intellectual

disability. The categories of risk factors are as follows:

• Biomedical, such as metabolic disorders;
• Social, such as lack of neonatal care;
• Behavioral, such as parent substance abuse; and
• Educational, such as inadequate or delayed early

intervention services.

Risk factors can be further analyzed in relation to

when they occur (e.g., before birth, around the time of

birth, or well after birth). A multifactorial conceptual-

ization of the etiology of intellectual disability recog-

nizes the complexity of conditions resulting in mental

retardation and is useful in working toward its preven-

tion. This approach also recognizes that addressing

risk factors may not always focus solely on the child

with the disability. Rather, effective prevention may

focus on the child’s family and society because some

factors affect parents and families as well as children.

To return to the previous example of interrelated risk

factors, providing affordable prenatal care to a teenage

mother living in poverty, assisting her to find safe

housing and access to nutritious food for herself and

her child, and providing postnatal follow-up care can

be highly effective ways for a society to prevent con-

ditions resulting in intellectual disability.
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When considering various etiologies of mental

retardation, a few generalizations can be made. In

many instances, especially in the higher IQ ranges of

mental retardation, a single, specific causal factor for

the intellectual disability cannot be determined. For

individuals at the lower IQ range of mental retarda-

tion, a causal factor can be identified approximately

60%–75% of the time and is most often related to

a biological risk factor, such as a prenatal infection.

Recent scientific advances have increased the number

and precision of diagnoses of syndromes associated

with intellectual disability (e.g., Angelman syn-

drome). New technology has also led to the discovery

of previously unknown, genetically based syndromes,

and it is likely that continuing medical diagnostic

advancements will lead to identification of additional

biological risk factors.

It is important to remember that even when there

is a clearly identifiable biological causal factor, other

risk factors may also influence the development, and,

ultimately, the functioning of a particular individual.

Knowing the etiology of the disability can provide

much useful information; however, persons with the

same etiology may be very unlike one another. Down

syndrome is an example of this. Individuals with

Down syndrome have a genetic difference that causes

physical changes in their bodies, including their neu-

ral systems. Yet no two people with Down syndrome

will be exactly alike, or function in exactly the same

manner. These differences are the result of the inter-

action between their physical and neurological

makeup and the social, educational, and behavioral

factors present in their environments. Professionals

would be wise to remember the old saying that

‘‘Diagnosis is not prognosis’’ and to consider each

person with mental retardation individually.

Another issue to consider is that intellectual dis-

ability can occur with other mental and/or physical

disabilities. Individuals with mental retardation may,

for example, have a seizure disorder, experience sen-

sory and motor impairments, or have a mental disor-

der. Consideration of these accompanying conditions

is critical when planning educational, social, behav-

ioral, and medical supports.

Future Directions

As our understanding of the nature of human func-

tioning has deepened and our expertise in providing

educational, social, and behavioral supports has

increased, our expectations for persons with mental

retardation have expanded. Attitudes toward and ser-

vices provided for persons with mental retardation

have undergone many positive changes, particularly

in the past 25 years. Individuals with this disability

are increasingly being successfully educated within

inclusive settings with their age peers and are demon-

strating the ability to acquire knowledge and skills

beyond what many professionals considered possible.

New vocational opportunities, more flexible service

delivery systems, and more skilled provision of indi-

vidualized supports have allowed many persons with

mental retardation to obtain meaningful work, live in

their own homes, be active members of their families

and communities, and create personally satisfying

lives for themselves.

Susan R. Copeland and Ruth Luckasson

See also Disabilities; Intelligence and Intellectual

Development; Risk Factors and Development; Special

Education
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META-ANALYSIS

A single study conducted to examine an issue will not

usually establish definitive conclusions. It takes the accu-

mulation of results across studies to begin to establish

facts that can be then used to either validate a theory or

formulate a new one. For example, many studies have

been conducted to examine the relationship between the

theoretical concept self-efficacy and academic achieve-

ment. That is, does a person’s belief in his or her ability

to perform academic tasks such as taking tests and

completing homework assignments have an impact on

academic achievement (e.g., grades, test scores)?

The traditional way to accumulate knowledge across

these studies was to conduct a review of the literature.

A researcher read all the published studies on the topic

and then wrote a narrative describing these studies and

an overall set of conclusions. Although these reviews

were useful in organizing the studies conducted on

a certain topic, the conclusions were based on the sub-

jective impressions of the reviewer. Other concerns

were the uneven quality of the studies as well as the

difficulty in summarizing some topics in which there

were very large numbers of empirical studies, often

with what seemed to be conflicting results.

Meta-analysis is an attempt to address the weak-

nesses of the traditional literature review of empirical

studies by using statistical integration and analysis of

research findings. Data from studies examining the

issue of interest are collected and aggregated, and

then statistical tests are conducted to the aggregated

or pooled data for the researcher to interpret. Thus,

the primary purpose of meta-analysis is two fold, to

first summarize the results of empirical research stud-

ies and, second, to estimate what the results might have

been if all the relevant studies had been conducted

without methodological limitations. This second pur-

pose is expected to better reveal the underlying con-

struct-level relationships in which scientists are most

interested.

Data are quantified in two important ways in

a meta-analysis: (1) The descriptive data from each

study are coded; and (2) the results of each study are

transformed into an effect size, which is a common

metric across studies. This common metric transfor-

mation permits the data from different studies to be

aggregated and compared, with effect sizes generally

weighted to give more emphasis to studies using more

participants. Effect sizes are largely sorted into two

main types, correlation and standardized mean differ-

ence. The product-moment correlation coefficient

and its variants provide an overall estimate of the

strength of the relationship between two variables. If

the focus of the meta-analysis is the effectiveness of

some type of treatment or program, then standardized

group mean differences are computed to provide an

index of effect (e.g., Cohen’s d). Research questions

for the latter type of explanatory meta-analysis are

often in relative terms, such as determining if one

type of intervention is better than another type for this

particular problem.

In the meta-analysis examining the relationship

between self-efficacy and academic achievement, Karen

Multon and her colleagues found an overall moderate

effect size across all studies, which meant that a signifi-

cant positive relationship was found between one’s

beliefs in one’s ability to perform academic tasks and

one’s academic achievement. Additional statistical

analysis showed that the variance in reported effect

sizes was partially explained by certain study charac-

teristics. For example, there was a stronger overall

effect size for low-achieving students than for those

students making normative academic progress. Thus,

a meta-analysis is conducted not only to compute an

overall effect size, but also to examine the relationship

between the dependent variable (i.e., effect size) drawn

from each study and the independent variables or char-

acteristics of each study (e.g., population attributes,

outcome measures, intervention).

An important benefit of meta-analysis is that it can

be used to correct for measurement error, sampling

error, and other artifacts that may distort study results.

Essentially, meta-analysis can be used to estimate with

greater accuracy the population parameters or values

that would be obtained if one were able to conduct

a perfectly designed study or sequence of studies with

the entire population of interest. By synthesizing the

results of independent research reports, a systematic

error in one study will have less of an impact on the

overall results. Another advantage of meta-analysis is

that it combines knowledge succinctly no matter how

many studies have been conducted on the topic, in con-

trast to a narrative review, in which studies may be
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selective. This concise format aids in the distribution

of information on the topic, as demonstrated by text-

book authors heavily incorporating meta-analytic finds

to make their manuals more accurate. Furthermore,

meta-analysis may highlight particular gaps in the liter-

ature that can provide direction for future research.

Because the success of meta-analysis relies upon

other studies, the failure of meta-analysis also lies in

these same studies. The strength of meta-analysis is

dependent on the quality of the studies included,

incorporating studies that may be incomplete, have

significant error, or have dissimilar research objec-

tives. Since only studies that are published are used in

a meta-analysis, the technique is inherently biased in

that unpublished studies that did not achieve signifi-

cant results are not included, thus leading to a potential

inaccurate effect size estimate. Although the power of

meta-analysis lies in the generalization and strength-

ening of a relationship, the method sacrifices the

detailed information (e.g., finding a positive relation-

ship with test scores, but the quantity is unknown). A

more detailed meta-analysis can also be conducted for

various subgroups (e.g., gender), but the researcher

must undertake caution when interpreting the results

because inappropriate subgroups can be inadvertently

created (e.g., mixture of control and treated groups).

Karen D. Multon and Jill S. M. Coleman

See also Correlation; Inferential Statistics; Self-Efficacy
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METACOGNITION AND LEARNING

Psychologists interested in how individuals learn have

devoted much attention to the cognitive processes

involved in encoding, storing, and retrieving information

of all types, as well as comprehending the complex

information with which they are confronted daily.

Investigators have examined a variety of cognitive pro-

cesses, with particular attention to memory and lan-

guage comprehension. Such investigations have led to

an understanding of the factors that lead to enhanced

comprehension and recall during learning.

During the past couple of decades, researchers have

also gotten keenly interested in metacognition. The

term metacognition refers to the knowledge of and

monitoring of cognitive processes. Because there is

more than one cognitive process involved in learning,

it is not surprising that researchers use more specific

terms to denote the knowledge of and monitoring of

different cognitive processes. For example the terms

metamemory and metacomprehension are used to refer

to individuals’ knowledge of and monitoring of mem-

ory and comprehension, respectively. Most research on

metacognition has been on metamemory or metacom-

prehension, although the metacognitive processes

involved in performing other tasks, such as problem

solving, have also been studied. Additionally, research-

ers have begun to explore metacognition outside of the

laboratory, extending research paradigms to the class-

room and other applied settings. There has also been

an increase in attention paid to the role of social influ-

ences on metacognition.

Although the literatures on metamemory and meta-

comprehension are similar in many ways (e.g., the

issues investigators are examining in the two literatures

have much in common, and there are some similarities

in the research paradigms employed), researchers

examining metamemory have tended to use lists of iso-

lated words as learning materials, whereas researchers

examining metacomprehension have tended to use

texts as learning materials. The present entry focuses

on the role of metacomprehension in learning, as the

text materials used in metacomprehension research are

quite similar to the types of information typically

encountered in learning in the classroom as well as

other real-world settings.

Knowledge About Cognition

As individuals develop, they accumulate a great deal

of knowledge as a result of life experiences. This

knowledge can be thought of as ‘‘knowing that’’

knowledge (for example, knowing that a dog is a type

of animal), also referred to as declarative knowledge,

or ‘‘knowing how’’ knowledge (for example, knowing

the procedures involved in typing), referred to as
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procedural knowledge. One of the types of declarative

knowledge that individuals acquire is knowledge

about their own and others’ cognitive processes.

Psychologists have primarily studied three compo-

nents of metacognitive knowledge. These are person

knowledge, task knowledge, and strategy knowledge.

An example of person knowledge would be knowing

that sixth graders are more likely to understand infor-

mation about global warming than are second graders.

An example of task knowledge would be the knowl-

edge that it is easier to understand a passage when

one is familiar with the topic than when one is unfa-

miliar. And, finally, an example of strategy knowl-

edge would be the knowledge that rereading is

a useful strategy when confronted with material not

understood.

People acquire knowledge of cognitive processes,

including person, task, and strategy knowledge, from

a variety of sources. An individual may receive some

instruction about person, task, and strategy knowledge

from parents and teachers, but may primarily obtain

such knowledge through a multitude of personal and

informal learning experiences, including the observa-

tions of others as they attempt to learn.

Assessing Knowledge
About Comprehension

The most direct way to assess individuals’ knowledge

about comprehension is through questionnaires or

interviews. Several questionnaires have been developed

to assess individuals’ knowledge about comprehension,

including person, task, and strategy knowledge, and

questionnaires about comprehension have been devel-

oped to examine knowledge in children as well as

adults. Although the data gathered from such question-

naires are interesting in their own right (for example,

to reveal developmental changes in children’s or

adults’ knowledge), what is of most interest to

researchers is the relationship between individuals’

knowledge and their performance on comprehension

tasks or academic achievement.

Research on knowledge of comprehension in chil-

dren reveals that such knowledge is related to both

children’s reading ability and age. Although these

results are not terribly unexpected, an interesting

finding in the literature is that adults’ knowledge of

comprehension processes has also been found to pre-

dict their comprehension performance and academic

achievement. Thus, adults who have acquired more

general knowledge about comprehension (regardless

of the source of that knowledge) have been found to

perform better on measures of comprehension and to

be more successful academically. Some researchers

have found that strategy knowledge, in particular, is

consistently related to comprehension performance.

Thus, systematic rather than haphazard instruction in

comprehension processes may be helpful to students.

Monitoring Cognition

During learning, it is important for individuals to both

assess how well they are doing on a task, and initiate

a plan to correct any problems they may be experienc-

ing. These combined activities are referred to as moni-

toring cognition. Thus, while one is listening to

a lecture or reading a book, it is important to both

evaluate one’s level of understanding (with perhaps

a simple question such as ‘‘Do I understand what has

been said/read up to this point?’’) as well as regulate

understanding with one or more strategies if one is

aware of a comprehension difficulty (for example,

asking a question of an instructor or rereading a sec-

tion of a paragraph not understood). Thus, monitoring

of cognition really has two components. The first is

evaluation of progress toward a cognitive goal, and

the second is a regulation of activities through the use

of appropriate strategies. If a student is regulating his

or her cognition, then he or she has already attempted

to evaluate progress. However, it is possible for a stu-

dent to fail to evaluate progress, or also possible to

evaluate progress (and find progress deficient in some

way) but then fail to use one or more regulation strat-

egies. Many fail to use strategies to repair comprehen-

sion problems simply because they lack the time or

motivation to do so.

Unfortunately, the failure to evaluate one’s prog-

ress and/or use strategies to aid progress toward goals

is an all too common occurrence in students’ efforts

at learning. Furthermore, these types of monitoring

activities (much like knowledge of comprehension

processes) are often not taught directly, and, for this

reason, students’ learning and their ability to know

how to learn may be hindered.

Assessing Monitoring
of Comprehension

The majority of investigations of students’ monitor-

ing abilities have focused on students’ ability to
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evaluate rather than regulate comprehension during

reading. Most investigators have conducted studies

using college students as research participants, but

some have examined children’s ability to evaluate

their comprehension.

Investigators have primarily used two research

paradigms to examine students’ ability to evaluate

their comprehension during reading. One of these

paradigms is the error detection paradigm. In this

paradigm, students are given passages to read. Some

of the passages contain an error, such as a nonsense

word, false information, or a pair of inconsistent sen-

tences. What is of interest is whether students notice

the errors during reading. If not, investigators con-

clude that students may not be adequately evaluating

their understanding during reading.

Linda Baker has argued that the ability to evaluate

understanding during reading is not a unitary process,

but rather is multidimensional, as individuals must

really evaluate what they are reading using different

standards of evaluation. Some standards of evaluation

may be more difficult to use than others. Karen

Zabrucky and DeWayne Moore, for example, found

that children were better able to use a lexical standard

or an external consistency standard (that is, they were

better at evaluating their understanding of the indi-

vidual words in a passage or whether the information

fit with their own prior knowledge) than an internal

consistency standard (evaluating whether information

within a text was internally consistent). Researchers

have generally found that children’s ability to evaluate

their comprehension, as measured by the error detection

paradigm, develops with age. However, even college

students frequently fail to use an internal consistency

standard of evaluation during reading tasks. In fact, it

appears as if evaluation skills continue to develop in

college and graduate school, as students have more and

more experience knowing how to learn.

Another, more widely used, research tool is the

calibration of comprehension paradigm. In this para-

digm, students are presented with several passages to

read. Generally speaking, the passages are either unal-

tered or minimally altered, and they are obtained from

textbooks or other reading materials. In the calibration

of comprehension paradigm, students are asked to

read each passage, one at a time, and provide ratings

regarding their level of passage understanding or their

readiness to be tested over the material. The similarity

between the calibration of comprehension paradigm

and the types of self-questioning activities in which

students engage (or should engage) during everyday

learning is strikingly apparent.

After students provide ratings of their understanding

and/or test readiness, they are given a test over the pas-

sage information. What is of interest to psychologists

is the relationship between students’ ratings and their

actual comprehension performance. This relationship is

referred to as calibration of comprehension. Students

who rate their comprehension high or indicate that they

are ready for the test, and who perform well on the test,

are said to be well calibrated. Similarly, students who

rate their comprehension low or indicate that they are

not ready for the test, and who perform poorly on

the test, are also well calibrated (despite their poor

comprehension performance!). Poor calibration is said

to occur when there is a mismatch between one’s self-

assessment (or evaluation of understanding) and one’s

comprehension performance. The most common type

of mismatch is an illusion of knowing, that is, believing

that one understands something or is ready for a test

when one is not. The implications of illusion of know-

ing for studying and learning are profound. If students

exhibit an illusion of knowing, and research suggests

that they frequently do, they will fail to continue the

critical studying needed to understand and remember

lecture or book material.

Several factors seem to influence calibration of

comprehension. Students seem to be better able to cali-

brate their comprehension of text material when they

are required to process a text more deeply, or when

they reread passage information. Researchers are con-

tinuing to examine factors that are related to and may

improve calibration ability. Research findings suggest

that providing students with tasks during reading that

contribute to more thoughtful and deeper processing

would be highly beneficial. Also, practice at calibrating

(for example, requiring students to assess their readi-

ness and then providing them feedback on actual per-

formance) might be helpful in reducing the illusion of

knowing that so often accompanies students’ decisions

to discontinue their efforts during learning.

Karen M. Zabrucky and Lin-Miao L. Agler

See also Cognitive View of Learning; Reading

Comprehension Strategies
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MNEMONICS

Remembering information when one needs it, whether

it is the name of an old friend one meets on the street,

the answer to a question in a game of Trivial Pursuit,

or the facts needed to answer a question on an exam

is a challenge all people have faced. Mnemonics are

aids or techniques for organizing information and

encoding information to help an individual recall it

when he or she needs it. The word mnemonic is

derived from the ancient Greek word mnemonikos

(‘‘of memory’’), and the first reported use of mnemon-

ics appears in Cicero’s De Oratore. In Cicero’s

account, the poet Simonides was dining with many

other guests in the home of a wealthy merchant after

having recited one of his poems. During the affair,

Simonides was summoned outside the banquet hall.

While Simonides was outside, the roof collapsed,

crushing all the guests beyond recognition, but Simo-

nides was able to identify all the bodies by remember-

ing where each person had been sitting. Simonides’

technique came to be known as the method of loci,

and it has proven to be widely applicable.

In the method of loci, an individual associates the

information he or she wants to remember with a series

of familiar locations, such as rooms in the individual’s

house or landmarks on his or her route to work. For

example, when arriving at home, you might park in

the garage, enter through the laundry room, proceed

through the kitchen, go through your bedroom to the

closet, and so forth. You use this sequence by forming

a mental image of each location in the sequence and

of each item of information to be remembered, and

then ‘‘placing’’ the images for the information you

want to remember in one of the locations. Later, you

can retrieve the information you wanted by retracing

your path, stopping at each location to pick up the

needed information.

Although an individual may not be familiar with

the term mnemonics or the method of loci, it is almost

certain that he or she uses a number of mnemonic

devices. For example, if you want to remember the

number of days in July, you are likely to use the

familiar poem, ‘‘Thirty days hath September, . . .’’

Your spelling may have been improved by learning ‘‘i

before e except after c:’’ Many people learned their

letters with the help of the alphabet song. A teacher

may have helped you to distinguish between stalac-

tites and stalagmites by pointing out that stalactites

hang tight to the ceiling and stalagmites need all their

might to grow up from the ground. If you ever wanted

to be able to remember the first 15 digits of pi, you

might try learning the following sentence: ‘‘Yes, I

need a drink, alcoholic, of course, after the heavy ses-

sions involving quantum mechanics.’’ Once you are

able to remember the sentence, you simply count the

number of letters in order (e.g., Yes I need = 3.14).

As you can see, the use of mnemonics is pervasive,

and mnemonic devices take many forms.

Acronyms are words (or approximations to words)

formed by the first letters of the items to be remem-

bered. For example, if you can remember the order of

colors in a rainbow, you may also be familiar with

ROY G. BIV. If you have trouble remembering

the names of the great lakes, you might try using the

word HOMES (i.e., Huron, Ontario, Michigan, Erie,

Superior). Acronyms frequently are used to make the

names of organizations and other information more

memorable (e.g., NATO, for Northern Atlantic Treaty

Organization; AIDS, for acquired immunodeficiency

syndrome). You may also have used acrostics, a closely

related type of mnemonic in which the first letters of

words in a sentence or phrase are used to cue memory.

For example, if you know how to read music, you may

have learned the names of the lines in the treble clef
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with the assistance of ‘‘Every good boy does f ine.’’

Back when the solar system had nine planets, a number

of sayings were used to help remember them in order

of their distance from the sun, including, ‘‘My very

elegant mother just sat upon nine porcupines.’’

Several types of mnemonics have been extensively

studied by educational and cognitive psychologists.

One such system, which has been proven effective in

experiments in which people must recall a list of

words in order, is the peg word method. In the peg

word method, a highly imageable word that rhymes

with a number is used as a retrieval cue. A commonly

used peg word list begins as follows:

One is a bun.

Two is a shoe.

Three is a tree.

If an individual needed to remember a list of words

in order (a common task in memory experiments of

the mid-1900s), first he or she would memorize the

list of peg words. Then, the individual would form

a vivid mental image in which the first word in the list

he or she is studying and the first peg word interact in

some memorable fashion (e.g., if the first word were

deck, an image of a hamburger bun sitting next to

a plate made of playing cards, or a poker player with

a sandwich in one hand and playing cards in the

other). This process is then repeated for subsequent

words from the list and peg words. To recall the

words, the individual would count off the peg words,

generate the associated images, and retrieve the words

he or she was supposed to remember.

Unlike the loci and peg word systems, keyword

mnemonics are custom-made for the information to

be recalled. A keyword is a familiar, highly imageable

word that sounds like all or part of the word to be

remembered. Keywords were originally used to teach

foreign vocabulary. For example, to learn the Spanish

word for letter (of correspondence), carta, you could

use the keyword cart and form an interactive image

of an oversized letter in a shopping cart. Then, when

asked to recall the Spanish equivalent of letter, you

would recall the image and tranform the keyword to

the proper Spanish term. The keyword method also

has been used to help students remember other mate-

rial, such as state capitals. Suppose you needed to

know the capital of Maryland (Annapolis). Using the

keywords apple and marry, you could form an image

of two apples getting married.

People can be trained to generate keywords and

images for themselves, but young children and people

with cognitive impairments have trouble doing so. They

can still benefit, however, when provided with the key-

words and pictures. Although most experimental studies

of keywords have demonstrated their effectiveness,

some suggest that the use of keywords may not lead to

improved long-term retention under all conditions. For

the peg word and keyword mnemonics to be effective,

the images must be vivid and interactive. The use of

bizarre images has been highly touted, but research has

failed to prove that they are any more effective. Because

of their reliance on imagery, the use of these mnemonics

to remember abstract words (e.g., justice, competence)

tends to be more difficult and less effective.

As the examples above indicate, most mnemonics

of all types are not meaningfully connected to the

information they help people recall; therefore, their

use has been criticized as artificial. In addition, most

actually increase the amount of information that an

individual has to remember (e.g., the sentence used to

remember the value of pi). Nevertheless, through their

use of imagery, rhyme, and familiar or meaningful

material, mnemonics have been proven effective

under a wide variety of conditions. As long as people

have difficulty recalling information, mnemonics are

likely to remain in use. However, as the technology

for ready access to externally stored information con-

tinues to advance (e.g., computers, Internet, personal

digital assistants), our dependence on them may wane,

continuing the trend that has accompanied the advent

of writing and the printing press.

Ernest T. Goetz
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MODE

The most general and least precise measure of central

tendency is the mode. It is the value that occurs most

frequently.

To compute the mode, follow these steps.

1. List all the values in a distribution, but list each

only once.

2. Tally the number of times that each value occurs.

3. The value that occurs most often is the mode.

For example, if one were to examine different

styles of learning and categorize learners into Types 1,

2, and 3, the results might be as shown in Table 1.

The mode is the value that occurs most frequently,

which in the above example is a Type 3 learning

style.

The most commonly made mistake when comput-

ing the mode is when the number of times a category

occurs is selected rather than the label of the category

itself. Instead of the mode being Type 3, it is easy to

conclude the mode is 110. This is because one is

looking at the number of times the value occurred,

and not the value that occurred most often.

Distributions of scores can have more than one

mode, such as the case where two categories of events

occur a similar number of times, making the set

bimodal in nature.

The mode should be used when the data are cate-

gorical in nature and values can fit into only one class,

such as learning style, school attended, year in school,

and political affiliation.

Neil J. Salkind

See also Mean; Median
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MONTESSORI SCHOOLS

Montessori schools are learning communities that

adhere to the educational approach developed by

Maria Montessori. Montessori is both a pedagogical

method and an international movement for peaceful,

child-centered schooling, with more than 5,000

schools in the United States and another 2,000 in 70

other countries around the globe. Because the earliest

Montessori schools served pre-school-aged children,

Montessori is often associated with early childhood

education. However, the Montessori approach spans

the developmental continuum, with many schools

serving children from infancy through adolescence

and some through high school. Many of Montessori’s

claims relative to human development have been vali-

dated by experimental psychology. Similarly, her key

educational innovations, such as the use of manipula-

tive materials, child-sized furniture, and differentiated

instruction, have been incorporated into mainstream

classrooms.

History

Montessori education began in 1907 when Maria

Montessori, one of Italy’s first female physicians,

opened the first Casa dei Bambini as part of an urban

renewal project in the San Lorenzo district of Rome.

In her early years as a physician, Montessori held an

appointment at the university hospital while also

operating a private practice. As she practiced medi-

cine among the poor in Rome, she was drawn to the

condition of those children and youth who were

called ‘‘feebleminded’’ or ‘‘deficient.’’ The work of

the French physicians and psychologists Jean-Marc

Gaspard Itard and Edouard Séguin was particularly

influential. Both devoted their careers to working with

people with disabilities, and it was from this orienta-

tion that Montessori launched her own work with

children.

From Itard, Montessori adopted the practice of

studying children’s activity in their environment

and then adjusting the environment based on those

observations. Séguin, a student of Itard’s, had begun

Table 1 Sample Data: Learning Style Frequency

Learning Style Number or Frequency

Type 1 28

Type 2 53

Type 3 110
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developing instructional apparatuses specifically for

mentally impaired children. In addition to a focus on

didactic materials, Montessori also adopted Séguin’s

developmental orientation toward learning environ-

ments. That is, Séguin observed that the environment

itself should be customized to the needs of children at

various stages of development. In Montessori’s hands,

the notion of developmentally responsive environ-

ment, filled with carefully constructed didactic materi-

als, became the ‘‘prepared environment,’’ one of the

cornerstones of the Montessori Method.

Soon after the opening of the first Casa dei Bam-

bini, Dr. Montessori began to receive acclaim for the

method. In 1909, following the opening of subsequent

Casas and confident that the approach would hold uni-

versal appeal, Montessori published Il Metodo della

Pedagogia Scientifica applicato all’educazione infan-

tile nelle Case dei Bambini, whose English translation

is simplified to The Montessori Method.

Montessori made two heavily promoted trips to the

United States. During both of these visits, she lectured

to sold-out auditoriums and in the process developed

an ardent American following, which led to a rapid

proliferation of American Montessori schools and soci-

eties. American interest in Montessori, however, was

not all positive. From the beginning, critics on both

sides of the Atlantic attacked Montessori education.

One of the most vocal detractors was famed Teachers

College professor and self-proclaimed follower of John

Dewey, William Heard Kilpatrick. In 1914, Kilpatrick

produced a scathing critique that railed against the

‘‘fallacies’’ of self-correcting materials, ‘‘outworn and

castoff’’ psychological theory, and a sharp focus on

concentration at the supposed expense of social devel-

opment. In a similar vein, Charlotte Mason, a leader of

the British infant school movement, lamented what she

viewed as Montessori’s overemphasis on academic

learning at the expense of the play spirit necessary for

a happy early childhood.

The combined forces of World War I and the

critiques, which became persistent, brought about

the near disappearance of the Montessori method

from the American educational scene. Meanwhile,

Dr. Montessori continued to develop the method, even-

tually producing ‘‘advanced’’ educational materials

aimed toward elementary-age children. In 1929, she

founded the Association Montessori Internationale

(AMI) in order to protect the integrity of her ideas

and supervise the spread of the method through train-

ing programs, pedagogical guidelines, and the support

of affiliated national societies. At her death, in 1952,

control of AMI passed to her only child, Mario Mon-

tessori, who went on to lead the movement until his

own death in 1982.

At about the time of Dr. Montessori’s death, a young

American woman discovered Montessori education

and began a correspondence with Mario Montessori.

Nancy McCormick Rambusch, who is widely credited

with bringing about the American revival of Montes-

sori, took Montessori training in London; established

a Montessori learning environment in her home;

and, by 1958, became instrumental in founding the

Whitby School in Greenwich, Connecticut. Soon after

the founding of Whitby, Rambusch was appointed by

Montessori to be the representative of AMI in the

United States. With Montessori’s approval, she went

on to found the American Montessori Society (AMS),

which for 3 years functioned as the U.S. branch of

the AMI.

Early on in the relationship, however, tensions

began to emerge between AMI and AMS leadership.

Where the European leaders of AMI worked dili-

gently to preserve the integrity of the method as

Dr. Montessori had designed it, claiming that child

development occurred in relatively predictable and

universal patterns, the Americans insisted that Mon-

tessori must be adapted to the unique cultural and

social context of American society. By 1963, tensions

between these two wings of the movement became

untenable, and AMI and AMS broke ties, leaving

a legacy of philosophical and practical schism that

continues to shape the movement.

Montessori schools and training centers prolifer-

ated throughout the 1960s, and beginning in the

1970s, public Montessori schools were incorporated

into several district desegregation plans. By the turn

of the 21st century, public Montessori programs had

become a significant growth sector of the movement.

Now boasting a time-tested approach to educational

reform, many districts began offering Montessori

options through charters, conversions, and magnets.

The Method

The Montessori Method is a developmental approach

to education grounded in ongoing clinical observation

of the maturing child. In a sequence that foresha-

dows Jean Piaget’s framework of staged development

(sensori-motor, pre-operational, concrete operational

and formal operational), Montessori outlined four
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‘‘planes’’ of development. Like Piaget’s stages, the

planes map a progression from reflexive motor activity

to concrete and abstract thinking. The child at 3, for

instance, is said to be in the period of ‘‘absorbent

mind.’’ The child between 6 and 12 (what Montessori

called ‘‘childhood’’) is distinguished by intensifying

interest in imagination.

Montessori’s planes run in 6-year cycles (birth to

6, 6 to 12, 12 to 18, 18 to 24), with most cycles sub-

divided into two distinct 3-year cycles. Moreover,

within each developmental plane, but especially in the

first plane, Montessori claimed that children pass

through ‘‘sensitive periods’’ for particular intellectual,

social, and moral awakenings. There are sensitive per-

iods for language, movement, music, order, and so

on. The central role of the adult is to recognize these

sensitive periods and direct the child to work designed

to foster those awakenings.

What Montessori called the ‘‘prepared’’ adult, in

fact, is one element of a three-pronged framework for

the method. Along with an adult whose preparation

emphasizes clinical child study, Montessori education

also requires a ‘‘prepared environment,’’ filled with

carefully organized, scientifically developed learning

materials. There are materials for the development of

sensorial discrimination, language, mathematics, geog-

raphy, and practical life. Advanced materials (those

designed for the elementary child) include special exer-

cises in grammar, biological classification, geometry,

and advanced mathematical operations. The properly

prepared teacher is an adult who has been trained not

only in the purpose and proper use of these materials,

but also in the correct manner of interacting with chil-

dren so as to ‘‘direct’’ the child toward the optimal use

of materials at optimal developmental moments. The

third element in the framework is the child who is free

to work within the prepared environment.

Although prepared environments are distinctive

depending on the developmental level, several aspects

of their design are consistent. Key design elements

were developed through experimentation. For instance,

one feature of all Montessori learning environments is

the orderly placement of materials on low, open

shelves. Children are free to select materials from these

shelves, perform the appropriate exercises indepen-

dently, and return the work to its proper place. This

self-directed cycle of work is a hallmark of Montessori

learning, but the earliest Montessori environments did

not begin with this assumption. Rather, Dr. Montessori

made the innovation in response to the children’s

behavior. After arriving late one morning, one of

Dr. Montessori’s assistants noticed that the children

had opened the cabinet where the materials were stored

and, feeling free to take the materials themselves,

began working independently. Observing that the chil-

dren, left to their own devices, chose to work construc-

tively, Dr. Montessori not only made the materials

accessible to the children, but began to formulate

a theory of education that radically challenged the

foundations of current thought on childhood and child-

rearing.

Instead of viewing children as animal-like crea-

tures in need of the coercive control of adults,

Montessori observed in children a natural desire to

learn and a tendency to behave calmly and peacefully

while in the midst of purposeful activity. Deep con-

centration, in fact, seemed to bring about a transforma-

tion in the child. Children who entered the Casa

inattentive or rambunctious, after a period of sustained

concentration, were able to sustain focus and became

visibly more relaxed as a result of activity that was

intrinsically satisfying. Development, she posited, was

not just natural, it was a need in the young child that,

when met, would render the child secure and happy.

The prepared environment, then, evolved into

a learning space that provides both freedom and struc-

ture. Freedom comes in the form of liberty to move

about, to select work based on interest, and to work

individually or in a group. Structure comes from the

care with which the environment is prepared to meet

the developmental needs of the child. Experimental

psychology now affirms many of Montessori’s early

observations: the importance of movement, the senses,

order, and choice in learning, as well as the power of

intrinsic versus extrinsic motivation. Achieving the cor-

rect balance of freedom and structure remains a delicate

art form, practiced by experienced adults who are sen-

sitive to the subtleties of individual development.

Types of Montessori Schools

Because the Montessori name is not protected by

patents or trademarks, any school wishing to call itself

a Montessori school may do so. In the course of the

past century, two major types of Montessori schools

have evolved: traditional and progressive, and distin-

guishing among types of Montessori schools most reli-

ably revolves around the type of training received by

teachers. Traditional Montessori teachers tend to adhere

to a strict interpretation of the method as defined by
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Dr. Montessori and her followers and are more likely to

have been trained at AMI-affiliated training programs.

Progressive Montessorians, by contrast, more often

search for points of agreement between Montessori and

mainstream American educational approaches. A wide

array of associations align themselves with the progres-

sive wing of the movement.

Jacqueline Cossentino

See also Intrinsic Versus Extrinsic Motivation; Piaget’s

Theory of Cognitive Development
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MORAL DEVELOPMENT

Morality is an aspect of human development that is uni-

versal but—unlike language or motor development—

differs markedly across individuals, cultures, and

situations. Some people have a poorly developed moral

sense, whereas others appear to have a hyperdeveloped

moral sense. There are also major differences between

cultures in what is considered moral. Furthermore,

people who act highly moral in one situation may react

with little regard for morality in another. These com-

mon observations make moral development both prob-

lematic and intriguing.

Research Strategy

The first problem in investigating morality psycholog-

ically is to decide strategically where to begin; that is,

what constitutes the core phenomenon or phenomena,

the point of entry into the research field? Some inves-

tigators, such as social learning theorist Albert Ban-

dura, have selected conduct or overt moral behavior

as the strategic entry point. Psychodynamicists, such

as Sigmund Freud and others, have focused on moral

affect or emotion, especially guilt and shame. Martin

Hoffman, in particular, has emphasized the role of

empathy in moral development. A third group of

investigators, initially Jean Piaget and later Lawrence

Kohlberg, have rejected both foci as strategic entry

points and instead focused—as most philosophers

have—on moral judgments and reasoning. A fourth,

more recent approach focuses on what are described

as moral intuitions. There are arguments for and

against each approach as a research strategy.

Moral Conduct

The argument for focusing on overt conduct lies

both in its practical importance (as the ‘‘payoff’’ of

studying morality) and on classic studies by Hugh

Hartshorne and Mark May in the 1920s purporting to

show that honesty is very situation-specific rather than

a characteristic of persons. They reported that cheat-

ing by children in one situation did not predict cheat-

ing in another situation. However, a later reanalysis of

their data showed that there was a common honesty

factor, indicating a moral core, in addition to the situ-

ation-specific components. Also, years later, Kohlberg

argued that knowing whether a person acted appar-

ently in keeping with moral norms did not indicate

why he or she acted so. By ‘‘why?’’ Kohlberg was not

referring to some ultimate cause, but rather to the rea-

soning behind and meaning of the act for the actor.

Furthermore, many developmental psychologists view

the reliance on modeling, contingency, and reinforce-

ment, as posited by social learning theory, inadequate

to account for the developmental changes that regu-

larly take place in children’s moral thinking, feelings,

and conduct.

Parenting and Guilt

Freud and other psychodynamics have focused on

moral affect or emotions, especially guilt and shame.

Freud’s original theory depicted the essential core of

morality, termed the superego, as resulting from defen-

sive identification with parents as a way of resolving

Oedipal conflicts. In this view, guilt is the child’s
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rivalry with and anger toward parents that is redirected

against the self, and it also provides a way of sub-

stituting an identification with a loss of affective con-

nection. Originally, the theory was heavily biological

in its assumed causes, but as it came to dominate the

American intellectual scene, it was transformed into an

environmental theory, emphasizing how parenting

influences superego strength as reflected in guilt. For

example, an early study by Lois Hoffman and Herbert

Saltzstein demonstrated a relationship between harsh,

coercive parenting or power assertion and both weak

guilt and a susceptibility to external influences, and an

association between empathy-inducing discipline,

called induction, with high guilt and a more fully inter-

nal moral sense. These were interpreted as showing

that parenting influences moral development.

However, as Kohlberg commented to Saltzstein,

what he concluded from these results was that ‘‘when

all else fails, hit the kid.’’ Richard Bell, in a seminal

article, had already argued for the possibility of chil-

dren’s ‘‘givens,’’ such as temperament, influencing

parenting. Today, it is commonplace to recognize the

two-way causation between parenting and the child’s

behavior and development. Nonetheless, most investi-

gators would advocate as much use of reasoning and

explanation and as little coercion as is possible given

the cognitive and emotional development of the child.

A general problem with psychodynamic explana-

tions of conscience is that they are too deterministic,

positing fixedness around the time of Oedipal conflict

that ignores all that goes on between that period of

childhood and adolescence and adulthood. Jerome

Kagan’s criticism of what he calls infantile determin-

ism also applies to superego theory.

More recently, Grazyna Kochanska and colleagues

have conducted a series of very interesting longitudi-

nal studies on parenting and children’s moral develop-

ment. For example, in one study, a relationship was

demonstrated between children’s compliance with

adults and psychological discipline, induction, but

only for those children who already had a certain

degree of anxiety. Nazan Aksan and Kochanska have

also reported findings that argue that conscience has

two basic components: self-control and empathy, and

that these components respond differently to different

environmental and temperamental inputs. This might

help explain why some guilt-prone individuals none-

theless repeatedly commit transgressions.

The distinction between shame and guilt has been

a contentious issue for those who center their attention

on moral emotions. Initially, the distinction between

these two morally relevant affects was that shame was

external, in the sense that it was triggered by the disap-

proval of others, whereas guilt was internal. The claim

was further made by some anthropologists that certain

cultures, especially Japanese and other Asian societies,

are shame cultures, in which moral disapproval is

dependent on the disapproval of others, whereas West-

ern societies are guilt cultures, in which moral disap-

proval is independent of the reaction of others.

However, such neat distinctions may be problem-

atic. For one thing, cultures are not equivalent to socie-

ties. For example, in large societies like the United

States and Brazil, there are enormous regional differ-

ences. Also, socioeconomic class and ethnic differ-

ences often overwhelm societal differences. Indeed,

urban-rural differences are often more profound than

societal differences. In general, cultural differences are

more subtle and variegated than these simple designa-

tions, such as guilt and shame cultures would imply.

The shame-guilt distinction has been transformed

in other ways that help to shed light on the complex-

ities of moral life. The psychoanalyst Gerhard Piers

proposed that shame deals with failure to achieve

a standard and the inevitable emotional abandonment

that results, whereas guilt deals with aggression and

the internal punishment that results. He also showed

that the two moral emotions may be in conflict in

ways that lead to apparently irrational and immoral

behavior. A more recent, interesting distinction has

been made by June Tangney and colleagues, who

have proposed that guilt focuses the individual’s

attention on the victim of his or her transgression and

thus may lead to constructive response, whereas

shame focuses the individual’s attention on the self

and is more likely to be destructive.

Moral Judgment and Reasoning

The third approach to the psychological study of

morality entered the scene with the publication of Pia-

get’s study of The Moral Judgment of the Child. This

was a detour for Piaget from his interest in general

cognitive development. However, its influence is still

being felt. The book is divided into a shorter section

that describes the practices and beliefs of Swiss chil-

dren about the popular games of marbles, and descrip-

tions of children’s judgments and reasoning about

vignettes in which a fictive child committed an act

that might be viewed as a moral transgression.
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It has been suggested that in writing the book,

Piaget may have been trying to counter the views of

the great French sociologist Émile Durkheim, who

posited obedience as the psychological bedrock of

morality. (This idea has interesting, but largely unex-

plored, implications for conscience and mental

health.) The function of obedience (to the group) was

to curb individual appetites and thus help people

avoid the despair that comes from unlimited goals.

Piaget transformed this into a developmental form,

with obedience and other nonmoral justification,

which he called heteronomy, characterizing the think-

ing and conduct of young children, which was then

replaced by autonomy. By this latter term, Piaget did

not mean independence of others but rather an attitude

of mutual respect, which he saw as arising primarily

from peer interaction rather than parental influences.

Perhaps the best known of his findings was the

gradual developmental shift in moral judgment from

focusing on the outcome of an act to focusing on the

intent motivating it, which he termed the shift from

objective to subjective responsibility. Thus, a young

child—roughly 5 to 8 years of age—would judge

a child who accidentally breaks five dishes while try-

ing to help her mother, as bad and worse than a child

who mischievously breaks one dish or does so while

trying to steal a cookie; an older child would judge

the latter child as worse. This finding has sometimes

been dismissed as due to some methodological con-

found (e.g., that the intent comes early in the story

and thus is simply forgotten). Some believe that,

despite these faults of method, this constitutes a real

developmental shift not reduced to an artifact. Marla

Johnston, a doctoral student working with Saltzstein,

has shown that this shift from a focus on outcome to

a more consistent focus on intent figures into how

children view the fairness of parental discipline. She

found that whereas older children (7–11 years) judge

a mother as unfair who disapproves a well-intentioned

act that results in damage and a mother who approves

a bad-intentioned act that results in a good outcome,

younger children (4–6 years) do not make the distinc-

tion. This shows that older children use their own

moral judgments as a template against which to judge

maternal intervention, but younger children do not.

Piaget’s book, published in 1932, stimulated a

flurry of interest that died down in the wake of the

onslaught of psychodynamic and behaviorist theories.

But this general interest in children’s moral thinking

was reawakened with the publication of articles based

on Kohlberg’s dissertation, which he described as

‘‘simply’’ to replicate and extend Piaget’s theory, but

went much beyond Piaget’s theory and findings.

He presented children ranging in age from about

10 to 16 with relatively complex moral dilemmas,

that is, choices between two moral duties rather than

between a moral duty and a nonmoral need, and fol-

lowed up their moral thinking longitudinally. The

best known dilemma is named after its protagonist,

Heinz:

Heinz’s wife is dying of a special form of cancer

and only one drug can save her, but Heinz cannot

afford the cost of the drug being sold by the phar-

macist. Should Heinz steal the drug to save the

wife’s life or not steal it and let his wife die?

Rather than focus on what choice was recom-

mended by the child, Kohlberg focused on the reasons

the child gave for justifying whatever choice he or

she advocated. By examining the child’s reasons for

justifying his or her choice, Kohlberg was treating the

child as a young philosopher, which enabled him to

scrutinize the structure or form of the reasoning. What

is meant by the structure or form is not easy to con-

vey; perhaps an example will help.

What is the relationship between a duty and a right?

If I have a duty to act in a certain way with regard

to someone (spouse, child, friend, colleague,

teacher, student . . .), does that other person have

a right to expect me to do so? And vice versa?

Note that this example does not specify what the

duty and right are, but rather their interdependent rela-

tionship. Accordingly, younger children may believe

in an individual’s right, but this has no implication for

another’s duty, whereas older children do not believe

in an individual’s right. (Rick Shweder has argued

that in India and other non-Western cultures, duties

and rights may not imply one another.) This charac-

teristic of the concepts and coding of reasons is not

easy to convey and take training and practice.

Although the focus of attention is usually on

Kohlberg’s stages, an interesting aspect of the theory

is the assertion that moral beliefs and reasoning are

neither copies of the environment (home, school, etc.)

nor simply the unfolding of predetermined moral

reactions, but rather qualitatively different forms

(structures) of reasoning that emerge from attempts to
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resolve social/moral conflict. For example, another of

Kohlberg’s dilemmas features conflict between a boy

and his father: The father promised his son that he

could keep his earnings from after-school work, but

then reneged and demanded the money for the

father’s own fishing trip. On one hand, the son owes

his father a lot for all that the father has done for him,

but on the other hand, his father made a promise, and

promises should be kept. According to Kohlberg, the

qualitatively different reasoning that children of dif-

ferent developmental levels reveal show the increas-

ing ability of these children to reconcile diverse

perspectives and renders their reasoning increasingly

complex and stable (or to use the Piagetian term,

equilibrated). According to Piaget, Kohlberg, and

other cognitive developmentalists, moral reasoning

proceeds through a series of qualitative transforma-

tions in which the essence of morality justice or fair-

ness becomes more and more separated from morally

irrelevant concerns such as whether one gets punished

or whether one’s decision is approved by others. Their

theories are based fundamentally on the moral philos-

ophy of Immanuel Kant and neo-Kantians, such as

John Rawls. This approach directs educators away

from indoctrination and toward moral development as

problem solving.

Gender Differences

In a much heralded study of women facing the

question of abortion, Carol Gilligan and Mary

Belenky argued that actual moral decisions, such as

whether to abort a fetus, were much more nuanced,

contextual, and attentive to consequences for signifi-

cant others (often termed caring) than Kohlberg’s

focus on justice would allow. Sometimes, the claim

has been made that women are guided by a concern

for caring whereas men are guided by a concern for

justice. This claim is almost certainly an oversimplifi-

cation, and evidence shows that both men and women

focus on justice and caring. Indeed, these two princi-

ples have a long history in philosophy, the former

being an example of the deontic principle, with its

focus on duty regardless of outcome, and the benefi-

cence principle, with its focus on utilitarian concerns

or consequences. Examples of the two are Kant’s the-

ory deontic and John Stuart Mill’s utilitarian theory.

These two general principles may not be reducible to

a simpler one, and therefore conflicts between them

may not be reconcilable.

More Recent Approaches

Another developmental psychologist, Elliot Turiel

of Berkeley (who had originally worked with

Kohlberg), has argued and demonstrated that young

children (roughly by age 4 or 5) already distinguish

different classes or domains of social rules: the moral,

involving fairness or harm to others and which is

understood to be universal and unchangeable, and

social conventions or social regularities, which are

understood to be particularistic rather than universal

(e.g., a man removes his hat when entering a church,

keeps it on when going into an orthodox synagogue,

and removes his shoes when entering a mosque) and

may be alterable by consent. A third category is the

personal (such as which clothes an adolescent should

wear), which is not theoretically subject to the claims

of others and has been shown by Judy Smetana and

others to be a particular arena of parent-adolescent con-

flict. This conceptualization rejects the idea that young

children are heteronomous, that is, that they initially

confuse what is genuinely moral from what is not

(such as the physical damage done, punishment, etc.).

The dispute between Kohlberg’s cognitive devel-

opmental approach and Turiel’s domain approach has

occupied many researchers and much journal space.

Orlando Lourenço, a Portuguese psychologist, has

argued that whereas Turiel and his colleagues have

focused on simpler moral conflicts, such as whether it

is right to breach some moral or social rule, Kohlberg

focused on moral dilemmas, where two moral rules

(e.g., not to steal but not to let your wife die) are in

conflict. Thus, Turiel’s findings may hold for simpler

moral conflict, where a moral duty and a nonmoral

urge are in conflict, and Kohlberg’s for the more com-

plex moral dilemma, where two compelling moral

duties are in conflict.

Moral Thought and Action

One of the arguments against all cognitive

approaches is the claim that the relationship between

moral reasoning and conduct is weak and inconsistent.

This claim goes back to the early findings of Hart-

shorne and May, who found zero-order relationships

between moral beliefs and moral conduct in the form

of cheating/honesty. However, unlike the ingenious

methods for studying honesty, their measures of moral

beliefs were simple and did not assess genuine moral

reasoning. Moreover, a subsequent review of studies
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by Augusto Blasi concluded the relationship between

moral conduct and moral judgment/reasoning is

spotty, weak, and inconsistent, depending on the par-

ticular aspect of moral behavior studied, but not non-

existent. The easy conclusion to draw is that moral

talk is ‘‘cheap’’ and that moral reasoning is thus

largely a justification of what has already been

decided. In a theoretical analysis, Saltzstein argued

that this conclusion is not warranted. His analysis

rested basically on two points: First, measures of

moral reasoning usually involved responses to com-

plex moral dilemmas involving a clash between two

duties (e.g., to be honest and not to steal and not to let

your wife die), whereas the measures of moral con-

duct often involved simpler conflicts between a moral

duty (e.g., not to cheat) and a nonmoral urge (e.g., to

gain something illicitly). The second difference

between moral judgments and moral conduct lay in

the perspective taken by the respondent: that of an

observer making a moral judgment of others versus

an actor deciding on an action to be taken. This per-

spectival difference leads to different inferences about

the ‘‘facts’’ of the situation. For example, it is well-

known that observers often overlook the constraints

of the situation and attribute the actor’s behavior to

the person, whereas actors see the constraining

aspects of the situation and therefore attribute their

behavior to these situational constraints. This and

other differences in perspective may account for some

of the differences found between moral conduct and

judgment/reasoning. Thus, only a na�ve person would

claim that people regularly act on their moral beliefs,

but it is also too simplistic to say that they never do.

Barbara Rogoff, a culturally oriented developmen-

tal psychologist at the University of California, Santa

Cruz, has criticized approaches that emphasize rea-

soning, saying that they appear to assume that most of

what we actually know can be articulated. She points

out that an individual need not know formal grammar

in order to actually use it to produce or understand

language. Why make such an assumption about moral

development? That is, moral decisions may not

always be explainable, especially by children. In

short, we may know more than we can say.

A radically different approach that does not rely

solely on verbal explanation has been advocated by

Jon Haidt. His model of moral behavior is complex

and includes some of the cognitive factors on which

developmentalists focus, such as reasoning. However,

the central and novel part of his theory is that moral

decisions are quick, intuitive, and involve little rea-

soning except as an afterthought. This approach is

interesting and appears to solve the apparent problem

that moral thought and conduct frequently go their

own ways. Saltzstein and Tziporah Kasachkoff, along

with others, have criticized Haidt’s approach in print

and in talks.

Morality and Culture

Cultures obviously differ in their moral beliefs and

practices, and the study of variations in morality across

cultures has been a popular and contentious area of

study in terms of how to explain these differences and

what their implications are for the universality or rela-

tivity of morality. People often proclaim that ‘‘you

can’t judge other cultures; they have their own unique

sense of morality.’’ The same individuals may express

outrage at the genocide that is currently going on in

Darfur and may belong to human rights organizations,

which assume a universal set of moral rights and

duties. How to reconcile this inconsistency?

The issue is complex, and persuasive arguments

have been advanced by scholars taking different posi-

tions. Although Kohlberg usually argued that cultures

or societies cannot and should not be rated on a moral

development scale, individuals can, or more precisely,

their reasoning can. Turiel has argued that the basic

categories of domains (the moral, social-conventional,

personal, and practical) are universal, although the

practices and rules that are placed in these domains

are specific to cultures.

Others, notably Shweder of the University of Chi-

cago, have strongly advocated a different view,

largely based on Shweder and his colleagues’ (Joan

Miller, Lene Jensen et al.) research in India. Shweder

has advanced a view that stresses the uniqueness of

each culture (e.g., Brahmin Indian in the state of

Orissa) and the different emphases each culture gives

to three different kinds of moral systems: morality of

rights, community, and divinity. As an example, Brah-

min widows are strongly enjoined from eating spicy

food. What may appear to be a group-specific conven-

tion is not viewed as such by those who hold them. It

has all the force of a moral stricture even though it

does not seem to involve harm to others or violations

of the principle of justice.

Turiel has argued that when one examines beliefs

in specific cultural context, it becomes clear that the

apparent cultural differences are not in morality as
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much as in other aspects of thinking. For example,

the dietary stricture mentioned above has a basis in

the holders’ beliefs about the world. He argues that

when one understands their religious beliefs about

reality (e.g., that if a widow eats spicy food or fish, it

excites her and tends to make her more prone to sex,

and this means that her husband will not find peace in

the afterlife). If you held these religious beliefs, you

would understand the harm done to others (deceased

fathers-husbands) as they do! This is an important

point. Nonetheless, the evidence of Shweder and col-

leagues does suggest that the social conventional-

moral divide may not be universal.

Other cultural differences have been documented

in moral and nonmoral aspects of social reasoning.

For example, Joan Miller and her colleagues have

shown that there are systematic cultural differences in

(a) how morally relevant behaviors such as stealing or

helping are explained differently in different cultures

(e.g., generally attributed to external pressures in

India but attributed to the individual in the West);

(b) the degree to which optional and obligatory duties,

and duty and caring, are distinguished; and (c) the

degree to which exceptions are made depending on

the specific context in which the moral decision is

made (e.g., was it provoked, was the temptation

great?). Furthermore, Miller has argued persuasively

that culture needs to be considered intrinsic to

explaining moral thought and practice, and not just

considered an ‘‘add-on’’ or a modification of a basic,

culture-free phenomenon.

One deficit of both theories (Turiel’s and Shwe-

der’s) is their apparent omission of a cogent description

of the developmental mechanisms for acquisition of

moral beliefs, reasoning, categories, and so on. To state

that these are learned through interaction (especially by

observing consequences) and communication (by not-

ing what adults emphasize) may be true but is insuffi-

cient to explain variations, especially systematic

developmental changes, in moral thinking and practice.

Is there any common framework within which

to compare such diverse cultures? Lene Jensen has

offered a framework consisting of a set of universal

questions that each culture must address (e.g., Why are

we suffering?). These questions are what all cultures

have in common. Their answers are where they differ.

Thus, the study of moral development leads to

a number of critical issues, among them how human

development relates to culture. Much has been clari-

fied and learned by theorists and researchers, but

much remains unclear, and what is unresolved clearly

has important implications for education, public pol-

icy, and ethics.

Herbert D. Saltzstein

See also Cognitive Development and School Readiness;

Kohlberg’s Stages of Moral Development; Piaget’s

Theory of Cognitive Development
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MOTIVATION

The English word motivation has its etymological roots

in the Latin word movere, which means ‘‘to move.’’

Although no consensual definition of motivation exists
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in scientific psychology, the definitions provided by

most theorists rest firmly on the notion of movement.

The definition offered herein is no exception: Motiva-

tion is defined as the energization and direction of

behavior. Motivation is important in educational psy-

chology because it explains and predicts the behavior

of students, teachers, and administrators in school set-

tings. In this entry, the concept of motivation in general

is overviewed, followed by an overview of motivation

within the field of educational psychology and a final

section on integrative models of motivation within edu-

cational psychology.

Motivation Conceptualized

Motivation is a hypothetical construct, meaning that it

is an abstraction, not an overt entity that can be seen

with the eyes. Although it is not observable in and of

itself, motivation does have direct links to observable

behavior. That is, motivation cannot be observed, but

its effects may be observed. Specifically, one infers

motivation from observing the movement of individ-

uals. Such movement often appears to be systematic,

rather than random, and the force that impels and

guides this systematic movement is presumed to be

motivation. For example, if one sees a father walking

toward his daughter with a large smile on his face and

his arms open wide, one may infer that the father is

motivated to hug his daughter. Thus, motivation is

conceptualized as a causal agent; it explains behavior;

it does not simply describe behavior.

Motivation focuses primarily on two central

questions—the why and the how of behavior. These

questions map onto the energization and direction

aspects of motivation, respectively. ‘‘Why’’ represents

the underlying reason(s) that an individual is energized

or impelled to engage in a certain type of behavior. This

‘‘why’’ question focuses on what the pioneering

psychologist William James called the ‘‘springs of

action’’—the fundamental impetus for behavior that

gets the individual oriented toward a certain type of

movement. This description of energization does not

assume that the individual is passive until instigated to

action; on the contrary, people are viewed as perpetu-

ally active, with instigation functionally representing

a shift from one form of orienting to another.

‘‘How’’ represents the guiding or channeling of

energization in a precise way. This ‘‘how’’ question

focuses on the specific aims on which persons focus to

direct their behavior. Both energization and direction,

why and how, need to be considered to fully explain

motivated behavior. Accordingly, one may argue that

motivational accounts of behavior must be hierarchical,

in that they must articulate the different levels of moti-

vation that operate in tandem to produce behavior.

The most basic distinction that can be made about

motivation is whether it represents approach motivation

or avoidance motivation. As 19th-century philosopher

Arthur Shopenhauer observed, people are not simply

motivated, they are motivated toward something or

away from something. This approach-avoidance distinc-

tion is applicable to all types of motivation and to all

types of organisms (e.g., from humans to the single-cell

amoeba). Furthermore, the approach-avoidance distinc-

tion is applicable to both the energization and direction

aspects of motivation. Approach motivation is the ener-

gization of behavior by, or the direction of behavior

toward, positive stimuli (objects, events, possibilities),

whereas avoidance motivation is the energization of

behavior by, or the direction of behavior away from,

negative stimuli (objects, events, possibilities).

The concept of movement is embedded within the

approach-avoidance distinction, be it physical move-

ment or psychological movement. Stimuli that are

positively evaluated are inherently associated with an

approach orientation to bring or keep the stimuli close

to the individual (literally or figuratively), whereas

stimuli that are negatively evaluated are inherently

associated with an avoidance orientation to push or

keep the stimuli away from the individual (literally or

figuratively). Positively and negatively evaluated

stimuli produce (at minimum) a physiological and

somatic preparedness for physical movement toward

and away from the stimuli, respectively, but this pre-

paredness may or may not be translated directly into

overt behavior. Furthermore, movement toward and

away from a stimulus each can have two different

forms. ‘‘Movement toward’’ can represent getting

something positive that is currently absent, or it can

represent keeping something positive that is currently

present (functionally, continuing toward); ‘‘movement

away’’ can represent keeping away from something

negative that is currently absent (functionally, con-

tinuing away from), or it can represent getting away

from something negative that is currently present. As

such, approach motivation not only involves promot-

ing new positive situations (e.g., striving to get a

college degree), but it also involves maintaining and

sustaining existing positive situations (e.g., striving

to maintain an already high grade point average);
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avoidance motivation not only involves preventing

new negative situations (e.g., trying to avoid failing

organic chemistry), but it also involves escaping from

and rectifying existing negative situations (e.g., trying

to move to a new apartment to get away from one’s

slovenly roommate).

Although motivation represents an internal force

within the person, it is influenced by both internal

factors within the person and external factors outside

of the person. Broadly stated, internal factors include

biologically based predispositions that lay the foun-

dation for behavior across situations; affectively

based and cognitively based dispositions that pro-

duce behavioral tendencies in particular domains;

and situation-specific states that have an immediate,

direct impact on behavior. External factors include

culture, which provides a basic set of assumptions,

meanings, and practices that establishes a person’s

basic worldview; socialization by parents, other

adults in leadership positions, and peers that molds

and shapes a person’s specific values, beliefs, and

behavioral patterns; and environmental contexts that

provide immediate cues for what is important and

expected in a given situation. Internal factors influ-

ence each other in producing behavior, and external

factors likewise influence each other. Furthermore,

internal and external factors influence external fac-

tors in influencing behavior, and vice versa. For

example, external factors play an integral role in the

development of many of the internal factors, but

once in place, internal factors serve as a filter

through which external factors are interpreted. In

short, human motivation is complex, emerging from

a multitude of mutually interacting internal and

external factors.

Further highlighting the complexity of motivation

is the fact that motivation can be conscious or

unconscious. Although for many years, psycholo-

gists assumed that most, if not all, behavior is ener-

gized and directed by conscious processes, this

assumption is no longer sustainable. Researchers

have clearly documented that behavior is commonly

a function of motivational tendencies that are acti-

vated automatically and directly produce behavior

without the actor’s conscious intention or even

awareness. Indeed, it appears that conscious and

unconscious aspects of motivation are often indepen-

dent of each other, and that people’s beliefs about

the causes of their behavior are often dramatically

off the mark.

Motivation in Educational Settings

In educational psychology, the type of motivation

that is most central, and that has received the most

theoretical and empirical attention, is competence

motivation (often labeled ‘‘achievement motiva-

tion’’). Competence may be defined as a condition

or quality of effectiveness, ability, sufficiency, or

success. Competence motivation may be defined

as the energization and direction of competence-

relevant behavior, or why and how people strive

toward competence (success) and away from incom-

petence (failure). Applied to educational settings,

competence motivation focuses most directly on how

and why students strive toward success and away

from failure in the classroom.

Research on competence motivation has a long

and distinguished history in scientific psychology.

Indeed, competence motivation has been the focus of

theoretical and empirical work since the emergence of

psychology as a scientific discipline in the mid- to late

1800s. The aforementioned James was one of the first

in psychology to write about competence motivation,

as he offered speculation regarding how competence

strivings are linked to self-evaluation. A great deal

of research has been conducted on competence moti-

vation since the time of James, and it remains

an extremely popular topic, both in psychology in

general and in educational psychology in particular.

Research on competence motivation is conducted

both in the experimental laboratory, where variables

are typically manipulated, and in real-world achieve-

ment situations such as the classroom, where variables

are typically measured.

The aim of competence motivation research is

to explain and predict any and all behavior that

involves the concept of competence. It is important

to note that the aim is not to explain and predict all

behavior that takes place in achievement situations.

A great deal of the behavior that takes place

in achievement situations is not necessarily about

competence per se. For example, in the classroom,

students are not only motivated with regard to com-

petence, but they are also often motivated with

regard to relationships with their teachers and class-

mates, and with regard to instrumental concerns such

as graduating to get a good job or to please their

parents. These forms of motivation are important

and clearly influence behavior in achievement situa-

tions. However, from the standpoint of competence
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motivation, these types of motivation are primarily

of interest to the extent that they have an influence

on competence motivation. Importantly, in class-

room contexts, these other forms of motivation do

indeed have a strong influence on competence moti-

vation, a fact that is not often acknowledged.

In order to study competence motivation, theorists

and researchers create and use specific constructs that

explain and predict behavior in competence-relevant

situations. Many different competence motivation

variables have been proposed and studied over the

years, and in the following, the variables that have

had the most central and enduring influence on the

field will be briefly overviewed.

Intelligence and Ability

Intelligence and ability are competence itself and

essentially represent the foundation on which compe-

tence motivation rests. Not surprisingly, competence

is viewed as facilitating positive outcomes in achieve-

ment settings.

The traditional, and still quite popular, conception

of intelligence/ability is that there is a general form of

intelligence or general cognitive ability that is com-

monly labeled g: From this perspective, abilities in

various domains are correlated with each other,

reflecting a g factor that may be assessed with intelli-

gence quotient (IQ) tests.

Other theorists advocate a different conception of

intelligence/ability that focuses on the separability

of a variety of more specific intelligences/abilities

instead of (or, in some instances, in addition to) a uni-

fied g: For example, according to the triarchic theory

of intelligence, intelligence/ability is best viewed in

terms of three independent sets of abilities that help

individuals adapt to real-world environments: analyti-

cal, creative, and practical. In similar fashion, the

theory of multiple intelligences views intelligence/

ability in terms of even distinct abilities that relate to

different domains of activity: linguistic, musical,

logical-metatheoretical, spatial, body-kinesthetic, intra-

personal, and interpersonal. Proponents of these differ-

entiated models of intelligence/ability do not contend

that all persons are of equal intelligence; rather, they

emphasize that people have strengths and weaknesses

in different areas. In addition, those adhering to a dif-

ferentiated conception tend to view intelligence/ability

as quite malleable and open to development, whereas

those who hold a unified conception tend to view

intelligence/malleability as innate and relatively stable

across the life span.

Perceived Competence

At least partially (and sometimes entirely) indepen-

dent of actual competence is one’s cognitive percep-

tion of one’s competence. Perceived competence is

relevant before, during, and after engagement in

achievement tasks. Before a task, perceived compe-

tence represents a competence expectancy—one’s

expectation for how one will perform; during a

task, perceived competence represents a competence

perception—one’s ongoing sense of how one is per-

forming; and following a task, perceived competence

represents perceived performance—how one feels one

has performed. Each of these types of perceived com-

petence has been shown to have an important influ-

ence on competence motivation, and in nearly all

cases, perceived competence is viewed as facilitating

positive outcomes in achievement settings.

Perceived competence may be examined at two

basic levels, the ability level and the task level. With

regard to the ability level, theorists talk of cognitively

based self-perceptions of competence and posit differ-

ent domains of competence perceptions, such as the

academic domain and the social domain. Within each

domain, these self-perceptions may be differentiated

further, such that within the academic domain, for

instance, one has a separable competence perception

for math, science, English, and so on. Although theor-

ists disagree on the precise way in which these vari-

ous types of self-perceptions of competence are

related to each other, it seems sensible to view them

as hierarchically related, such that discipline-specific

perceptions (e.g., perceptions of math competence)

feed into domain-specific perceptions (e.g., percep-

tions of academic competence), which feed into an

overall perception of competence.

Other theorists have taken a more situated, task-

specific approach to competence perceptions. One

important distinction that has been made in this regard

is that between efficacy expectations and outcome

expectations. An efficacy expectation is a personal

judgment of one’s ability to execute a particular

behavior. An outcome expectation is one’s personal

judgment that a particular behavior, if successfully

performed, will lead to a particular outcome. Research

has shown that these two types of expectancies have

a differential influence on achievement outcomes.
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Achievement Motives

An achievement motive is a dispositional moti-

vational tendency to energize competence-relevant

behavior and orient individuals toward success or fail-

ure possibilities. Two primary achievement motives

have been posited by theorists: need for achievement,

which represents a desire to approach success, and

fear of failure, which represents a desire to avoid fail-

ure. At the core of these motive dispositions is an

affective sensitivity: Persons high in need for achieve-

ment experience a great deal of pride upon success,

whereas persons high in fear of failure experience

a great deal of shame upon failure. Individual differ-

ences in these affectively based motives are thought

to be grounded in socialization, particularly early

socialization experiences with one’s parents involving

rewards and punishments following demonstrations of

competence or incompetence. In the main, need for

achievement has been linked to optimal functioning

in achievement settings, whereas fear of failure has

been linked to maladaptive functioning.

Theorists distinguish between two general types of

motives, including achievement motives. Implicit

motives are rooted in midbrain structures and operate

outside of conscious awareness, whereas explicit (or

self-attributed) motives are rooted in cortical brain

structures and are accessible to conscious awareness.

Research has shown that implicit and explicit achieve-

ment motives, particularly need for achievement, are

not related to each other very strongly. However, fac-

tors such as one’s degree of access to bodily cues and

one’s level of preference for consistency greatly influ-

ence the extent to which implicit and explicit compe-

tence motives are related.

Achievement Values

An achievement value is the degree to which com-

petence is considered important or valued by the indi-

vidual. Theorists initially viewed achievement values

in terms of affectively based incentives for success or

failure. For example, the value of success was pre-

sumed to be high to the extent that a person antici-

pated experiencing a great deal of pride if success

was achieved. Later theorists have retained the notion

that value is grounded in affect, but have emphasized

a general affective commitment to competence

(labeled ‘‘competence valuation’’), rather than antici-

pation of a specific affect upon success. Values are

critical determinants of achievement behavior, as low

competence valuation may manifest as a divestment

from competence altogether. Such divestment from

competence strivings is sometimes referred to as dis-

identification, and it often occurs for defensive or

self-protective reasons.

Some theorists have minimized emphasis on the

affective basis of achievement values, opting instead to

portray them as cognitive beliefs. From this perspec-

tive, values may be differentiated in terms of four com-

ponents: Attainment value represents the personal

importance attached to doing well on, or participating

in, a given task. Intrinsic value represents the enjoy-

ment one gains from doing the task itself or the antici-

pated enjoyment one expects to experience while

doing the task. Utility value (i.e., usefulness) represents

how a task fits into one’s future plans. Cost represents

how the decision to engage in one activity limits access

to other activities. These four components of value are

presumed to jointly contribute to the overall compe-

tence value a task has for an individual.

Achievement Goals

An achievement goal represents a concrete cogni-

tive representation of a possible competence-relevant

outcome that a person is committed to approach or

avoid. These goals are viewed as situation-specific

aims that establish a framework for how individuals

engage in and experience achievement tasks.

Initial models of achievement goals posited that

such goals may vary with regard to a performance-

mastery dichotomy. Performance goals focus on dem-

onstrating one’s ability relative to others, whereas mas-

tery goals focus on developing task mastery. More

recent models have revised this dichotomous approach

by incorporating the approach-avoidance distinction.

One such model, the trichotomous achievement goal

framework, identifies three distinct competence-based

goals that one may adopt in achievement settings:

mastery-approach goals (focused on attaining task-

based or intrapersonal competence, sometimes simply

labeled ‘‘mastery goals’’); performance-approach goals

(focused on attaining normative competence); and

performance-avoidance goals (focused on avoiding

normative incompetence). Another model, the 2× 2

achievement goal framework, extended the trichoto-

mous model by adding a fourth goal: mastery-avoidance

goals (focused on avoiding task-based or intrapersonal

incompetence). Generally speaking, the two approach

goals have been shown to facilitate positive outcomes
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(with mastery-approach goals being especially beneficial

for phenomenologically based outcomes such as intrin-

sic motivation, and performance-approach goals being

especially beneficial for performance-based outcomes).

The two avoidance goals have been shown to lead to

negative achievement outcomes, with performance-

avoidance goals being particularly deleterious.

Implicit Theories of Ability

Implicit theories of ability refer to individuals’

assumptions about the nature of competence and abil-

ity. The assumption that ability is a fixed and unchang-

ing individual characteristic has been termed entity

theory, whereas the assumption that ability is a dynamic

capacity that can be developed and improved has been

termed incremental theory.

Research consistently shows that those with an

entity theory view respond to achievement situations in

very different ways from those with incremental theory

views. In general, entity theory tends to lead to subopti-

mal outcomes, whereas incremental theory is associ-

ated with more adaptive functioning. For example,

viewing ability as a fixed capacity leads individuals to

focus on proving that they possess the ability in ques-

tion, and to worry that failure or low performance

means they have (and will always have) low ability. In

contrast, those who see ability as something that

increases as one learns and develops skills and compe-

tencies tend to be focused on learning and increasing

their competence, and they tend to view failure or low

performance as a challenge rather than an indication

that they lack ability. It is not surprising, therefore, that

those with an entity theory of ability experience more

negative emotion, lower self-esteem, and less effective

coping strategies when they experience difficulty than

do those with an incremental theory.

Whereas early research focused primarily on

implicit theories about intelligence, subsequent work

indicated that individuals often hold different assump-

tions in different domains. For example, one might

have an entity theory with regard to mathematics

and an incremental theory with regard to athletics.

Therefore, contemporary scholars tend to focus on

implicit theories with respect to specific abilities.

Implicit theories with regard to any particular

domain exert a substantial influence on how individ-

uals construe achievement in that domain. In this

sense, they are basic assumptions that affect the

reasons individuals persist, or give up, the outcomes

on which they focus and the meanings they attach to

those outcomes.

In sum, the aforementioned constructs are all cen-

trally important in the literature on competence moti-

vation. Constructs such as achievement attributions

and evaluation anxiety certainly warrant attention,

but they were omitted because they are best con-

ceptualized as situation-specific processes rather than

structural elements of competence motivation per se.

Likewise, contextual factors (e.g., characteristics of

the achievement environment) and cultural factors

(e.g., culture-based sources of the meaning of compe-

tence) deserve consideration but were omitted because

they focus on external, rather than internal, factors

affecting competence motivation.

Integrative Models

Much of the existing research on competence motiva-

tion uses a single construct, linking it to processes

and outcomes in achievement settings. However,

some theorists have looked to integrate two or more

constructs into an overarching conceptual framework.

One such model will be briefly overviewed herein,

specifically, the hierarchical model of approach-

avoidance achievement motivation.

Achievement goals are the centerpiece of the

hierarchical model because these goals are viewed as

the proximal predictors of achievement outcomes.

Achievement goals are viewed as concrete, situation-

specific variables that account for the direction of

competence-based pursuits. However, these variables

cannot satisfactorily account for achievement behav-

ior alone; other variables are needed to address the

energization question—why people commit to compe-

tence in the first place. Higher-order variables such as

intelligence/ability, self-perceptions of competence,

competence motives, and implicit theories of ability

are useful for this purpose. These higher-order vari-

ables, along with task-specific competence per-

ceptions and competence values, lead individuals to

adopt specific types of goals in achievement situa-

tions. These higher-order and task-specific variables

are not thought to have a direct impact on achieve-

ment outcomes, but are thought to have an indirect

influence through their effect on achievement goal

adoption. These competence goals are expected to

have a direct influence on achievement outcomes, as

mediated by anxiety, perceived performance, achieve-

ment attributions, and other processes. Actual and
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perceived performance are expected to moderate the

influence of achievement goals on reactions to compe-

tence feedback, as well as the influence of initial

achievement goals on subsequent achievement goal

adoption.

An example will help illustrate this hierarchical

regulation of achievement behavior. Low intelligence

(from a relative standpoint), low self-perceived aca-

demic competence, fear of failure, and an entity

theory of ability represent semi-independent reasons

for why an individual might adopt a performance-

avoidance goal for an upcoming achievement task.

Low task-specific competence perceptions and high

utility value might also contribute to performance-

avoidance goal adoption. Once adopted, the perfor-

mance-avoidance goal sets a framework for viewing

the task in terms of the presence or absence of a nega-

tive normative outcome, and it undermines perfor-

mance attainment by evoking anxiety that distracts

the individual from optimal task engagement. Upon

receiving negative performance feedback, those with

performance-avoidance goals experience shame and

strengthen their intention to avoid doing worse than

others on subsequent tasks.

Models of competence motivation are of theoreti-

cal importance because they help to explain and pre-

dict competence-relevant behavior in a manner that

is systematic and that generates new research and

knowledge. These models are also of practical impor-

tance, because they highlight the fact that factors

besides intelligence/ability have an important impact

on achievement outcomes.

Andrew J. Elliot and Ista Zahn

See also Anxiety; Competition; Failure, Effects of; Goals
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MOTIVATION AND EMOTION

Using a variety of theoretical perspectives, this entry

provides an overview of the interrelationships of

motivation(s) and emotion(s) within academic learn-

ing contexts. Although this overview is not exhaus-

tive, the frameworks will provide a foundation for

understanding interlinks among these constructs.

Goal Striving

As a starting point for understanding connections

among students’ motivations, emotions, and learning, it

may be helpful to think about academic motivation

within a larger context of striving toward life goals.

Although less scholarly attention has focused upon aca-

demic emotions and motivation, many scholars have

discussed the role of emotions within the context of

general goal striving. Within this overarching context,

scholars have described ways in which much of human

behavior is based on the attainment of one’s goal

aspirations and the emotions related to those endeavors.

In this sense, goal striving motivates behavior; goal

attainment brings satisfaction (i.e., pleasant/positive

emotions), and failure in goal attainment brings dis-

satisfaction (i.e., unpleasant/negative emotions). But

emotions are connected to more than feelings of satis-

faction and dissatisfaction related to obtaining goals.

Robert Emmons has suggested that all aspects of goal-

directed behaviors have emotional links. Emotions

are interlinked with one’s commitment to goals, are

involved with one’s motivation during goal-related

activities, and may serve as feedback informing one of

the status of his or her goal attainment.

Although these constructs were first discussed in

relation to general goal striving, one can see how they

can be applied to learning-related goals as well.
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Bernard Weiner’s attribution theory was one of the

first to focus on relationships of specific emotions

with specific motivational behaviors in students’ aca-

demic learning.

Attribution Theory

Weiner proposed that students’ emotional reactions

and motivational strivings are derived from evaluations

that they use to explain a successful or failed attempt

at a task or goal (i.e., causal attributions). Students’ ret-

rospective judgments of the causes of a successful or

failed outcome affect their emotional responses and

subsequent motivations in systematic and predictable

ways. According to Weiner’s theory, individuals make

attributions along three dimensions: locus of control

(internal–external), stability (stable–unstable), and con-

trollability (controllable–uncontrollable). Additionally,

he proposed that specific attributional patterns create

specific, consequent emotions and motivations. For

example, if a student attributes her successful task

completion to her intelligence (internal and stable attri-

butions) and because she put forth effort (controllable

attribution), then she will likely experience pleasant

emotions (i.e., happiness, pride) about her success and

attempt similar, more difficult tasks in the future. On

the other hand, if she perceives that she succeeded

because the task was easy (external, unstable, and

uncontrollable attributions), she may experience ambiv-

alent emotions (e.g., satisfaction, but not pride). In

the future, she may not attempt a similar, but more

difficult task, because she may fear failure due to

uncertainty regarding her abilities (internal and stable

attributes).

Research has demonstrated that individuals’ suc-

cesses on challenging tasks leads to especially positive

feelings, whereas their failures on easy tasks lead to

especially negative feelings. In essence, attaining a diffi-

cult goal provides higher levels of pleasant/positive

emotions such as satisfaction, joy in accomplishment,

and feeling proud of one’s self. On the other hand,

when individuals fail to achieve easy tasks, they may

generalize the implications of the failure, leading them

to question their general competence and experience

unpleasant/negative emotions such as worry, fear, and

shame. For example, if a student perceives that a failure

is due to internal, uncontrollable, and stable causes

(‘‘I’m not smart enough—I just don’t have what it

takes’’), he or she may feel shame and will have

no reason to be motivated to attempt the task again

(i.e., there is nothing that one could do to remedy

the causal factors). Accordingly, the individual may

respond with ‘‘helpless’’ behavior and have no further

motivation for attempting a similar task in the future.

On the other hand, internal, unstable, and controllable

attributions for a failed attempt (‘‘I didn’t try hard

enough’’) are more likely to induce feelings of guilt

that do not call into question one’s ability. Therefore,

the student will more likely attempt similar, future

challenges, perhaps with increased motivation.

Weiner’s attribution theory has received empirical

support, but the evidence has been inconsistent. One

reason for the inconsistency of research support is

that individuals have differing beliefs about the extent

to which a particular attribution has stability or con-

trollability. For example, attribution theory depicts

intellectual ability as an internal, stable, and uncon-

trollable attribute; however, research has demon-

strated that some students believe that intellectual

ability is an acquirable skill that is developed through

effort. For these students, attributions for failure that

focus on their ability would not be interpreted as

stable and uncontrollable, but would be seen as simi-

lar to effort, unstable and controllable. In this case,

when these students experience failure, their attribu-

tions of low ability may cause them to experience

disappointment, but not shame. Therefore, their attri-

butions of low ability may cause them to increase

their efforts or try different strategies, thus maintain-

ing or increasing their motivation for future, similar

tasks.

Although the full model of attribution theory has

received variable support, most education theorists

and practitioners agree that when students make attri-

butions for their successes and failures that focus on

internal and external control (i.e., place responsibility

for the outcome on themselves or others) as well as

attributions that focus on their ability and effort, their

attributional processes may affect their emotions,

motivations, and, ultimately, their academic learning

and academic achievement.

A more expanded view of ways that students’

emotions interrelate with their motivations and learn-

ing has been described through expectancy-value

theories, explained in the next section.

Expectancy-Value Theories

John Atkinson, a forerunner in motivation theory,

placed a great deal of importance on the impact of
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anticipated pride and shame with respect to motivating

behavior. In his theory of achievement motivation, he

proposed that the value placed on successful attainment

of a goal, linked with the strength of expected out-

comes and emotions—either pride about anticipated

success or shame about anticipated failure—are the

driving forces (i.e., expectancy value) that determine

the extent to which an individual will approach or

avoid a task.

Following Atkinson, expectancy-value theories

expanded the motivational variables that were consid-

ered within the traditional components of expectancy

and value to include interactions of cognitions, moti-

vations, and emotions that influence students’ aca-

demic motivation. Current expectancy-value theories

of academic motivation propose that there are three

major motivational components of students’ learning:

an expectancy component (which includes students’

beliefs about their capabilities and their expectations

for success, e.g., self-efficacy); a value component

(which includes students’ goals, reasons, and interests

regarding academic endeavors, e.g., mastery and/or

performance goals, future and/or instrumental goals);

and an affective component (which includes students’

feelings regarding academic endeavors). The extent to

which a student will enact motivated behavior will

depend on the strength of a variety of expectancy-

related and value-related components.

Extant research regarding self-efficacy (i.e., expec-

tancy component) for learning has indicated that stu-

dents’ self-efficacy beliefs influence their acquisition

of skills as well as their persistence at difficult or

uninteresting tasks. Students who believe that they are

competent and capable will demonstrate motivated

behaviors even after they have experienced prior diffi-

culties or received feedback indicating they are not

doing well. Self-efficacy has been shown to influence

students’ choices about whether or not to engage in

similar, future activities. In addition, research has

shown that self-efficacy beliefs are integrally related

to students’ capabilities for self-regulated learning as

well as their use of cognitive learning strategies and

motivational (volitional) strategies.

Regarding the types of goals that students may

have (the value component), research has shown that

when students have internally rewarding goals such as

wanting to master educational tasks, they engage in

academic activity because the activity itself, or valu-

ing the mastery, is motivating to them. For students

who are motivated by primarily external goals (such

as grades or praise), these rewards often provide

external confirmation of their ability (or lack thereof).

In contrast to students who are motivated by intrinsi-

cally rewarding goals, students whose academic

motivation centers on extrinsic rewards tend to have

less persistence when faced with challenges, tend to

use more surface cognitive strategies (e.g., simple

rehearsal for memorization with respect to test prep-

aration), and also evince more worry. However,

although students can be primarily intrinsically or

extrinsically oriented in their academic goals, combi-

nations of these orientations are often exhibited. In

the current system of education, many activities that

are not enjoyable within themselves may be viewed

as being instrumental to reaching intrinsically reward-

ing, long-term, future goals (e.g., completing a high

school degree, then applying to college, and complet-

ing all college requirements in order to fulfill a future

employment goal). When a student fails a task and

feels disappointment, guilt, or shame, he or she is

more likely to be resilient in his or her motivation

(e.g., increasing or maintaining motivation) if the task

the student failed is instrumentally connected to an

important future goal that has intrinsic incentives.

With respect to the affective component of

expectancy-value motivation theories, Reinhard Pek-

run has renewed an emphasis on the importance of

emotions in achievement motivation. In his expectancy-

value theory (later renamed control-value theory, recog-

nizing that control-related issues may be connected to

past attributions, current appraisals, or future expectan-

cies), Pekrun proposed that emotions act as cognitive

and motivational mediators within academic learning

contexts. His theory explains how three categories of

emotions, based on the time frames during which emo-

tions occur, can affect motivation and learning:

1. Process-related emotions that happen during a learn-

ing task (e.g., enjoyment, boredom);

2. Prospective emotions that occur with anticipation

to future outcomes (e.g., hope, anxiety); and

3. Retrospective emotions that occur after task com-

pletion (e.g., pride, shame).

In particular, control-value theory proposes that,

no matter the time frame of the emotions, students’

control-related and value-related appraisals are the

main sources of students’ academic emotions and sub-

sequent motivations.
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Perhaps one of the most important aspects of

control-value theory is that it describes the reciprocal

processes that occur among students’ cognitions, emo-

tions, and motivations that work together (or against

each other) to influence students’ ongoing learning

processes. For example, students’ cognitive appraisals

of control and value influence their experiences of

emotions and motivations. In turn, students’ emotions

affect their motivations and their cognitive processes

for learning. Not surprisingly, control-value theory

proposes that students’ experiences of positive (i.e.,

pleasant) emotions lead to positive (energized), moti-

vated behavior and successful academic achievement,

which in turn lead to more positive emotions. In con-

trast, the theory proposes that the impact of negative

(i.e., unpleasant) emotions is not necessarily a straight

or simple path. This is because, in contrast to positive

emotional outcomes that signal all is well, negative

emotional outcomes invoke complex thinking and

problem solving to discern what went wrong. The

consequences of the complex thinking instantiated by

negative emotions may lead to either motivated

behavior or helpless behavior, depending on an array

of motivation-related influences (e.g., self-efficacy,

important future goals) or circumstances (e.g., situa-

tional constraints).

Moods and Cognition

Although less is known about specific educational

emotion-cognition linkages, a body of evidence does

exist with respect to general affective influences on

cognitive processes. For example, research on mood

induction has demonstrated that general positive and

negative affect may affect information processing.

Within this framework, researchers have proposed

that information may be stored in memory according

to its affective tone and then linked through affective

nodes within neural networks. In support of this

theory, research has demonstrated that individuals in

negative mood states seemed to be ‘‘primed’’ to

recall negative experiences, and they sought out infor-

mation that helped them to maintain their ‘‘negative’’

moods. For example, not only did negative-mood-

experiencing individuals spend more time reading neg-

ative information, they spent more time rereading neg-

ative details and remembering negative events. The

opposite was true of individuals in positive moods;

these individuals focused on positive details and

remembered more positive events. Mood states have

been shown to have a strong influence on decision-

making processes and self-perceptions of competence.

Mood states have also been shown to have an effect

on attributional processes. For example, research has

found that individuals in positive moods tended to

attribute a successful past performance to internal attri-

butions and unsuccessful past performances to external

attributions. Additionally, individuals in negative moods

tended to make internal attributions for their own past

failures, but not the past failures of others.

In addition to research conducted with respect to

mood-congruent information processing and out-

comes, research has been conducted with respect to

the influence of moods on type and depth of informa-

tion processing. In a variety of situations, research

has demonstrated that individuals in an elated or posi-

tive mood were less likely to use systematic, detail-

oriented information-processing strategies, whereas

people in mildly depressed or negative moods were

more likely to use systematic, detail-oriented informa-

tion-processing strategies. For example, in contrast to

individuals in positive mood states, individuals in

negative mood states used more elaborative infor-

mation processing in response to strong persuasive

messages, used detailed information, and were more

accurate on a performance appraisal task with respect

to perceptions and appraisals of others. Additionally,

individuals who were in negative mood states were

more likely to calculate the costs and benefits of help-

ing (i.e., used more cognitive processes) when decid-

ing if they should be helpful.

Emotion and Cognitive Capacity

One way in which emotions may affect students’ learn-

ing is by compromising cognitive availability. In other

words, cognitive capacity may be involved with the

direction and maintenance of attention in academic

situations. In line with theoretical propositions of the

impact that emotions have on learning, cognitive

capacity theory states that cognitive components of

emotions (e.g., appraisals or self-efficacy) can particu-

larly occupy a person’s mental resources and thereby

consume cognitive availability. The idea that emotional

processing may encumber cognitive capacity is sup-

ported by Kahneman’s Cognitive Capacity Model of

attention as well as Kanfer and Ackerman’s model of

self-regulation.

The Cognitive Capacity Model proposes that an

individual’s capacity to think is limited. This theory
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recognizes that different mental activities demand dif-

ferent requirements of cognitive load for processing.

Additionally, the arousal system is considered to be

connected to the cognitive system; therefore, arousal

and cognitive capacity fluctuate according to the

changing demands of cognition and arousal. In this

view, certain emotions may cause an increase in the

arousal system (e.g., high anxiety), occupying cogni-

tive capacity that may be required for academic activ-

ities. In light of this model, high-intensity emotional

processing could be viewed as consuming cognitive

resources by taking away from on-task attentional

resources, allocating resources to off-task activities

(emoting), or interfering with resources for cognitive

self-regulatory strategies that are needed for academic

activities. If students cannot regulate their affective

arousal, their attentional capacity to conduct academic

tasks may be reduced.

Future Directions

The interrelationships of students’ emotions, motiva-

tions, and learning are indeed complex. The dynamic

complexity of these constructs has been shown to

emerge among theoretical frameworks from the fields

of goal-striving theories, attribution and appraisal the-

ories, academic motivation theories, and cognitive

processing theories. Research focusing on understand-

ing the complexity of cognitive, motivational, and

emotional forces within students’ academic learning

is currently in progress and is poised to add new

insights into the dynamics involved in individuals’

learning-related processes.

Jeannine E. Turner and Joel B. Goodin

See also Emotional Development; Emotional Intelligence;

Learning; Maturation
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MOTOR DEVELOPMENT

Over the first years of life, humans exhibit an increas-

ing ability to coordinate movements of the body. The

initial emergence of these motor capacities and their

subsequent refinement is often referred to as motor

development. The physical development of muscle

strength is required for this, but visual perception and

skills such as postural control and balance are critical

as well. The dynamic systems approach to develop-

ment has been extremely influential in this area, as

it has emphasized the need to consider interactions

between physical, perceptual, cognitive, social, and

motor development in order to understand any of the

individual domains.

In adulthood, motor performance peaks and then

gradually declines; motor development thus occurs

across the life span. The vast majority of research on

motor development, however, has focused on the

early increases in motor capacity rather than its later

deterioration. This entry does so as well.

Over the past several decades, an increasing

amount of research has been devoted to characterizing

and understanding human motor development. A

good description of the ages at which different motor

capacities emerge has been compiled, at least within

the context of North American and Western European
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culture. Within this cultural context, the order and

approximate ages at which different behaviors first

emerge is quite consistent (see Table 1). This consis-

tency has led to claims that motor development is

largely mediated by genetically specified maturation,

but cross-cultural and experience enrichment studies

have both demonstrated the important roles that cul-

tural convention and environmental support play in

motor development.

For instance, in the United States, it is very common

for infants to begin crawling between 5 and 7 months

of age. In an infant population sampled in urban China,

however, the onset of self-produced locomotion was

found to occur approximately 3 months later. This is

almost certainly not due to genetic differences between

American and Chinese infants, but rather to an urban

Chinese cultural tendency to set infants down only on

thickly cushioned surfaces, on which crawling is more

difficult. In other cultures, for instance the Kipsigis of

Kenya, babies hold their heads up and walk earlier than

North American children. Kipsigi parents deliberately

teach these skills to their infants, for instance seating

them in holes dug in the ground and surrounding them

with blankets to hold them upright. By frequently

bouncing children on their feet, Kipsigi parents also

promote earlier walking behaviors. As with many

other aspects of development, it seems that the course

of motor development is influenced by interactions

between genetic and environmental influences (i.e.,

nature and nurture). Researchers now believe that motor

development is the outcome of a complex interplay

between central nervous system processes, physical and

physiological variables, and relevant environmental

circumstances.

The progression of motor development has often

been described as consisting of four phases. (1) Infant

development progresses from reflexes to rudimentary

movements such as sitting, crawling, creeping, stand-

ing, and walking. (2) Fundamental skills such as run-

ning, climbing, jumping, balancing, catching, and

throwing are next to develop. (3) During late child-

hood, more specific movement skills will appear, and

the general fundamental skills become more refined

and appear more fluid and automatic. (4) In adoles-

cence, the specific movements develop further and

become more specialized. Specialization depends on

talent, motivation, and the amount of practice with

a specific skill.

Within all four phases, motor development is

often further divided into categories of gross and fine

motor skills. Gross motor skills include behaviors that

involve movements of large portions of the body,

such as lifting one’s head, rolling over, sitting up, bal-

ancing, crawling, and walking. Fine motor skills

include behaviors that emphasize hand-eye coordina-

tion, such as manipulating small objects, transferring

objects from hand to hand, drawing, cutting, and

threading beads. Gross motor performance typically

precedes fine motor skill, perhaps because gross

motor skills must be performed in order to support

most fine motor tasks. For example, one must be able

Table 1 Approximate Ages of Early Motor Skill
Onset

Approximate

Age (months) Skill

0–1 Control eyes to look at targets

of interest; newborn reflexes

1–3 Lift up head; grasp objects placed

in hand; use eyes to smoothly

track moving targets; lift self

using arms from a prone position;

roll from side to back

3–5 Roll over in one direction; sit up

if propped in place; grasp objects

5–8 Sit without support; stand while

grasping support; one-handed

grasping

5–10 Pull self to stand; point at objects;

grasps with thumb and finger

5–11 Crawling; direct food to mouth;

use eating utensils; build tower

of two cubes

10–14 Stand without support; walk;

build with blocks; put objects

into containers; pick up very

small objects (e.g., raisins,

blades of grass)

13–18 Walk backwards and sideways;

run; climb; walk up stairs;

kick a ball while walking;

scribble with crayons on paper

18–30 Jump; skip; walk on tiptoe;

pick up small objects

Note: Within North American and Western European cultural

contexts, the order of motor skill onset is quite consistent, as are

the ages at which children first exhibit these behaviors.
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to effectively sit up in order to have both hands free

for manipulating objects.

In the following sections, eight major topics in

motor development are considered. This list certainly

does not provide a comprehensive account of motor

development research, but is intended to provide

a sense of the range of issues that have been and con-

tinue to be explored in this area. The first section con-

siders the foundations of motor performance inherent

during prenatal and early postnatal development. Sub-

sequent sections describe the onset of crawling and

walking behaviors and consider how these and other

motor developments interact with cognitive, social,

and emotional development. Then the emergence of

the fine motor skills of drawing and writing is consid-

ered, along with a summary of motor development

associated with late childhood and adolescence.

Prenatal Motor Development

The human embryo typically begins to move indepen-

dently in the second postconception month. The

embryo is too small at this stage for the mother to feel

the movements, but they are often made in response to

sensory stimuli such as sounds or pressure. Even at this

early stage of development, the link between sensory

and motor systems is evident. In the third month of

prenatal development, the movements become increas-

ingly frequent and coordinated. Infants will kick, form

a fist, and even engage in thumb sucking. By the fifth

prenatal month, a human fetus will hold up its hands to

shield the eyes in response to a bright light, showing

that this visuomotor reflex is already in place.

It is commonly presumed that prenatal motor

development must be a purely genetically specified

maturational process, because the womb shields the

baby from the external environment that might other-

wise influence development. However, there are sev-

eral examples that suggest this is not true, at least one

of which can be observed in the motor domain of

‘‘handedness.’’ Between 1 and 2 years of age, many

children will begin to exhibit a consistent hand prefer-

ence; most children will be right-hand dominant. The

preference does not become stable until this late age,

but it can be predicted based on the prenatal position

of the child in the womb. A fetus whose left side con-

sistently faces out through the belly of the mother

during the pregnancy is likely to be right-handed;

whereas right-side-out infants will likely be left-

handed. Several theories have been proposed to

explain this difference. For instance, the left and right

ear auditory systems project neural activation to the

left and right cortical hemispheres respectively. It is

presumed that the ear that faces out receives more

stimulation, resulting in greater development of the

corresponding hemisphere. If the left cortical hemi-

sphere becomes dominant, then the hand that this

hemisphere controls (i.e., the right) will be dominant;

or vice versa. Regardless of whether this theory is

correct, it is clear that, even in the womb, environ-

ment plays a role in mediating motor development.

Overall, prenatal development of the motor system

enables the infant to perform certain actions even

prior to being born. The extent to which genetic and

environmental influences play a role in this develop-

ment, however, is still not fully known.

Newborn Motor Capacities

Infants are born with a set of basic motor abilities, but

they are primarily activated by specific external stimuli.

That is, they are reflexive responses rather than volun-

tary actions. For instance, if one touches an infant’s

cheek near the mouth, she will turn her head in that

direction (the ‘‘rooting reflex’’). If the infant’s lips are

stimulated by physical contact, she will engage in

a sucking behavior (the ‘‘sucking reflex’’). This combi-

nation of reflexive responses, like many others, is

believed to have adaptive value and is often interpreted

within the context of evolutionary theory. For example,

the two reflexes described here, rooting and sucking,

will help a child to gain nutrition in the context of

feeding at the breast. In one fascinating study, research-

ers found that when a newborn was placed on the

mother’s stomach and allowed enough time, the com-

bined effect of several inborn reflexes caused the infant

to move forward, latch on to the breast, and begin to

nurse—a feat termed self-attachment.

The infant reflexes that are predominantly used for

protection, nutrition, or survival are called the primi-

tive reflexes. These reflexes are usually present at

birth, but most vanish after a few weeks or months.

The disappearance is often attributed to the matura-

tion and increased activity of the cerebral cortex,

which inhibits reflexive responses. Pediatricians com-

monly use these reflexes as diagnostic tools for asses-

sing the infant’s level of neurological development.

Severe deviations from the normal time line of reflex

onset and disappearance may indicate neurological

immaturity or dysfunction.
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Postural reflexes do not provide the immediate

adaptive value of primitive reflexes but support the

development of later voluntary movement. For exam-

ple, the ‘‘stepping reflex’’ can be observed in most

full-term babies. When the infant is held so that the

feet are flat on a surface, the infant will lift one foot

after another in a stepping motion. Many develop-

ments must occur over the first year of life to make

independent walking possible, but newborn stepping

behaviors demonstrate that the brain systems and

motor patterns that will produce that walking are

already present at birth.

Like the primitive reflexes, stepping seems to dis-

appear at around 2 months of age. Many researchers

have attributed this to cortical maturation, but several

clever studies have called this interpretation into ques-

tion, both for the stepping reflex and for others as

well. When a 2-month-old, who does not normally

display the stepping reflex, is submerged up to the

chest in warm water, the stepping reflex returns. This

finding suggests that the disappearance of the stepping

reflex may not be due to cortical maturation, but

instead to the simple physical development of heavier

legs. When the infants’ legs are submerged in water,

the muscular strength required to lift the legs is

greatly reduced, and the reflexive behavior returns.

This type of experiment greatly emphasizes the value

of a dynamic systems approach to motor develop-

ment, which considers how motor performance is

influenced by the interaction of many different types

of developmental changes.

Other newborn motor capacities suggest the pres-

ence of impressively complex visuomotor proces-

sing. For instance, one study found strong evidence

that newborns imitate common facial expressions,

such as smiling, mouth opening, and tongue protru-

sion. That is, when a newborn views an adult stick-

ing out her tongue, the probability that the infant

will also perform this facial expression is greatly

increased. Such a feat is remarkable because the

newborns who participated in these studies had seen

only a few faces prior to the start of the procedure,

they had never seen their own faces, and they had

certainly not had the opportunity to learn associations

between certain muscle contractions and changes in

their own facial appearance. It seems that all of the

components necessary for facial imitation are speci-

fied in the genome of the newborn. Just how a facial

imitation system might be encoded at the level of

DNA is essentially unknown.

Infant Reaching

One of the most salient motor development milestones

of the first 4 months is the emergence of visually

guided grasping. Even during the first weeks of life,

children exhibit prereaching behaviors, such as reaching

out to swipe at a target of interest. Not until approxi-

mately 4 months, however, do they reliably reach out

and grasp a target such as a small toy. Children make

their first successful grabs using both hands, but soon

after they will begin grasping targets using only one

hand. When they do, they typically use ‘‘ulnar’’ grasps,

relatively clumsy movements in which all of the fingers

are pressed against the palms. Within a few months,

ulnar grasps will be replaced by ‘‘pincer’’ grasps that

make use of the tips of the thumb and fingers.

The cascade of reaching development shows an

increasing adaptation of reaching to the physical

constraints of the physical environment. For instance,

when an adult reaches for a tall, thin target, she typi-

cally rotates her wrist so that the opening of the grasp

corresponds to the orientation of the target. Children’s

grasps do not exhibit this characteristic at 5 months of

age, but do so by 9 months of age. The grip apertures

of adult grasps are precisely correlated with the sizes

of reaching targets. Infants’ grip apertures are not

highly correlated with target size at 7 months of age,

but this tendency emerges by 9 months.

Not all aspects of reaching control develop so long

after the onset of grasping, however. Perhaps the best

example of this is the development of the ability to

catch moving targets. If one wishes to catch a moving

target, a reach cannot be aimed at its current location.

(By the time the reach is completed, the target will

have moved on to a different location.) A reach for

a moving object instead must be aimed ahead of the

target, along its future path of motion such that the

paths of the hand and the target intersect the same posi-

tion at the same time. Given the complexity of this,

one might presume that catching moving targets would

be more difficult than grasping stationary objects. As

soon as infants are able to grasp stationary objects,

however, they are immediately able to catch moving

targets as well. Indeed, some studies of prereaching

behaviors suggest that this future-oriented aiming of

motions is in place before successful grasping emerges.

Crawling and Walking

Between 5 and 7 months of age, most infants begin

to exhibit a variety of crawling behaviors (belly
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crawling, hands-and-knees crawling, directed rolling,

etc.). As they become independent movers, their

relationship to the world around them changes in sev-

eral fundamental ways. With this in mind, it is per-

haps sensible that a host of other behavioral changes

accompanies this development. For example, post-

crawling infants begin to respond to pointing actions

in an adult-like fashion, looking at a target to which

an experimenter points rather than at the experimenter

himself. Crawling children also make more use of

visual information for maintaining posture than do

noncrawlers. Crawlers are better at retrieving hidden

objects and more able to focus attention on distant

targets, and they exhibit a wider range of emotional

expressions.

One related change that has been studied exten-

sively is the infant tendency to avoid a ‘‘visual cliff.’’

Novice crawlers will crawl over the edge of a drop-

off without much hesitation. Only after some weeks

of crawling experience does a healthy fear of heights

emerge. Interestingly, when children begin to walk

a few months later, they need to relearn this cliff

avoidance. The motor learning that has taken place in

the crawling domain does not transfer to the task of

walking, suggesting that human motor performance

may be mediated by somewhat ‘‘modular’’ mental

systems.

Interactions
Among Cognitive, Social,

Emotional, and Motor Development

Infant motor performance is clearly subject to the

principles of operant conditioning. This has been

found in children as young as 3 months of age, who

will engage in a variety of behaviors more often (e.g.,

kicking, arm waving, head turning) if the behavior is

linked to (i.e., contingent with) an interesting sensory

event. For example, if an infant’s ankle is attached to

a mobile with a ribbon, such that kicking the leg

causes the mobile to shake, the infant will learn this

association in a matter of minutes and engage in more

frequent kicking. Connections between learning and

motor performance such as this are interesting for at

least two reasons. First, motor performance provides

a tool for assessing the learning abilities of preverbal

children. Second, it makes clear the ongoing refine-

ment of motor actions that takes place over the course

of development. Whenever a child is engaging in

motor behaviors, even in a play capacity, the outcomes

of the behaviors serve as a tool for refining later perfor-

mance. Jean Piaget’s extensive and influential theories

of human cognitive development progressed from this

foundation. Piaget presumed that all knowledge starts

from a basis of sensorimotor experiences and learning

with the world.

Researchers’ knowledge of children’s earliest

ability to recall prior events (as opposed to simply

recognizing them) comes entirely from studies of the

motor task of ‘‘deferred imitation.’’ After watching

an adult perform a specific novel action, infants are

more likely to perform the same action later when

presented with the same stimulus materials. For

example, if a 6-month-old watches an experimenter

shake a toy such that it makes an interesting sound,

then when the infant is later presented with the same

toy, even after a 24-hour delay, she is more likely to

shake it in the same way. This is commonly consid-

ered to be the earliest indicator of ‘‘declarative’’

memory. Interestingly, 6-month-olds’ memory per-

formance in this task seems remarkably context-

specific. That is, if the same stimulus materials are

presented in a different room, then the likelihood of

deferred imitation is essentially eliminated. Adults

also show better recall of information in the same

context in which it was learned, but the size of this

effect is relatively modest. By 9 months of age, the

context-specificity of deferred imitation is greatly

reduced, suggesting that the mental representations

that drive deferred motor imitation develop substan-

tially during this period.

As children eventually develop the ability to plan

and reason about the world, the best indicator of their

level of cognitive performance is often not their ver-

bal behavior, but their general motor responses. Over

the first several years of life, children are remarkably

adept at language learning, seeming to absorb the

vocabulary, syntax, and pragmatics necessary to

communicate with only a modicum of explicit effort.

Children usually express this learning with increased

verbal utterances, but some children are also taught

a sign language (e.g., American Sign Language or

ASL). It is notable that the level of linguistic perfor-

mance, in terms of both production vocabulary and

level of grammatical complexity, is consistently better

in the sign language domain than in the verbal

domain. Producing the sounds of human language is

a complex and rapid process, mediated by the use of

dozens of different muscle groups to produce sound

and ‘‘filter’’ it via rapid movements of the throat,
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tongue, and mouth. A limiting factor of linguistic per-

formance thus seems to be the ability to control the

rapid and complex muscle contractions required to

verbally communicate.

Emotional development is also better understood

within the context of motor development. As children

develop new action abilities, they provide conduits to

new types of social and emotional interactions. For

instance, when children learn to reach for objects,

they will often begin to have their first experiences

with parents scolding them for grabbing things that

they should not. As children learn to crawl, they

become more autonomous and goal directed, creating

even more situations in which they may interact and

sometimes conflict with the wishes of their parents. It

is thus not surprising that the earliest onset of behav-

iors associated with anger have been found to be

correlated with crawling.

Motor development does not occur in a vacuum.

Motor behaviors take place in a social and emotional

context that can influence that development. Similarly,

motor development has often been found to be a catalyst

for that social and emotional development.

Correlations Between
Brain and Motor Development

The study of brain development has progressed rap-

idly in recent years, as new techniques for exploring

adult and child brain activity have become more

accessible. Studies of brain activation in adults have

identified that the cerebellum and basal ganglia are

areas critical to motor learning performance. In chil-

dren, the level of activity in these brain regions is cor-

related with the level of behavioral proficiency.

The corpus callosum is a large brain structure that

connects the left and right cortical hemispheres,

enabling information to pass from one to the other.

As this structure develops, children’s ability to per-

form actions in which the left and right hands are

coordinated greatly improves.

Several studies have identified other changes in

brain development that coincide with, or even pre-

cede, changes in behavior. For instance, neuronal con-

nections within the frontal and occipital lobes of the

brain are rapidly produced around the ages of 4

months, 7 months, and 12 months—the ages of onset

for reaching, crawling, and walking. These bursts of

cortical activity appear to begin in the frontal lobes

and then spread to other areas of the brain.

Drawing and Writing

By age 2, many children start to draw on paper using

crayons or other implements, usually in the form of

arbitrary scribbling. By age 3, children will begin to

produce representational forms, although the initial

forms are often produced by accident. For instance,

a child engaging in scribbling may notice that she has

inadvertently produced a shape that she can identify

by name, such as a circle or an oval. By age 4, chil-

dren commonly produce such representational forms

intentionally. Four-year-olds’ drawings are almost

always quite stylized and inaccurate, but are typically

recognizable to na�ve observers. For example, chil-

dren commonly draw people as circular heads with

small arms and legs, but without defined bodies.

The level of detail and accuracy of children’s

drawings gradually increase over subsequent years.

By age 5, most children can copy two-dimensional

shapes and incorporate them into their pictures. Some

5-year-olds show a rudimentary use of three-dimen-

sional depth information, such as drawing more dis-

tant objects as smaller than near objects. Not until age

9 or 10 years, however, do children realistically depict

three-dimensional space. Only at this age do children

draw nearer objects as occluding more distant objects;

some linear perspective cues will also be present in

these later drawings.

During the school years, children can also be

taught to write numbers and letters. In the early stages

of writing, children typically only write very large let-

ters and numbers, due to their tendency to control

writing using movements of the whole arm. As they

develop the ability to write using primarily move-

ments of the wrist and fingers, the print size will

shrink down to a more adult-like size.

All of these fine motor capacities are clearly influ-

enced by schooling, as well as the level of emphasis

placed on writing and drawing by a child’s parents as

well as the society in which he or she lives. These

parental and societal influences are also apparent for

many aspects of motor development in late childhood

and adolescence.

Motor Development in Late
Childhood and Adolescence

Through late childhood and adolescence, the bones

lengthen and undergo additional calcification, produc-

ing a more rigid frame for the skeletal muscles; the
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muscles grow stronger as well, enabling the child to

produce greater amounts of force. The shape of the

body also changes, as the arms and legs lengthen rela-

tive to the size of the torso. All of these factors con-

tribute to a general increase in balance, flexibility,

agility, and maximum force production across this

age range.

Although there are clear physical changes across

this age range, few milestones of motor development

have been identified beyond the age of 8 years, and

with good reason. There are certainly differences

between the level of motor coordination found in

adults and children, but most of these differences are

quantitative rather than qualitative in nature. In the

sports of gymnastics and diving, two activities that

demand extremely high levels of motor perfor-

mance, it is not uncommon to find world-class per-

formances among children as young as 13 years

of age. The primary limits on motor performance

beyond middle childhood thus seem to be amount of

talent and expertise. On average, older children will

perform at a higher level than younger children, but

this seems primarily due to the accrual of experience

rather than a disappearance of physical or cognitive

limitations.

Implications

Many of the earliest studies of developmental psy-

chology were studies of motor development. Motor

performance can be directly observed, and it is pro-

duced by children of all ages. Motor performance is

a central component of all behaviors, and it provides

a tool for exploring many aspects of cognitive

and emotional development. The dynamic systems

approach to the study of human behavior began in the

domain of motor development, but a growing number

of researchers have found it fruitful to consider non-

motor aspects of development from this perspective

as well. Motor development has thus played a central

role in the historical progression of developmental

psychology and seems likely to continue to be a perva-

sive aspect of developmental science in the coming

decades.

Peter M. Vishton and Natalie H. Brito

See also Athletics; Brain-Relevant Education; Dynamical
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Development; Physical Development
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MULTICULTURAL CLASSROOMS

Historically, the idea of multiculturalism has been

defined in many different ways. For some, the label

refers specifically to ethnic group differences; for

others, it spans such concepts as socioeconomic status,

gender, sexual orientation, age, disability status, or any

demographic data that differentiate one person from

another. All of these are valid areas of multicultural

study, but two in particular (economics and ethnicity)

have the largest impact on educational performance.

Thus, this entry addresses culture mostly in terms of

ethnic and economic differences. It should also be

noted that, when specific examples of ethnic differ-

ences are provided, only White, African American, and

Hispanic people are discussed in any detail because

these three ethnicities make up more than 80% of the

general population of the United States. This is not to

say that other aspects of multiculturalism and other eth-

nic groups do not have an impact that should be

addressed, but the topics discussed here were chosen to

be most representative of the experiences in the aver-

age multicultural classroom.

Just as the term multiculturalism has no single,

specific definition, the term classroom has become

more difficult to generalize into a single concept as

well. Classrooms can be housed in traditional brick-

and-mortar buildings, or they can be housed as space
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on a hard drive in a virtual location created with online

technology. They can be used to teach preschoolers or

postdoctoral students. Classrooms may serve several

hundred children at once or only one student at a time.

Subjects may range from vocational and artistic pursuits

to traditional academic studies. Although all of these are

legitimate descriptors for a classroom, for the purposes

of this entry, a classroom is defined as a physical room

with one teacher and 20–30 children in a primary or

secondary school building. These types of classrooms

usually involve three parties—teachers, parents, and

children—whose individual experiences will be des-

cribed in greater detail.

Children’s Ethnic Differences
in the United States

What does a typical multicultural classroom look like

in terms of ethnic and economic differences? Accord-

ing to data from the 2000 U.S. Census, from the gen-

eral population approximately 25% of those surveyed

described their race as non-White. In addition, those

who described themselves as non-White showed

a higher probability of living in poverty. For example,

the poverty rate in 2005 was approximately 10%–

15% among the general population; however, the

numbers look conspicuously different when examined

by cultural groups. Approximately 25% of African

Americans and 20% of Hispanics live in poverty. The

difference in poverty rates is more striking for the

19% of children living in the United States with at

least one parent who is foreign-born. Approximately

33% of children who are native to the United States

but born of parents who were born outside of the

United States live in poverty; compare this number to

approximately 40% of children who live in poverty

who live in the United States but were born outside of

the country. Given the strong ties between ethnicity

and poverty, it is frequently difficult to discuss ethnic-

ity differences without discussing socioeconomic dif-

ferences as well.

Socioeconomic differences frequently lead to life-

style differences; therefore, many ethnically diverse stu-

dents live in a manner very different from the majority

culture. For example, a White individual’s annual

income falls at approximately $24,000 compared to

$14,000 for African Americans and $12,000 for Hispa-

nics. In the general population, approximately 75% of

children live in a household with their married parents.

However, this number drops for specific ethnic groups

such as Hispanic children (approximately 65%) and

African American children (approximately 38%).

Health insurance is another major lifestyle difference.

Approximately 7% of White children are uninsured,

compared to 13% of African American children and

22% of Hispanic children. Parental levels of education

change based on ethnicity as well. Approximately 36%

of White adults have a bachelor’s degree compared to

only 19% of African American adults and 14% of

Hispanic adults. These data are important because

research consistently shows that parental education has

a huge impact on student success and predicting gradu-

ation rates.

Compare the statistics listed above for multicul-

tural children and parents to statistics for teachers.

The National Center for Education Statistics states

that the average teacher’s annual income is approxi-

mately $43,000. This is a 350% increase in income

compared to the average Hispanic parent. They add

that only 16% of teachers describe themselves as non-

White. More than 98% of teachers hold at least

a bachelor’s degree, and 46% hold a master’s degree

or higher. These educational and economic differ-

ences influence teachers’ daily lives, view of the

world, classroom expectations, life experiences, and

feelings of safety and security. Given such significant

differences between the typically White, middle-class

teachers and their more culturally diverse students

and parent collaborators, each individual’s experi-

ences in the multicultural classroom cannot help but

differ widely.

Experience of Students
in Multicultural Classrooms

The National Center for Education Statistics provides

data on school achievement and school behaviors,

broken down by race. These data show that ethnicity

and school achievement are strongly related. For

example, dropout rates were significantly higher for

Hispanics (23.8%) than for either African Americans

(11.8%) or Whites (10.3%). In addition, SAT scores

were lower for African Americans (861 combined out

of a possible 1,600) than for Hispanics (932 com-

bined), and much lower than those for Whites (1,068

combined).

One theory for the cause of the discrepancies in

educational achievement is that ethnically diverse

children have different cultural learning styles that may

or may not be compatible with traditional American
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teaching methodologies. Guild writes about several

specific cultural learning styles common to different

ethnic groups. She cautions that these are generalities

applied to groups, and that particular styles may not

be relevant to every member of each group. Guild

describes the notion that Mexican Americans tend to

have higher regard for personal relationships and thus

seek greater contact and interconnection with their

teachers than other groups might. In addition, research

suggests Mexican Americans learn best when informa-

tion is presented in terms of generalities and patterns;

rote memorization is more difficult for them.

Guild’s descriptions of research on African Ameri-

can learning styles indicate that this group prefers

physical activity and orally recalled information;

therefore, African American students may do better in

a class that emphasizes group activities and discus-

sions over lectures. She compares both groups to

White learners, who think best in terms of accuracy,

individuality, and objectivity, and therefore are best

suited for experiences such as testing and competition.

Because the latter are the most common learning

experiences within U.S. classrooms, this may partially

explain why White students may perform better.

Another theory put forth by MacMillan and

Reschly states that the differences in academic perfor-

mance are not due to cultural learning-style differ-

ences as much as to economic ones. Supporting this

theory are research findings that poverty brings with it

a series of risks known to cause lowered scores on

tests. These risks include medical differences such as

poor prenatal care, low birth weight, drug and alcohol

use, and increased physical abuse.

Also included are parent-related issues such as

after-school availability, involvement in their children’s

school, necessary knowledge of academic material to

help with homework, ability to provide outside learn-

ing experiences, knowledge of the English language,

and use of complex vocabulary to teach higher-order

language skills. Another parent-related issue is frequent

relocation, which is common to any group living in

poverty but may have the largest educational impact

on families of migrant workers.

School-related issues have a large impact as well.

Schools serving students of lower socioeconomic sta-

tus tend to have fewer certified teachers, less experi-

enced teachers, fewer class materials, and older

facilities. These schools tend to have higher instances

of violence, weapons, drug use, and teen pregnancy.

These behavioral issues affect school performance in

that children worried about violence and children

using drugs have a harder time paying attention to

class materials and retaining knowledge.

Research supports the notion that the differences

between school behaviors are strikingly different for

multicultural students. The National Center for Edu-

cation Statistics states that only 10% of White stu-

dents report ever being engaged in a physical fight on

school property, compared to approximately 17% of

African Americans and 17% of Hispanics. Statistics

also reveal a discrepancy in how safe children feel

attending their own schools. Whereas only about 3%

of White children felt too unsafe to attend school, 8%

of African American students and 9% of Hispanic stu-

dents described their schools as unsafe.

Payne describes some of these behavioral discrepan-

cies as a mismatch between middle-class societal

mores and those of individuals living in poverty. Spe-

cifically, she states that children living in poverty may

speak to teachers in a way that seems inappropriate to

the teachers. However, these students may become

defensive if the teacher talks to them in a way that

makes the students feel like they are being talked down

to. In addition, students may spend more time socializ-

ing and making jokes than learning because humor and

social skills are more highly valued in their community

than is academic achievement. Finally, violence is

described as a way of life that may be needed for pro-

tection, or it may just be more of a habitual response

than an active desire to hurt someone else.

Successful Classrooms
for Multicultural Students

Either poverty or cultural learning styles could be the

primary cause of academic, social, and emotional dif-

ferences among children in the multicultural classroom,

but the true culprit is most likely a combination of all

factors. Therefore, teachers of successful classrooms

for multicultural students develop their instructional

plans to work within a child’s cultural learning style,

available resources at home, personal strengths and

abilities, and cultural knowledge base. This can be

done through the use of differentiated instruction by

which some students are taught differently from others

within the larger classroom in order to meet their indi-

vidualized needs. In addition to differentiated instruc-

tion in academic concepts such as reading and writing,

some children may need also to be taught the necessary

underlying skills for academic success. Such skills may
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include planning and goal setting, use of academic lan-

guage, and basic problem-solving skills.

Experience of Parents
in Multicultural Classrooms

Parents who wish to be involved in their child’s edu-

cation may find themselves hampered by several bar-

riers. School climate, usually characterized by how

welcoming a school is to its children and their

parents, can be a major obstacle to parent-school

interactions. If an individual teacher views parental

interactions as important, then parents of children

in his or her classroom are more likely to become

involved. However, a single teacher cannot make an

entire school feel welcome; it takes a school-wide

effort. Some schools systematically view parental

involvement as a burden, whereas other schools inte-

grate parental involvement into all aspects of child

learning. If schools and teachers feel that parents are

outsiders who are only to be tolerated, then parents

sense this and they will stay away. In addition, many

culturally diverse families who have had negative

experiences in school find it intimidating to be there.

In these instances, the school not only needs to be

a welcoming place, but it also needs to be a desirable

location that eases parental fears of being there.

Poor school climate is only one potential barrier to

parental involvement. Another is that many schools

are often not effective communicators with multicul-

tural parents. When parents come to school meetings

and hear terms such as individualized education plan,

Iowa Tests of Basic Skills, and occupational therapist,

the school personnel may as well be speaking only in

a foreign language. Many parents just do not under-

stand this type of jargon. This becomes even more

complex when the parents really do speak only in

a foreign language. If appropriate translators are not

available, then these parents are left without any

understanding of what is happening with their child’s

education. Communication difficulties become com-

pounded when correspondence takes place through

written communication. The dependence on the use

of written communication becomes most problematic

when parents cannot read or when they speak a lan-

guage other than English at home.

In addition to communication problems, parents

often do not know what is expected of them in

schools. If they come from another country, then

they may have no knowledge of what parent-school

interactions are supposed to be like in the United

States. If they grew up here, but their parents were

not involved in their own schools when they were

children, then virtually the same experience occurs.

Without a clear description of what is expected and

desired by the schools, parents can remain stuck in

the patterns of their predecessors.

In addition, schools often expect parents to be

good decision makers for their children. However, the

parents may not share this view. Many parents per-

ceive the teacher as the ultimate power over their

child’s education. This feeling is especially strong for

culturally and linguistically diverse parents. Often,

parents believe they will anger teachers if they assert

themselves as decision makers for their children. They

then worry that angry teachers may victimize their

children. These feelings cause them to make few

attempts to assert themselves in even the most basic

of fashions.

However, rather than be intimidated by their chil-

dren’s school, some parents have chosen instead to

take an extremely active role in educational change

for their diverse children. Culturally diverse parents

led several landmark lawsuits in education. The best

known is Brown v. Board of Education in 1954, a case

brought on behalf of African American children in

which the Supreme Court ruled to desegregate

schools. It should be noted that this is not the only

important case that relates to diversity. Mills v. the

District of Columbia in 1971 mandated special educa-

tion for all children, but notably, all of the children

represented in that case were African American. Gua-

dalupe v. Tempe in 1978 and Lau v. Nichols in 1974,

cases that established language-specialized educa-

tional service for children whose primary language is

not English, were brought about by diverse parents on

behalf of their children.

Successful Multicultural
Teacher-Parent Interactions

Improving school climate helps to overcome many of

the cultural barriers between schools and parents. One

way for schools to become more inviting includes

encouraging families to bring a friend or family mem-

ber with them to meetings. Another would be to train

a school staff member to act as a liaison between the

school and the community, thereby allowing families

to know at least one person at the school.
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Another way to make a school more welcoming is

to ensure that the faculty and staff are culturally sensi-

tive. Many teachers are unaware of the multicultural

issues affecting parental involvement and thus appear

to be insensitive to the needs of the families. School

personnel can undertake in service training to learn

the skills needed to better serve these children and

their families. In addition, teachers can and should

learn about different cultures from community mem-

bers, local churches, and literature searches so they

may become aware of potential areas that may make

the parent feel disrespected, and smooth the path to

better communication. Schools that make parents feel

emotionally safe and comfortable encourage parent

interactions.

In addition to climate improvements, schools need

to be aware of communication problems. Such difficul-

ties occur when parents speak a language other than

English, when teachers use jargon that parents cannot

understand, or when information is presented in writing

to parents who cannot read. Often, it is not the words

that are misinterpreted, but the message behind them.

Messages should be sent home in a friendly manner

that does not make parents feel that the school is

speaking down to them because they have less educa-

tion or less money. All communications should be

done with a feeling of respect toward the child, the

family, and their culture. Communication issues can be

overcome through the use of translators, through sim-

ple consideration by teachers, or by presenting infor-

mation in person or through audio/videotape.

Experience of Teachers in
Culturally Competent Classrooms

Of all people involved in the multicultural classroom

(teacher, parent, and child), teachers are generally the

most comfortable within the school. They understand

the system, spend more time there, understand the

lingo, and are familiar with the rest of the other faculty

and staff. They understand the hidden rules of how to

behave in middle class, and they are the ones in charge

of the classroom. However, many teachers may not

feel as comfortable once they leave the classroom and

enter the community surrounding the school.

Given their cultural and economic differences, many

teachers who work with ethnically diverse children do

not live in or spend time in the neighborhoods of their

students. Therefore, they do not share the same daily

experiences, know the same environmental landmarks,

or observe the interactions of child and parent on

a daily basis. Teachers see the child at school, and they

often witness parent-child interactions only in this

same location. Based on these observations, they make

judgments concerning the identity of their students.

However, without a set of shared, daily experiences,

they often lack the ability to truly understand all of the

strengths, needs, and weaknesses of their students.

They need at least some level of understanding of their

students’ lives to be able to meet their needs.

In addition, although some teachers do an excellent

job teaching in the multicultural classroom, others are

unprepared to work with diverse students. These teach-

ers may think of a classroom as a melting pot and

attempt to teach all children using the same methods.

However, the better analogy is that children are more

like a tossed salad. Each difference is clearly identifi-

able, and these differences make the whole more inter-

esting. Thinking that each individual has specific

experiences, expectations, and abilities requires the

teacher to establish multiple methodologies for work-

ing within his or her multicultural classroom. This para-

digm shift may be difficult for new teachers to learn or

for more experienced teachers to adopt.

Successful Multicultural Classrooms

Cultural and economic learning methodologies among

children often translate into differences in learning

needs. One technique already discussed is to address

students’ cultural and economic diversity needs

through the use of differentiated instruction. Another is

to incorporate the needs of the children and their fami-

lies into regular classroom policy and philosophy.

When teachers and students come from significantly

different cultures, sometimes teachers may misinterpret

student experiences, abilities, and expectations. There-

fore, they may apply teaching and behavior manage-

ment techniques and strategies that are inappropriate.

In order to learn the appropriate techniques to use,

teachers must be sensitive to the needs of their cultur-

ally diverse students. To this end, they often attend

diversity sensitivity training, where the first step is

usually to become aware of their own biases. Follow-

ing this, teachers are often taught how to become

more aware of and appreciative of the differences

between themselves and their students. Teachers then

use these differences to improve their classroom.

Given that teachers’ knowledge of cultural diversity

varies widely prior to training, diversity instruction
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may need to be offered at various levels to meet dif-

ferent teachers’ needs.

In addition, teachers need to believe that multi-

cultural differences do not necessarily indicate skill

deficiencies for the students. Research on 90/90/90

schools supports the theory that, with some changes

within a school, all children can be successful. Reeves

defined a 90/90/90 school as one in which at least

90% of the students attending met the criteria for

free and reduced lunch, at least 90% of students were

non-White, and at least 90% of the students met the

required academic standards. Many schools meet

these 90/90/90 criteria, and the fact of their existence

dispels the notion that ethnically and economically

diverse schools cannot also be successful.

Research on these schools indicates that these 90/

90/90 schools use a different set of specific strategies

than other schools. For example, children in these

schools are well aware of what is expected academi-

cally and are given instructional interventions to bring

them up to these expected levels. They are asked to

master reading, writing, and mathematics, and they

must apply these skills across subjects. For example,

written assignments must be completed in science,

math, and social studies classes, not just language

arts. These students are assessed frequently, but the

assessments are used not to establish accountability,

but to determine skill weaknesses. Teachers use these

data to work toward helping children master skills

instead of demoting or demoralizing the child through

constant discussions of poor test performance. Finally,

teachers mentor one another in terms of course prep-

aration and grading. They work together to decide

what their common goals are and how to meet them.

Implications

In any classroom, there are many differences among

children, teachers, and parents. Minor variables such as

hair color and eye color have very little impact on

learning, but other variables, such as economics and

ethnicity, may have considerable impact. Many current

instructional strategies often provide more success for

White, middle-class children than for economically

and culturally diverse ones. However, some schools

with large numbers of ethnically and economically

diverse children have found success even though the

statistics claimed it as improbable. These schools use

techniques that address primarily intraschool issues,

leading to school performance improvement.

In addition to within-school changes, home-school

interactions also need to be altered. Research supports

the idea that parent involvement improves academic

success. Schools may need to involve their multicul-

tural parents using less traditional methods, such as

outreach programs, school liaisons, and just improv-

ing school climate. In addition, home-school commu-

nication needs to be clear, in the native language, and

in multiple formats for those who cannot read in

English. Although schools can make positive changes

in children’s lives without help from parents, more

improvements may come about when family involve-

ment is encouraged.

Multicultural schools that have not obtained posi-

tive academic outcomes for their students must apply

a multifaceted approach to education. Schools should

encourage, monitor, and provide opportunities for stu-

dents; model, consult, and provide training for teach-

ers; and effectively communicate and empower

parents to ensure success. Although any one of these

techniques should bring about positive results in the

multicultural classroom, combinations of all of them

will have the strongest impact.

S. Kathleen Krach
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Development
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MULTICULTURAL EDUCATION

Multicultural education is a field of study that is

defined by various perspectives and disciplines such as

education, anthropology, sociology, and psychology.

By taking the various definitions and perspectives, mul-

ticultural education is best understood as a concept and

process designed to help learners recognize, accept,

and value differences in culture, ethnicity, social class,

sexual orientation, religion, ability, and gender. One of

the major objectives of multicultural education is to

help all students acquire the knowledge, attitudes, and

skills needed to perform effectively in a pluralistic,

democratic society. Additionally, students are intended

to learn how to interact, negotiate, and communicate

with diverse people in an effort to create a civil and

moral community. Furthermore, multicultural educa-

tion aims to promote in learners a sense of responsibil-

ity and commitment to work toward democratic ideals

of justice, equality, and democracy.

Multicultural education is a concept built on the

ideals of freedom, justice, equality, equity, and human

dignity as addressed by various documents of the

United States such as the Declaration of Indepen-

dence, the Bill of Rights, and the Constitution.

Multicultural education aims to prepare students

for their social responsibilities. Recognizing the influ-

ence that schools can have in developing the attitudes

and values necessary for a democratic society, multicul-

tural education teaches cultural differences and affirms

the pluralism that students, their communities, and teach-

ers reflect. Additionally, it challenges discrimination in

schools and society by promoting democratic principles

of social justice.

Origins and Foundation

The roots of multicultural education began during the

civil rights movements of the United States. Multicul-

tural education is viewed by many as a reaction or

response taken by African Americans and other people

of color who challenged discriminatory practices in

public institutions during the 1960s. Being that educa-

tional institutions were among the most oppressive,

they were specifically targeted. Activists, community

leaders, and parents demanded that educational institu-

tions be more consistent with the racial diversity in the

country. Problems such as these were addressed by

calling for curricular reform and examining hiring

practices in the school system.

During the late 1960s and early 1970s, the women’s

rights movement began to address issues of education

reform as well. Women’s rights groups sought to

change educational institutions because education was

viewed as a contributing factor in institutionalizing sex-

ism. Like groups of ethnic minorities before them,

women’s rights groups demanded a more inclusive

curriculum that covered women’s histories and experi-

ences. Additionally, they brought to light the discrep-

ancy between the low numbers of female administrators

relative to the percentage of female teachers.

Educational institutions and organizations responded

to the concerns brought up by developing a host of pro-

grams, practices, and policies. However, these attempts

to improve multicultural education mostly led to slight

change or addition to the traditional curriculum. The

lack of change in educational institutions led those

who wanted multicultural education to become dissatis-

fied with the inequities that were still present in the

education system.

At the beginning of the 1980s, education activists

and researchers led an emergence of a body of schol-

arship on multicultural education that no longer toler-

ated schools addressing their concerns by merely

adding token programs and special units on famous

women or famous people of color.

By the mid-1980s, other scholars made available

more scholarship in multicultural education and devel-

oped new and more in-depth frameworks that were

based on the ideal of equal educational opportunity and

a relationship between school transformation and social

change. However, to move beyond slight curricular
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changes, the next step was addressing other structural

foundations of the school system and the manner in

which they contributed to educational inequities. What

followed was an exposure, discussion, and criticism of

culturally oppressive teaching approaches, standardized

tests, and school funding discrepancies; classroom cli-

mate; and discriminatory hiring practices.

Goals

Multicultural education sets out to help students develop

a positive self-concept through knowledge about histo-

ries, cultures, and contributions of diverse groups. Fur-

thermore, it prepares students to work toward attaining

and maintaining equality in organizations and institu-

tions by providing knowledge and skills for the redistri-

bution of power and income among diverse groups.

Multicultural education advocates that the focus of the

teaching and learning process should center on the stu-

dents’ histories and experiences. In line with this method

of teaching is the belief that pedagogy should take place

in a context that is familiar to students and take into

account multiple ways of thinking. Additionally, teach-

ers and students are encouraged to critically analyze

oppression and power relations in their communities,

society, and the world.

Approach of Reaching Goals

In order to meet the goals set out by multicultural educa-

tion, it is important that the ideology of multicultural

education touch on all aspects of school practices, poli-

cies, and organization to ensure the highest levels of aca-

demic achievement for all students, regardless of their

background or ability. In order to meet the goals of mul-

ticultural education, the following is required: a school

staff that is culturally competent and racially, culturally,

and linguistically diverse to the greatest extent possible.

Staff also has to be capable of including and embracing

diverse families and communities to create an environ-

ment that is supportive of multiple perspectives, experi-

ences, and democracy. Multicultural education requires

a complete school reform because it must permeate all

aspects of the school system. Taking into account that

equality and equity are not the same thing, multicultural

education strives to offer all students an equitable educa-

tional opportunity while encouraging students to critique

society in the interest of social justice.

Miguel Ángel Cano
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MULTIPLE-CHOICE TESTS

Multiple-choice tests have perhaps the most popular

testing format in education and elsewhere, and stu-

dents are certainly aware of multiple-choice items.

Multiple-choice test items begin with the problem

typically expressed as an incomplete statement or

question (also known as the stem) followed by alter-

natives from which to select (the options).

Certainly, multiple-choice testing is immensely

popular in a huge variety of applications in education,

psychology, and beyond. Educational psychologists

have pioneered in applying multiple-choice testing

for research, instruction, assessment/evaluation, pre-

diction/selection/classification/placement, certification/

licensure, and for other purposes. Furthermore, educa-

tional psychologists have led in conducting research

about and development of multiple-choice testing,

a short summary of which follows. This entry consid-

ers why and how one might use the multiple-choice

form, general goals for test developers (including teach-

ers), and more specific item-writing guidelines (espe-

cially for multiple-choice items).

Why Use Multiple-Choice Tests?

A multitude of scholars, including Thomas Haladyna

and Steven Downing, have indicated a number of

strengths of multiple-choice testing. Sampling of con-

tent can be excellent, supporting content-valid test

interpretations. Reliability of scores can be high. Items
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can be easily pretested, scored, used, and reused.

Objective, high-speed scoring is possible. Diagnostic

subscores are easily obtained. Adaptive testing can be

done well with this format. Most content can be tested

with this format, including many types of higher-level

thinking, even though many writers limit themselves

to pedestrian, knowledge-level items. It is a flexible

format, and guessing is seldom a problem. If a test-taker

is troubled by an item, another item, and opportunity,

awaits.

Formal and Informal
Uses of Multiple-Choice Tests

Multiple-choice tests are the typical choice to provide

big summative evaluations such as whether someone

passes a course or earns a professional license. Yet

there are also instructional or informal times when

a multiple-choice format can encourage student partic-

ipation, provide corrective feedback to the instructor

and students, focus everyone’s attention on a topic,

give a break from the instructor’s droning, preview

and prepare for a test, and even allow a microbit of

humor.

A Few Goals for Test Developers

Multiple-choice tests should ask important questions

consistent with educational objectives or with the pro-

jected uses for the test, and ask them clearly. An early

National Assessment guideline essentially stated that

an item be important and clear enough to be published

in the newspaper. Roger Boothroyd concluded that

test-takers should either answer correctly for the right

reason(s) or, if answering incorrectly, do so for the right

reason(s). He is consistent with Lee J. Cronbach’s

counsel to minimize irrelevant difficulties. Test items

are perhaps our most closely read literature and deserve

to be based on vital questions that are cleanly stated.

Guidelines for Selecting,
Revising, and Writing Good Items

There are three ways to develop test items: selecting

existing items, revising existing items, and writing

new ones. Educators should evaluate their testing

method to be sure that the test items correlate with

educational objectives, as some of these methods may

prove to be problematic. For example, David Frisbie

and others found that tests accompanying textbooks

are likely to include

1. Trivial items, even based merely on phrases lifted

from the text,

2. Incomplete coverage,

3. Irrelevant items,

4. Little testing of application, understanding, and

critical thinking, and

5. Item faults.

That is, developing a test by appropriating items

from a test accompanying the textbook would likely

provide a poor sample of items relative to the objec-

tives of the course, with many trivial, irrelevant, low-

level items; few items testing higher-level thinking;

and big gaps in coverage. Additionally, items may

contain errors in item writing, especially item-writing

faults that either lead a test-taker to answer correctly

for the wrong reason or answer incorrectly for the

wrong reason, as cautioned against by Boothroyd and

illustrated in Item 5 below.

There are many guides for selecting, revising, and

writing quality multiple-choice items, even Robert

Ebel’s dating back more than 50 years. A more recent

taxonomy developed by Haladyna, Downing, and

Michael Rodriquez, based on research and textbook

authors’ advice, is excerpted, modified, and occasion-

ally illustrated in the following paragraphs.

When selecting item content, base items on content

and mental behavior represented in the table of speci-

fications. Test important and not trivial content. Use

novelty to test higher-level learning. Avoid overly

specific and overly general content. Avoid trick ques-

tions, and keep vocabulary sufficiently simple. A

thought-provoking and novel item follows:

1. You are in a boat in a very small pond. You throw

four big stones overboard into the water. Assuming pre-

cise measurements, the water level in the pond will

A. rise

B. fall

C. stay the same

Solution: The key is B. When the stones are in the

boat, the boat displaces water equal to the weight of

the stones. When the stones are in the water, the stones

displace their volume in water. Which has more vol-

ume, 100 lbs. of water or 100 lbs. of stones? So the
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stones in the boat displace more water than when they

are in the water.

When formatting, arrange options vertically. Use

multiple-choice, alternate-choice, true-false, multiple

true-false, matching, and context-dependent multiple-

choice, but avoid complex multiple-choice (Type K),

where some choices are combinations of other choices.

A Type K item followed by an improvement (three

brief, independent items):

2. Which of the following comedians, if any, is/

are noted for verbal attacks on others?

A. Bill Cosby

B. Don Rickles

C. Red Skelton

D. A & B

E. A & C

F. B & C

G. A, B, & C

H. None of the above.

2–4. For each of the following comedians, indi-

cate whether he is noted for verbal attacks on others.

Use A if yes, B if no.

2. Bill Cosby

3. Don Rickles

4. Red Skelton

Concerning style, edit and proof. Use correct gram-

mar. Minimize the amount of reading test-takers must do.

When writing the stem (the incomplete statement

or question specifying the problem to be solved),

include the item’s central idea. Avoid extra verbiage.

Move repeated words to the stem. Word the stem pos-

itively, but if negative phrasing is necessary, capital-

ize or bold the negative word. To illustrate,

5. Validity is not

A. related to reliability.

B. an appropriate concern for test users.

C. synonymous with reliability, stability, equiv-

alence, or internal consistency.

D. involved when domain referencing.

E. important.

This item, somewhat similar to one found in a set

of items accompanying a measurement text, starts

off poorly. The stem does not specify the problem

addressed by the item, which would have helped

direct the item writer and the test-taker; it contains

a negative, and the negative is not bolded or in caps.

When writing choices, develop as many effective

choices as you can, but three is likely fine. Ensure that

only one choice is correct or best. Order choices logi-

cally, numerically, or alphabetically. Keep choices

homogeneous in content and grammar. Make choice

lengths about equal. Use ‘‘none of the above’’ care-

fully. Eschew ‘‘all of the above.’’ Avoid clues such as

specific determiners (e.g., always, absolutely), choices

clued by the stem, grammatical inconsistencies, and

pairs or triplets of options that clue the correct choice.

(Inattention to some of these guidelines is illustrated in

Item 5 above: At least one choice is implausible, so the

number of options could be trimmed; choices are not

alphabetized, so the key is C; choices are not homoge-

neous in content or grammar; the best answer is the

longest and contains the word synonymous; and two

options contain the same concept, so the key is likely

A or C.) Two other guidelines: Use typical errors to

write distractors (i.e., the wrong alternatives; the alter-

natives that are not the correct or best alternative).

Incorporate humor if compatible with the teacher and

situation. Here is an item with a bit of humor:

6. Directions: Select the letter corresponding to

the line containing any grammatical error.

A. the umpire’s new glasses seemed to

B. be helping him until he called

C. a eagle that flew by a foul ball

D. (no mistakes)

Multiple-choice tests, carefully crafted, can have

many strengths. Furthermore, as Haladyna discussed,

attempts are being made to automate item writing, to

apply cognitive science, to integrate validity theory,

and to analyze distractor performance. Perhaps the

challenge for all of us is best expressed by various

cartoonists’ captions, such as, ‘‘I don’t yet have all

the answers, but I am beginning to ask the right

questions.’’

Robert F. McMorris and Xiaoyuan Tan
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High-Stakes Testing; Measurement; Norm-Referenced

Tests; Standardized Tests; Testing
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MULTIPLE INTELLIGENCES

When Howard Gardner introduced the theory of multi-

ple intelligences (MI) in the early 1980s, he proposed

a departure from the conventional view of intelligence.

In MI theory, Gardner (1999) defined intelligences as

‘‘a biopsychological potential to process information

that can be activated in a cultural setting to solve prob-

lems or create products that are of value in a culture’’

(pp. 33–34). In contrast to g, a measure of general intel-

ligence that is typically assessed using standardized

intelligence tests or achievement tests (such as the SAT

or ACT), MI theory has delineated at least eight intelli-

gences that all people have available to them, and use,

throughout their lives. It is important to note that,

although everyone has access to all of the multiple

intelligences, most people have strengths in one or two

particular abilities.

The eight intelligences are as follows:

1. Linguistic intelligence,

2. Mathematical/logical intelligence,

3. Bodily/kinesthetic intelligence,

4. Interpersonal intelligence,

5. Intrapersonal intelligence,

6. Naturalistic intelligence,

7. Musical intelligence, and

8. Spatial intelligence.

Linguistic intelligence and mathematical/logical

intelligence are the two intelligences assessed using

standardized assessments such as the SAT or ACT,

intelligence tests such as the Wechsler Adult Intelli-

gence Scale (WAIS) and the Wechsler Intelligence

Scale for Children (WISC), and the Wechsler Pre-

school and Primary Scale of Intelligence (WPPSI).

Gardner suggested that the emphasis on linguistic and

mathematical/logical abilities is one of the biases of

conventional ideas about intelligence. In contrast, MI

theory proposes that some abilities, such as interper-

sonal intelligence or naturalistic intelligence, are not

as readily measurable but are still important abilities

that ought to be acknowledged and nurtured to

strengthen human development.

In MI theory, eight criteria must be met for

a strength or ability to be considered one of the multi-

ple intelligences: (1) in the brain, the location of an

intelligence can be isolated by brain damage; (2) its

evolutionary history can be traced and is plausible;

(3) its core operations must be readily identifiable;

(4) there is a symbol system associated with the

ability (such as the alphabet in linguistic intelligence);

(5) its developmental history can be traced and a set

of optimal performances has been identified; (6) idiot

savants, prodigies, and other extraordinary people have

been identified; and both (7) experimental psychologi-

cal tasks and (8) psychometrics evidence support its

existence. The following sections summarize each of

the eight intelligences meeting the inclusion criteria set

forth by MI theory. In addition, examples of careers

that are well-suited for individuals who have strengths

in a given intelligence are discussed. Activities that can

be used to strengthen each of the intelligences also are

provided.

Linguistic Intelligence

Linguistic intelligence is characterized by a sensitivity

to languages, including the ability to learn languages

and to use languages to achieve goals. It is one of the
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later-developing intelligences, because to be linguisti-

cally adept requires life experience. Early talkers

and readers may not become linguistically gifted if

their life experiences are limited. Four components

comprise linguistic intelligence: phonology, syntax,

semantics, and pragmatics. Linguistically intelligent

people are aware of the phonetics, or sounds, of lan-

guage. As a result, they usually possess an advanced

verbal sense of humor—they often use language to

make puns, analogies, tongue twisters, and jokes.

Those with strong linguistic abilities are able to

manipulate the syntax, or structure, of language. They

are able to compose exceptionally structured para-

graphs and may be particularly sensitive to the com-

position and grammar in their own and others’ oral

and written language. Foreign languages come easily,

as do reading and memorization. The linguistically

gifted tend to be sensitive to semantics, paying close

attention to the subtleties of words and their meaning.

They are pragmatic in their use of language; they

entertain, persuade, teach, and lead through the writ-

ten and spoken word. Broca’s area is the region of the

brain that is associated with linguistic intelligence.

When Broca’s area is damaged, patients are able to

comprehend language but are typically unable to gen-

erate even simple sentences. In most cultures, lan-

guage is subject to symbolic encoding (i.e., the

alphabet and the written word), thus meeting one of

MI’s criteria for inclusion.

Examples of linguistically gifted people include

Virginia Woolf, whose literary work A Room of One’s

Own spoke to her concerns for women’s rights to

financial freedom and privacy; and Mark Twain, whose

humor and satire have come to characterize American

literature. The career paths for linguistically gifted peo-

ple include creative and scientific writing, performance

in the media and onstage, politics and law, teaching at

any educational level, and language translation. Activi-

ties that can be used to train linguistic intelligence

include listening to recordings of famous speakers,

reading one book per week, subscribing to a literary

magazine, and memorizing poetry and prose.

Mathematical/Logical Intelligence

Mathematical/logical intelligence is distinguished by the

ability to solve problems logically, complete mathemati-

cal problems quickly, differentiate logical or numerical

patterns, and conduct scientific inquiry. To those gifted in

mathematical/logical intelligence, the problem-solving

process is typically rapid and nonverbal. Solutions often

present themselves ‘‘out of the blue’’ and may seem to

be invisible to the problem solver. Along with linguistic

intelligence, mathematical/logical abilities are at the

core of intelligence testing. Areas of the brain involved

with mathematical/logical intelligence include the fron-

totemporal lobes (logic) and the parietofrontal lobes

(numerical calculation). From a developmental per-

spective, child prodigies and savants exist, providing

additional support for the inclusion of mathematical/

logical intelligence in MI theory. Furthermore, Jean

Piaget’s work documented the developmental path of

mathematical/logical abilities. Mathematical operations

provide a key example of an intelligence that is subject

to an encoding system.

Mathematician John Nash, who was awarded the

Nobel Prize in Economics for his analysis of game

theory, and astronaut Katherine Sullivan, the first

woman to walk in space, are examples of people

who are extraordinarily gifted in mathematical/logical

intelligence. Career paths for individuals gifted in

mathematical/logical intelligence include mathematics

and statistics, philosophy, physics, chemistry, bio-

chemistry, engineering, and computer programming.

For those strong in mathematical/logical intelligence

and linguistic intelligence, careers in scientific com-

munications, research and teaching at the university

level, and pharmaceutical drug development may be

appropriate. Activities that can be used to train mathe-

matical/logical intelligence include playing math and

logic games and brain teasers, learning a computer

language, and teaching math and science concepts.

Bodily/Kinesthetic Intelligence

Bodily/kinesthetic intelligence is distinguished by the

ability to expertly control one’s body movements and

the ability to skillfully handle objects. People who

have excellent bodily/kinesthetic intelligence are able

to use their hands or their bodies to create items and

to solve problems. From an evolutionary perspective,

the specialization of body movements has allowed

humans to adapt; the development and use of tools

further advances the evolution of the human species.

In the brain, the motor cortex is responsible for the

control of bodily movement. In right-handed people,

motor control is located in the left hemisphere; in

left-handed people, motor control is located in the

right hemisphere. Brain damage, such as apraxia (loss

of the ability to carry out movements despite having
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the willingness and the ability to perform the move-

ments), provides evidence for the existence of bodily/

kinesthetic intelligence. Piaget characterized the quali-

ties associated with this intelligence as the sensorimo-

tor stage of cognitive development. In fact, children’s

body movements, such as balance, coordination, dex-

terity, flexibility, reflexes, strength, and expressiveness,

develop according to a well-characterized schedule.

Those with exceptional bodily-kinesthetic intelligence

possess the ability to imagine the movement of their

bodies in space and to carry out the actions in physical

form.

End-state expertise of bodily-kinesthetic intelli-

gence is illustrated by dancer and choreographer Mar-

tha Graham, a pioneer of modern dance, and by Brian

Boitano, American figure skating champion. Careers

suited for those with bodily-kinesthetic intelligence

include actors, stunt people, comedians, dancers,

horse trainers, athletes, coaches, figure skaters, and

artisans. The following activities can be performed to

train bodily-kinesthetic intelligence: taking lessons in

a sport such as golf, swimming, gymnastics, or dance;

playing charades; taking acting classes; practicing

yoga; playing video games that require quick reflexes;

and engaging in imagery and visualization experi-

ences that emphasize bodily movements.

Interpersonal Intelligence

Interpersonal intelligence is characterized by the

ability to accurately evaluate the moods, intentions,

thoughts, feelings, and motivations of other people.

From an evolutionary perspective, interpersonal intel-

ligence affects the ways that people interact with and

sustain communities. The interpersonal qualities of

leadership, teaching, and healing all take place within

a social context and play a role in the survival and

evolution of societies. The frontal lobe is indicated as

the area of the brain involved with interpersonal intel-

ligence. Damage to this area via injury, lobotomy, or

Pick’s disease (a type of dementia) results in lasting

personality changes, although other problem-solving

capacities are left intact. Evidence for a biological

basis for interpersonal intelligence has been linked to

two factors. During the prolonged childhood of pri-

mates, attachment to a mother seems to be an impor-

tant aspect of normal interpersonal development. In

cases when the mother figure is not present or

involved with her young, normal development of pri-

mates has been shown to be compromised. Next, in

humans, social interactions such as cooperation, lead-

ership, group cohesion, and organization have played

salient roles in completing skilled tasks such as hunt-

ing, tracking, and the formation and maintenance of

communities. Facial expressions, gestures, other body

language, and verbal cues make up the symbol system

for interpersonal intelligence.

Eminent leaders, such as civil rights activist Martin

Luther King, Jr., and humanitarian Oprah Winfrey,

are among those individuals who demonstrate the

existence of exceptional interpersonal intelligence.

Careers suited for those with interpersonal intelli-

gence include teaching, spiritual and political leader-

ship, sales, and acting. The following activities can be

used to develop interpersonal intelligence: practice

evaluating other people’s moods and feelings, teach

or counsel people through a volunteer service organi-

zation, go to a public place and observe how people

interact, meet a new person every day, take a course

that focuses on interpersonal communications, make

eye contact with others during conversations, and

notice people’s nonverbal communication (body lan-

guage) as they interact.

Intrapersonal Intelligence

Intrapersonal intelligence is characterized by the ability

to access and understand one’s own internal experi-

ences, including a range of emotions, and to draw on

internal experiences as a means of making decisions

about, and guiding, one’s behavior. People with strong

intrapersonal intelligence also have an accurate under-

standing of how they fit in relation to other people and

have a strong sense of self. They have the ability to be

both creative and intimate, and they possess the capac-

ity to be alone. Because this particular intelligence is

psychically manifested, language, music, or other crea-

tive expression is often used to describe the experi-

ences of an intrapersonally intelligent person.

As is the case with interpersonal intelligence, the

frontal lobe is involved with personality. Damage to

the frontal lobe can alter personality but leave other

cognitive functions intact. An individual may be irrita-

ble or euphoric in the case of damage to the lower

areas of the frontal lobe; or listless, slow, and apathetic

if damage occurs in the higher regions. The develop-

ment of intrapersonal intelligence seems to start in

early childhood, as children learn to understand their

identities in the context of the world around them. A

positive self-concept tends to develop when children
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are nurtured and loved. Autistic individuals provide an

example of those in whom intrapersonal intelligence is

impaired. Although an autistic individual may not be

able to refer to him- or herself, he or she typically

demonstrates extraordinary abilities in mathematical/

logical intelligence or in musical intelligence. Gardner

acknowledges that evolutionary evidence of intraper-

sonal intelligence is difficult to identify. However,

intrapersonal intelligence is thought to serve the pur-

pose of assisting people to overcome or manage their

basic human instincts after the need for survival has

been met. As the symbol system that most closely

maps to intrapersonal intelligence, dreams offer sym-

bols that relate to aspects of the self. Finally, intra-

personal intelligence seems to play a role in the

advancement of culture, as this particular ability helps

people better understand themselves and perhaps pro-

ceed to make choices that benefit society.

The fourteenth Dalai Lama, Tenzin Gyatso, is the

spiritual and political leader of the Tibetan people and

an example of an individual with exceptional intraper-

sonal intelligence. Through his speeches, writings,

and actions, he demonstrates an attitude of peace, har-

mony, and nonviolence for which he was awarded the

Nobel Prize for Peace in 1989. Similarly, Mother

Teresa, leader of the Missionaries of Charity Calcutta,

felt she was called by God to become a missionary

and eventually started an open-air school for the poor-

est of the poor in the slums of Calcutta. Her self-

awareness and devotion to her calling provide another

example of an individual with excellent intrapersonal

intelligence. Because intrapersonal intelligence is

expressed through other intelligences, the career paths

for people with well-developed intrapersonal intelli-

gence are varied and include spiritual and political

leadership, psychology, psychotherapy, and teaching.

To train intrapersonal intelligence, people can engage

in counseling or psychotherapy, learn and practice

meditation, keep a dream journal, and read self-help

books and other inspirational books.

Naturalistic Intelligence

Naturalistic intelligence is characterized by the ability

to recognize and classify different species of flora and

fauna in the environment. From an evolutionary per-

spective, naturalistic intelligence ensured the survival

of the human species. Hunters and gatherers necessar-

ily had to distinguish sustainable nutrients from poison-

ous varieties, and differentiate predators from prey.

Naturalistic intelligence has been subject to encoding

and language throughout history: taxonomic and lin-

guistic systems exist for encoding varieties of species.

It is unclear which neural centers are involved in

naturalistic intelligence. However, in brain-damaged

patients, the ability to recognize and classify living

organisms is absent, whereas the ability to name and

recognize inanimate objects remains intact. The oppo-

site case has been found as well. Some brain-damaged

patients retain the ability to name and recognize living

objects, whereas they cannot do the same with inani-

mate objects. This phenomenon provides initial support

for the likelihood that abilities associated with natural-

istic intelligence may be localized in the brain. Devel-

opmental evidence for naturalistic intelligence consists

of the observation that children are frequently inter-

ested and involved with the identification and naming

of objects in the natural world. For example, children

may display an enthusiasm for dinosaurs or insects;

they may be found digging in the dirt, collecting rocks,

and playing in the trees. Later on, naturalistic intelli-

gence may manifest as specific abilities in gardening,

hunting and fishing, and hiking and camping, as well

as involvement in environmental organizations.

Regarding end-state expertise, naturalist Charles

Darwin is an example of an individual who is gifted

in naturalistic intelligence. His work to identify and

classify species of fossils, plants, and animals became

the basis of his theory of natural selection and culmi-

nated in his seminal work On the Origin of Species.

Primatologist Jane Goodall is another example of

naturalistic intelligence in action. Goodall’s research

illustrates her efforts to protect and understand the

complex relationships of chimpanzees. Professionally,

people with naturalistic intelligence may pursue

careers in gardening, environmental science, botany,

entomology, veterinary medicine, viticulture (wine

making), and wildlife management and preservation.

Activities that can be employed to train naturalistic

intelligence include spending time in the natural

world, studying species of birds and other wildlife,

reading magazines that focus on nature, and keeping

a nature journal that details observations and ques-

tions about the natural world.

Musical Intelligence

Musical intelligence is characterized by auditory

imagery (the ability to mentally hear musical tones),

and the ability to hear, recognize, and manipulate
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music. From an evolutionary perspective, the use of

music to unify people can be traced to Stone Age

societies. The right hemisphere of the brain seems to

be associated with musical perceptions and produc-

tion. However, musical abilities are not clearly local-

ized to a specific region of the brain. The presence of

savants suggests that there is a biological predisposi-

tion for extreme musical abilities. Musical notation

gives evidence that music is subject to an encoding

system. From a developmental perspective, evidence

suggests that infants can demonstrate computational

abilities. Even before they are able to play musical

instruments, some young children are adept with

rhythm and sound, an occurrence that provides devel-

opmental evidence for musical intelligence. Later,

children with musical abilities quickly master musical

instruments and can demonstrate perfect pitch.

End-state expertise in musical intelligence is evi-

denced in child prodigies who move quickly to an

advanced level of performance. For example, Mozart’s

musical abilities became apparent around the age of 3.

By age 4, he had mastered several pieces for the piano

and composed his first pieces at age 5. Midori is a

contemporary example of extreme musical ability.

Attracted to violin music at age 3, she was given her

first violin 1 year later. Midori’s first public perfor-

mance as a violinist took place when she was 7 years

old. Professionally, people with musical abilities may

choose careers as performers, instrument tuners and

instrument builders, and music educators. Musical

intelligence can be developed by attending concerts

and musical performances, taking music lessons, par-

ticipating in a choir or band, and listening to unfamiliar

genres of music.

Spatial Intelligence

Spatial intelligence is characterized by the ability to

recognize and manipulate areas of space. Specifically,

people who possess spatial intelligence have the capac-

ity to perceive the world accurately and are able to

transform their initial perceptions through mental rota-

tion. They often see things that other people miss and

apply their spatial abilities to arts such as sculpture,

invention, painting, photography, interior design, and

architecture. Other applications of spatial intelligence

include navigation, reconnaissance, and piloting air-

craft. The posterior region of the right cerebral cortex

is the location in the brain where spatial processing

occurs. People who sustain brain damage in this region

have difficulty finding their way around a location, rec-

ognizing faces, and noticing details. Spatial intelligence

contributes to the evolution of a variety of domains,

from navigation to sculpture and other visual arts.

Examples of people who possess an end-state

expertise in spatial intelligence include Frank Lloyd

Wright, whose organic style of architecture empha-

sized balance between the natural world and the needs

of human inhabitants, and Frieda Kahlo, noted Mexi-

can painter, whose artistic style combines surrealism,

realism, and symbolism. Careers for those with spatial

intelligence include pilot, navigator, sculptor, mechan-

ical engineer, architect, photographer, computer gra-

phics designer, interior designer, and other careers in

the visual arts. Spatial intelligence can be developed

by studying geometry, learning photography, studying

optical illusions, and learning navigation skills.

Evidence for Spiritual and
Existential Moral Intelligences

In the decades following the introduction of MI the-

ory, candidate intelligences have been considered for

inclusion in MI theory. The other abilities, including

spiritual and existential, have been subjected to the

criteria set forth in MI theory. Gardner’s assessment

is that none of these human abilities meets all eight of

the requirements to be included as a multiple intelli-

gence. Gardner does, however, suggest that an aspect

of spirituality, namely existential intelligence, does

hold up to the eight criteria fairly well. Existential

intelligence is concerned with the ‘‘big questions’’ in

life and deals with the existence of God and the

meaning of life. Yet the lack of biological evidence

prevents existential intelligence from being included.

Robyn McKay
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Intellectual Development; Intelligence Tests
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MYELINATION

Myelination, also known as myelinization, is a process

that occurs in the brain wherein a myelin sheath is

formed around a nerve fiber. Myelinated neurons are

the white matter of the brain. The explosion of neuro-

logical research has increased educational psycholo-

gists’ interest in exploring how the brain works and

its relationship to learning as myelination is a develop-

mental process. Important issues of myelination

include how and when it is formed and what new

research says about its production and destruction.

Myelin is composed of lipid fat and protein. It is

produced by different cell types and varies in its chem-

ical composition. However, although varied by cell of

origin and composition, all myelin performs the same

function—insulation. The process of myelination

occurs when the myelin envelops the axons in the

brain, thereby connecting neuron to neuron and making

the brain into a singular whole. The main function of

myelination is insulation and therefore it dramatically

increases the speed by which electrical impulses are

transmitted between nerve cells in the brain. This insu-

lation also helps to prevent signals from leaving the

axons. An additional function of myelination is the pro-

tection of axons from external danger. When a periph-

eral fiber is severed, the myelin sheath can help to

provide a track along which regrowth can occur

between axons.

Myelination is a developmental process that occurs

in the brain. In fact, recent research suggests that brain

development occurs throughout the lifespan of humans.

The brain is composed of many regions with specific

functions. The maturation of these regions and their

connecting pathways is required for one to be success-

ful in the development of cognitive, motor, and sensory

functions. As the brain matures and connections are

made between regions, the smooth flow of information

is increased by the process of myelination. This exten-

sive process of myelination increases information pro-

cessing speed and underlies the processes of language

and executive functions of the brain.

Myelination begins during the fifth fetal month

with the myelination of the cranial nerves. Postmor-

tem studies suggest that the myelination process is

extensive during the first 2 years of life. The first 10

years of life are dedicated to the myelination in

regions of the brain primarily responsible for vision,

hearing, and motor skills as well as the areas responsi-

ble for basic thinking skills. However, the previous

notion that brain development ends in childhood is

disproved by recent research that instead indicates

that the brain may not be fully mature into late adult-

hood, maybe even the entire life span. Although the

timetable of myelination during childhood and adoles-

cence is still being researched, the current research

suggests a gradual maturation during late childhood

and early adolescence of fiber pathways that support

motor and speech functions. Portions of the brain

responsible for higher thinking skills and abstract or

reasoned thought appear to be myelinated in the 20s

and 30s or even later in life. Maximum myelination is

thought to occur around the age of 50.

The myelination process is vulnerable to genetic

and environmental factors, including toxins, genetic

predispositions, and even diet. The disruption of mye-

lination is a key neurobiological component that

makes the human brain susceptible to developmental

disorders such as autism, learning disabilities, atten-

tion deficit hyperactivity disorder, schizophrenia, and

addiction. Also, decay of myelin due to autoimmune

damage is suspected in diseases such as multiple scle-

rosis. The midlife breakdown of myelin could be

a key to the onset of Alzheimer’s disease as well.

More research is needed to determine what affects

the process of myelination. Research continues to look

at the role of diet and nutrition in the process of myeli-

nation. Also, the development of drugs that mimic the

stimulation of cells that produce myelin may be effec-

tive in the treatment of demyelinating diseases such as

multiple sclerosis. It is crucial that more is known

about how myelination takes place to offer insight into

the learning process as myelination determines the

character and nature of one’s mind and personality.

Lori Jackson

See also Attention Deficit Hyperactivity Disorder; Learning

Disabilities
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N
A three-year-old child is a being who gets almost as much fun out of a fifty-six-dollar set of swings as it does

out of finding a small green worm.
—Bill Vaughan

NATIONAL ASSESSMENT OF

EDUCATIONAL PROGRESS

The National Assessment of Educational Progress

(NAEP), also known as ‘‘The Nation’s Report Card�,’’

is a nationally representative and ongoing evaluation

of how America’s students perform across various

subject areas. The NAEP focuses on two major

goals: to compare student achievement in states and

to chart changes in achievement of 4th, 8th, and

12th graders across time in mathematics, reading,

writing, science, and other content domains. The

NAEP, even today, constitutes the only continually

conducted assessment that represents the academic

status of all students in the nation.

Congressionally mandated by the National Center

for Education Statistics (NCES), the NAEP project is

housed within the Institute of Education Sciences

(IES) of the U.S. Department of Education. Oversight

is provided by the National Assessment Governing

Board (NAGB). The NAGB is responsible for setting

policy for NAEP as well as for specifying the frame-

work under which assessments will be developed

and conducted. NAGB, a 26-member board, includes

governors, state legislators, local and state school offi-

cials, educators, business representatives, and members

of the general public.

The NAEP incorporates several components:

National NAEP, State NAEP, NAEP Trial Urban

District Assessment, Long Term Trend, and Special

Studies. The National NAEP reports information by

state and nationally, and provides results for students

in 4th, 8th, and 12th grade. The State NAEP provides

state-specific results designed to support accurate

and representative state-level results. The NAEP Trial

Urban District Assessment provides district-specific

results for large urban school districts (e.g., Atlanta

City School District, Boston Public Schools). The

Special Studies target contemporary measurement/

assessment questions.

One of the primary functions of the NAEP is to

chart student performance trends over time. Long-term

assessments make it possible, decade after decade, to

measure student progress in reading and math. NAEP

findings also provide an objective annual picture

available to various stakeholders (e.g., national, state,

and local policymakers) on the condition and progress

of education in the United States. Subject matter

achievement is reported in two ways: scale scores and

achievement level. NAEP scale score results provide

a numeric summary of what students know and can

accomplish in a particular subject and are presented for

groups (e.g., gender) and subgroups (e.g., ethnicity).

Achievement levels categorize student achievement as

Basic, Proficient, and Advanced, using ranges of per-

formance established for each grade.
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NAEP results are drawn from random samples of

student populations. Results of these assessments are

not provided to individual students or schools. Instead,

results are incorporated into a general report involving

subject matter achievement, instructional experiences,

and school environment of varied populations of inter-

est (e.g., third graders) as well as groups within these

populations (e.g., male students, African American

students). The main NAEP assessments are conducted

at the national and state levels every 2 years.

Since 1990, NAEP assessments have also been

conducted at the state level for states wishing to par-

ticipate. Although the content of state and national

assessments is identical, student samples were for-

merly drawn separately for both levels. Since 2002,

a combined sample has been selected. Typically, in

each state, approximately 2,500 students across 100

public schools are randomly selected per grade, per

subject. State-level assessments are conducted at

Grades 4 and 8, but not 12. Like the national assess-

ment, State NAEP does not provide individual student

or school scores. Participation allows states the added

benefit of monitoring their own progress over time in

the selected subject areas.

To ensure that the national sample is representative

of the total national student population, states that

decide not to participate at the state level are still asked

to participate at the national level. Results for schools

in those states are identified only as ‘‘national.’’ This

makes the national sample a combination of all sam-

ples from participating states plus all samples from

nonparticipatory states.

The NAEP long-term trend assessments are admin-

istered across the nation every 4 years to determine

patterns of change in the academic performance of

American students. Results of these evaluations are

reported for students ages 9, 13, and 17 in mathemat-

ics and reading. Although they both evaluate mathe-

matics and reading, long-term trend assessments are

different from the national and state assessments. For

instance, unlike national and state assessments, which

evolve with each decade to keep up with current

school practices, long-term trend assessments remain

constant. This is done in an effort to replicate proce-

dures as precisely as possible in order to measure

change effectively over time.

Since 2002, the NAEP project has been conducting

trial district-level assessments in certain urban dis-

tricts. In 2002, participating districts were Atlanta,

Chicago, Houston, Los Angeles, New York City, and

the District of Columbia. In 2003, nine districts—

Atlanta City School District, Boston School District,

Charlotte-Mecklenburg Schools, City of Chicago

School District 299, Cleveland Municipal School

District, Houston Independent School District, Los

Angeles Unified School District, New York City Pub-

lic Schools, and San Diego Unified School District—

were selected for assessment. In 2005, the same

school districts tested in 2003, plus Austin Indepen-

dent School District, were evaluated. Results for these

districts are also compared with results for public

school students in large central cities and the nation.

NAEP also coordinates various studies related to

assessment. One ongoing project, the Technology-

Based Assessment, investigates the use of technology,

particularly computers, as tools that aid the quality

and efficiency of educational assessments. Other pro-

jects include the oral reading study (2002) and the

National Indian Education Study (2005).

Jorge E. Gonzalez and Sophia Tani-Prado

See also Assessment; Evaluation
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NATIONAL CENTER FOR

EDUCATION STATISTICS

The National Center for Education Statistics (NCES),

part of the U.S. Department of Education and the

Institute of Education Sciences, is the primary federal

entity for generating and analyzing national and inter-

national data used to examine the American educa-

tional system. More specifically, the mission of the

NCES is to collect, collate, analyze, and report statis-

tics on the condition of education in the United States,

as well as to publish reports and analyses explaining

the results of statistical findings. The NCES uses the
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latest advances in survey design and statistical meth-

ods, presents findings in a variety of formats, and pro-

vides data that address educational issues of current

interest. Through the collection of data and the pre-

sentation of results in a variety of publications,

including annual reports, information on the status of

the educational system in the United States is avail-

able for use by researchers, professional educational

organizations, legislators, and the general public.

Data Collection

The NCES collects data primarily through the adminis-

tration of surveys covering a variety of topics, including

educational assessments, early childhood experiences,

elementary and secondary education, international edu-

cational issues and trends, and postsecondary education.

Educational Assessments

The NCES collects and reports information on the

academic performance of students in the nation’s

schools and the literacy skills of the nation’s adults.

The National Assessment of Educational Progress

(NAEP), also known as the ‘‘Nation’s Report Card,’’

is the only nationally representative and continuing

assessment of the academic achievement of students

in various subjects. Through the National Assess-

ments of Adult Literacy (NAAL), basic literacy and

mathematical skills of adults are assessed, and with

this information, the status of adult literacy, national

trends in adult literacy, and relationships between lit-

eracy and adult characteristics are revealed.

Early Childhood

The NCES collects data on children’s health and

early care school experiences through two longitudi-

nal studies: the Early Childhood Longitudinal Study,

Kindergarten Class of 1998–99 (ECLS-K) and the

Early Childhood Longitudinal Study, Birth Cohort

(ECLS-B). These studies are two of the first nation-

ally representative studies of children’s developmental

and educational experiences from birth to early

adolescence.

Elementary/Secondary

The NCES collects data on the condition of public

and private education through the Common Core of

Data (CCD), a database that holds information on

the nation’s public elementary and secondary schools

(approximately 94,000) and school districts (approxi-

mately 17,000); the Schools and Staffing Survey

(SASS), which collects information on principals, tea-

chers, schools, school districts, and library media cen-

ters; the Private School Survey (PSS), which compiles

a list of the nation’s private schools; and the National

Household Education Survey (NHES), which is used to

collect information on a variety of educational issues—

for example, in 2003, surveys focusing on Adult Educa-

tion for Work Related Reasons and Parent and Family

Involvement in Education were administered.

International

The International Activities Program provides data

comparing the educational experiences of students

and educational trends in the United States to those in

other countries. Trends in mathematics and science

achievement, literacy achievement, and civics are

among the issues examined by these surveys.

Postsecondary

Through the administration of the Integrated Post-

secondary Education Data System (IPEDS) Survey,

a variety of data on the nation’s 9,800 public and pri-

vate postsecondary institutions, including enrollments,

program completions, faculty, staff, finances, and

academic libraries, are collected. Additional surveys

collect data on students, financial aid, postsecondary

faculty, degree recipients, and transcripts.

Annual Reports

In addition to the statistical information collected,

the NCES presents findings in a variety of formats,

including five main annual reports: The Condition of

Education, The Digest of Education Statistics, Indica-

tors of School Crime and Safety, Projections of Edu-

cation Statistics, and Education Statistics Quarterly.

First, The Condition of Education summarizes

development and trends in education using the most

recent available data. This report includes findings

from six main areas: (1) enrollment trends and student

characteristics at all levels; (2) student achievement

and the long-term effects of education; (3) student

effort and rates of progress through the educational sys-

tem; (4) the contexts of elementary and secondary
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education; (5) the contexts of postsecondary education;

and (6) support from society for learning, including

parental and community support, and public and pri-

vate financial support of all levels of education.

Second, The Digest of Education Statistics com-

piles statistical information on topics of current inter-

est covering a wide range of educational issues at

all levels. Issues discussed include the number of

schools, colleges, teachers, enrollments, and graduates

as well as educational attainment, federal funds for

education, libraries, employment and income of grad-

uates, and international educational comparisons.

Third, Indicators of School Crime and Safety is pub-

lished jointly by the NCES and the Bureau of Justice

Statistics. It examines crime occurring on the way to

and from school, as well as in school. Through the

National Crime Victimization Survey, the School Crime

Supplement to the National Crime Victimization Sur-

vey, the Youth Risk Behavior Survey, the School

Survey on Crime and Safety, and the Schools and

Staffing Survey, data on the nature of crime in schools

are collected and presented from the perspectives of stu-

dents, teachers, principals, and the general population.

Fourth, Projections of Education Statistics provides

projections on major education statistics, such as statis-

tics on elementary and secondary schools’ enrollment,

graduates, teachers, and expenditures, as well as enroll-

ment, degrees earned, and expenditures of institutions

of higher education. Data from the past 15 years, as

well as projections for the future, are displayed in text,

tables, and figures in the publication.

Finally, Education Statistics Quarterly is a compre-

hensive overview of all NCES projects. Each issue

includes short publications and summaries of all

NCES publications and data products recently released.

Furthermore, training and funding opportunities are

included, as well as a featured topic with commentary.

Carolyn L. Carlson

See also Descriptive Statistics; Longitudinal Research;

National Assessment of Educational Progress
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NATURALISTIC OBSERVATION

Naturalistic observation refers to the scientific study

of the social interactions of children and adults within

their native environments, such as in school or at

home, or within artificial situations designed to elicit

specific behaviors of interest that occur in native

environments, such as child social and problem-

solving skills with peers or parents. In educational

psychology, the phrase is most commonly used to

describe studies in which researchers or practitioners

attempt to observe subjects of interest as unobtru-

sively and impartially as possible. Observation techni-

ques were developed throughout the 20th century but

came into prominence with the rise of behavior ther-

apy and behavioral assessment in the 1960s. Natural-

istic observation is particularly useful for describing

the social, physical, and temporal contexts within

which educational activities occur. Observation data

can be used to address a wide variety of basic and

applied research questions in relevant areas such as

learning, instruction, assessment, evaluation, diagno-

sis, and intervention.

An early proponent of naturalistic observation was

Arnold Gesell, a student of founding American psycho-

logist G. Stanley Hall, who developed coding systems to

record the behavior of infants during the 1920s. Gesell

employed a variety of techniques that would become

commonplace in observational studies, including the use

of one-way screens to minimize observer influence and

motion picture cameras to capture observations for later

study. Florence Goodenough developed a short-sample

technique, whereby children were observed for brief per-

iods of time and the presence or absence of specific

behaviors were noted. Over the next decade, a variety

of other psychologists observed children in nursery
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schools and other commonplace settings and used cod-

ing systems to record social interactions.

Henry Murray employed observational techniques

with adults during the late 1930s, which he then

applied to personnel selection for the U.S. Office of

Strategic Services during World War II. His work

included the early use of role-playing as a way to

sample behavior during normally occurring social

situations. During this same time period, Kurt Lewin

favored observation techniques over psychological

tests and played a key role in popularizing the use of

observational techniques. Roger Barker worked with

Lewin in studies of frustration in children, and with

colleagues later coded the moment-to-moment beha-

viors of a child documented in One Boy’s Day.

Another seminal figure in naturalistic observation was

Robert Bales, who developed a method for categoriz-

ing behaviors documented in the influential book

Interaction Process Analysis.

The rise of behavior therapy during the 1950s and

early 1960s brought observational techniques into

widespread use in psychology. Operant behavioral

procedures pioneered by psychologist B. F. Skinner

and colleagues had particular influence in educational

psychology. In early studies, observational measures

of child behaviors were employed to monitor the

effectiveness of various techniques to change beha-

viors within the school context. Two key research

groups that were among the first to employ behavioral

observational techniques extensively were those of

Sidney Bijou and Gerald R. Patterson. During the late

1960s, Patterson, John B. Reid, and colleagues spear-

headed the development of sophisticated behavioral

observation coding systems to study child aggression

and other antisocial behaviors within family and

classroom settings. Since this period, a wide variety

of coding systems have been developed by educa-

tional, clinical, and developmental psychologists to

monitor various aspects of social interactions within

school, home, clinic, and laboratory settings.

The hallmark of naturalistic observation is the accu-

rate recording of specific behaviors at the time they

occur within a real-life setting or situation of interest.

To accomplish this, either an observer must be present

so that coding can be done ‘‘live,’’ or an audio or

visual recording device must be active so that coding

can be done at a later date. To ensure impartiality,

observers should not personally know the research sub-

jects or the details of their involvement in the research

study, and to ensure accuracy, observers should be

adequately trained and monitored in the reliable use of

a well-developed and tested descriptive coding system.

Clearly, two important aspects of naturalistic

observation are the characteristics of the coding sys-

tem to be employed and the ability of observers to

appropriately apply the coding system. There are two

major types of coding systems, those that focus on the

discrete behaviors by a given individual, or ‘‘micro’’

coding systems, and those that focus on larger series

of a variety of presumably related behaviors by one

or more individuals, or ‘‘macro’’ coding systems.

Within each type, coding systems have been devel-

oped to code a variety of details of social interactions,

including physical movement, language content,

affective tone, physical location or position relative to

others, and the time spent in any of the above.

Regardless of the type or purpose, a coding system

must clearly specify what is to be recorded; should

contain a limited number of mutually exclusive code

categories; and should not require observers to make

inferences about phenomena that cannot be seen, such

as the internal thoughts or feelings of an individual

about a given behavior. Basic training in the reliable

use of a comprehensive coding system usually takes

several months of intensive work by a coding team.

Training in relatively simple coding systems may take

less time, but it requires a significant amount of time

investment by a team nonetheless.

Once data are being collected for a study, the

day-to-day reliability of the observers in continuing

to apply the coding system accurately should be

monitored. Generally, this is done through the use of

regular, random checks where two observers code

the same interaction, and their agreement on specific

codes is checked. Usually, from 10% to 20% of

observations are coded by two or more observers to

conduct such reliability checks. Observers who do

not meet set reliability standards should be removed

from the data collection process and provided further

training.

Because of the recognition that human behavior

tends to vary across situations, researchers who col-

lect naturalistic observation data often attempt to col-

lect multiple measures of the behaviors that are being

observed. This includes multiple observations within

the same setting, observations across different set-

tings, and observations as well as impressions by sev-

eral raters. For example, child physical aggression

might be assessed via micro-observational coding of

several home, classroom, and playground interactions,
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as well as by more global questionnaires completed

by parents, teachers, children, and peers. Important

questions within most areas where naturalistic obser-

vation is used include how many observations and

what length of time is required to obtain a truly repre-

sentative sample of the behavior of an individual,

how study participant characteristics such as culture

affect the reliability and validity of coding systems,

and how the significant costs related to creating and

maintaining a reliable coding team can be managed to

enable the widespread use of observational techniques

in research and practice settings.

J. Mark Eddy

See also Applied Behavior Analysis; Evaluation; Qualitative

Research Methods
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NEUROSCIENCE

Neuroscience is the study of nervous system function.

It is a discipline that draws on a number of other fields,

including anatomy, biology, chemistry, genetics, phar-

macology, and psychology. The phenomena studied by

neuroscientists range from processes within a cell,

including production and trafficking of proteins within

cells, to understanding brain systems that underlie con-

sciousness, with studies of changes in cell shape and

function, brain chemicals, and hormones as just a few

examples of some of the intermediate areas of study.

With regard to education, the brain is the critical sub-

strate that mediates new learning. The brain must be

sufficiently flexible to allow new information to be

encoded while minimizing previous information that is

forgotten. Neuroscience is a critical approach to under-

standing which situations are likely to maximize new

learning. Not surprisingly, with such a complicated

subject to study—the nervous system—a number of

subdisciplines have developed that offer different

approaches within this research area. Important contri-

butions of neuroscience to the study of brain diseases

are mentioned in this entry. Some general neuroscience

terminology and techniques are described, followed by

a section that addresses how neuroscience may be bene-

ficial for improving education.

Cross-Disciplinary Approaches
for Studying Brain Diseases

Several diverse approaches for studying the brain

have been developed that emphasize different levels

of analysis. Molecular and cellular neuroscience

emphasizes how the machinery within a cell operates.

The results of these research areas have given an

appreciation of the complexity of cell structure and

function. However, cells within the brain do not act in

isolation but rather communicate with each other.

Systems neuroscience emphasizes how groups of

brain cells interact with other groups of brain cells.

This area can yield insights about how one group of

brain cells can cooperate (or not) to affect activity in

other groups of brain cells. This area has benefited

from approaches using computational neuroscience,

in which mathematics is used to try to describe how

a group of neurons could function to mediate some

aspect of processing. Computational neuroscience can

yield plausible hypotheses that can then be tested with

laboratory-based methodologies.

Neuroanatomical approaches are used to identify

specific brain regions and to describe the nature of con-

nections between different brain regions. Understand-

ing how the brain is ‘‘wired’’ is important for testing

hypotheses about which brain regions influence each

other. Neuropharmacological approaches emphasize

studying how drugs affect the brain. Behavioral neuros-

cientists study the brain mechanisms underlying a range

of behaviors, including remembering, feeding, or

defensive behaviors. These general research areas are

indicative of the diversity of approaches for studying
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the brain, but are not by any means exhaustive. Despite

increased understanding of brain function using each

of these approaches, it has become clear that, to fully

understand phenomena related to the brain, multiple

levels of analysis need to be implemented. For exam-

ple, if somebody is interested in the effects of a particu-

lar drug, one may study the effects of that drug on

the brain itself. Does the drug change the activity of

proteins within the cell? Does the drug alter interac-

tions between cells? If so, which cells? Researchers

also want to know about the effects of the drug on

cognitive processes such as attention and memory as

well as changes in behavior. The ultimate goal is to be

able to assess exactly which changes in the brain con-

tribute to changes in cognition and behavior. Thus,

although there are a number of subdisciplines that

emphasize different aspects of brain functioning, a com-

plete understanding of complex phenomena requires

cross-fertilization between different approaches within

neuroscience.

Neuroscientists are dedicated not only to under-

standing how the brain works under ‘‘normal’’ condi-

tions, but also to assessing how the brain becomes

dysfunctional in some diseases. Several typical strate-

gies are employed in trying to study brain diseases.

Of course, it is important to collect information about

the patients with the disease to characterize the symp-

toms and begin to assess the underlying causes. For

a particular disease, it is important to characterize the

psychological deficits as well as the brain regions, neu-

rotransmitter systems, and molecular markers affected

by the disease. Clearly, multiple levels of analysis are

required to characterize the disease process.

For many diseases, animal models can be devel-

oped, at least for some aspects of the disease, and

then changes in the brain’s neurochemistry and

molecular and cellular functioning can be assessed.

Animal models also offer an opportunity to test pre-

liminary treatments for some brain diseases. An

important consideration in animal models is the extent

to which findings translate to the human condition.

Neuroscientists have an excellent history of success-

fully translating research from animal models to the

human condition. For example, early animal research

using the drug reserpine, which depletes certain che-

micals in the brain, was observed to produce symp-

toms similar to those in depression. Many drugs now,

including a class of drugs known as serotonin-specific

reuptake inhibitors, such as Prozac, were developed

based on the early findings with animals. Another

example involves the treatment of Parkinson’s dis-

ease. Animals administered a particular drug, MPTP,

exhibit symptoms and brain pathology similar to

patients with Parkinson’s disease. Based on studying

the brain changes in these animal models, damage to

particular brain structures (and later deep brain stimu-

lation of these structures, which is reversible) was

shown to alleviate some symptoms in Parkinson’s dis-

ease. These examples demonstrate how basic neuro-

science research can contribute to treatments for

devastating neuropsychiatric diseases. Future success

in treating brain-based diseases likely depends on

integration of research from multiple levels of analy-

sis, from molecular/cellular to behavior.

General Terminology
in Neuroscience

This section initially describes concepts at the level of

brain cells and then moves to a discussion of brain

regions. The cells responsible for much of the com-

munication within the brain are neurons. Signaling

between neurons is accomplished through both elec-

trical and chemical means. One of the major compo-

nents of neurons is the cell body, which is where the

nucleus containing genetic information is located

along with a number of proteins necessary for main-

taining the neuron’s health. A thin protrusion from

the cell body, the axon, carries electrical signals to

the axon terminal. The axon terminal contains chemi-

cals used in neuronal communication, known as neu-

rotransmitters. When an electrical signal (an ‘‘action

potential’’) is conducted along an axon and reaches

the axon terminal, the terminal will release neuro-

transmitters into an area known as the synaptic cleft

or synapse. The neuron-releasing neurotransmitter can

be identified as the presynaptic neuron. The neuro-

transmitter binds to receptors on a nearby neuron (the

postsynaptic neuron) and has effects on that postsyn-

aptic neuron. These effects include increasing or

decreasing the likelihood that the postsynaptic neuron

will fire an action potential or altering the rate at

which proteins are synthesized. The actions of the

neurotransmitter can be terminated in several ways,

including by enzymes or by being taken back up into

the presynaptic neuron.

Many different neurotransmitters have been identi-

fied, and one significant goal of neuroscience is to

understand what these neurotransmitters uniquely

contribute to neuronal processing as well as how these
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neurotransmitters become altered in some neuropsy-

chiatric diseases. Some of the most prevalent neuro-

transmitters in the brain are amino acids, including

glutamate and gamma-aminobutyric acid (GABA).

Among other functions, glutamate is thought to be an

important neurotransmitter for learning and memory.

GABA is implicated in anxiety. Drugs such as Valium,

which are used to treat anxiety, act at the same receptor

complex as GABA.

Other important neurotransmitters include a group

of neurotransmitters known as catecholamines, which

include norepinephrine and dopamine. Norepineph-

rine is involved in the arousal of an organism.

Increases in dopamine in some brain regions are a con-

sistent feature of most drugs of abuse. Furthermore,

increased activity of the dopamine system is associ-

ated with symptoms in schizophrenia. Damage to

a particular dopaminergic pathway appears to underlie

some of the motoric deficits in Parkinson’s disease.

Another neurotransmitter, serotonin, has been impli-

cated in impulsivity and depression. Some drugs used

to treat depression, such as Prozac, allow serotonin to

act on receptors for a longer period of time. Another

important neurotransmitter is acetylcholine. Loss of

neurons that release acetylcholine has been associated

with the cognitive deficits in Alzheimer’s disease.

Many of the drug treatments for Alzheimer’s disease

act by blocking the breakdown of acetylcholine. The

transmitters mentioned above are typically considered

‘‘classical’’ neurotransmitters and have been studied

extensively. However, numerous other molecules, even

some gases, appear to have properties similar to classi-

cal neurotransmitters and will be important for neuros-

cientists to continue to study in the future.

The actions of neurotransmitters are mediated

through receptors. Receptors are simply proteins that

commonly span the outside and inside of the cell, with

most neurotransmitters binding to a portion of recep-

tors outside of the cell. For each of the classical neuro-

transmitters, there are a number of receptors. Some

goals of neuropharmacology include identifying the

different types of receptors for a particular neurotrans-

mitter as well as where these receptors are located

within the brain. This research is important because

some neurotransmitters appear to have different actions

mediated through different receptor subtypes. In some

cases, it is desirable to develop a drug that acts at only

a particular receptor subtype in order to limit the drug’s

side effects. For example, drugs used to treat depres-

sion by increasing serotonin levels appear to provide

most of the antidepressant effects by acting at the sero-

tonin-1 receptor. However, increasing serotonin levels

also causes more serotonin to bind to other serotonin

receptors, including serotonin-2 and serotonin-3 recep-

tors. Increased serotonin binding at serotonin-2 and

serotonin-3 receptors appears to contribute to some side

effects of this class of antidepressants, including sexual

dysfunction and nausea. Thus, a goal of researchers is

to develop drugs that target the receptor that provides

the antidepressant effects, but not the receptors respon-

sible for undesirable side effects.

Another level of analysis regarding brain function is

to study processing mediated by particular brain

regions. The nervous system as a whole can be divided

into two systems, the peripheral nervous system and the

central nervous system. The peripheral nervous system

conveys information to muscles, sensory receptors, and

many organs. The peripheral nervous system comprises

two major systems—the somatic nervous system, which

largely is responsible for controlling voluntary move-

ments, and the autonomic nervous system, which regu-

lates many involuntary processes, such as heart rate and

breathing. The autonomic nervous system comprises

two systems, the parasympathetic nervous system and

the sympathetic nervous system. The parasympathetic

nervous system is typically active when we are attempt-

ing to increase the amount of energy stored. Thus, para-

sympathetic nervous system activation can stimulate

digestion and salivation. The sympathetic nervous sys-

tem is critical when we need to expend energy and is

often referred to as being important for our fight-or-

flight response, and thus performs functions such as

increasing heart rate to increase blood flow to muscles.

The central nervous system comprises the spinal cord

and the brain. The brain can be divided into four lobes:

1. The occipital lobe, which is important for proces-

sing visual information

2. The temporal lobe, which is important for processing

auditory information and for some memory functions

3. The parietal lobe, which is involved in processing

some spatial information and for integrating infor-

mation from other brain areas

4. The frontal lobe, which is involved in processes

including planning, working memory, and selec-

tively attending to objects in our environment

The outer 2–4 mm of the brain is grey matter, con-

sisting mainly of cell bodies, known as the cortex.
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A number of cortical regions have been identified,

including cortical areas that process sensory informa-

tion, such as for vision, audition, or olfaction. There

are other cortical areas (and brain regions outside of

the cortex) that engage our higher cognitive processes,

such as planning, selectively attending to stimuli in the

environment, or storing information in memory. Below

the cortex is white matter, which primarily includes

axons projecting to particular cortical regions. Addi-

tionally, many subcortical brain regions, which are

structures located below the cortex, are present. These

structures include the thalamus, which, in part, relays

information to cortical regions, and the hypothalamus,

which maintains an organism’s homeostasis. There are

brain regions toward the back of the head that contrib-

ute to balance (the cerebellum) and that maintain many

life-sustaining processes (the medulla).

Although some specific processes can be associ-

ated with some brain regions, contemporary neuro-

science has demonstrated the importance of studying

how brain systems, that is, interconnected brain

regions, contribute to complex phenomena. For exam-

ple, if you are at a stoplight, you must process the

location and color of the light (as well as attend to the

stoplight). Most likely, visual cortical brain regions

will be important for this processing. However, you

must also engage the rules for changing your behav-

ior—take your foot off the brake and press the accel-

erator when the light changes from red to green. This

engagement of rules likely involves several cortical

(and subcortical) regions, including the prefrontal cor-

tex. The primary motor cortex or subcortical motor

structures may be activated to cause your foot to

move to the appropriate location as well as to receive

proprioceptive feedback concerning how hard you are

pressing. This example concerns a behavior that most

drivers take for granted, yet gives at least some super-

ficial indication of how several brain structures must

work in a coordinated fashion to complete this task.

Techniques Used in Neuroscience

One of the most critical aspects to advancing our

understanding of the brain is the development of tools

to manipulate and measure brain functioning. This

section highlights a few of these techniques, with an

emphasis on comparing the relative advantages and

disadvantages of different techniques. In humans,

a number of noninvasive procedures can be employed

to study neural functioning. One technique that has

become prominently used is called functional mag-

netic resonance imaging. This technique provides

a measure of changes in blood oxygen levels to par-

ticular brain regions. Increases in blood oxygen to

a brain region are thought to reflect increased activity

by that brain region. Magnetic resonance imaging

offers impressive spatial resolution, that is, one is able

to localize within the brain where the increase in

blood oxygen flow occurs. The time course of this

change in blood flow is at least a couple of seconds.

In some instances, this temporal resolution may not

be sufficient, and other techniques may need to be

employed that allow measures to be taken more

quickly. One approach for using this technique is to

manipulate cognitive demands. For example, partici-

pants could be asked to perform a working memory

task or a similar task without a working memory

requirement. One could then assess which brain

regions show increases in blood oxygen levels during

the working memory task, but not during the task with

the working memory requirement removed. Ultimately,

these data could provide information about the neural

systems that are selectively activated during working

memory.

A procedure for measuring electrical activity from

the scalp is electroencephalography. With this tech-

nique, a cap containing electrodes is placed over spe-

cific regions of the head. This procedure can measure

the frequency of brain waves as well as changes in

brain wave activity (termed event-related potentials)

in response to a stimulus. Electroencephalography

offers temporal resolution on a millisecond scale, but

it is difficult to localize the origins of the electrical

signal. Thus, functional magnetic resonance imaging

and electroencephalography differ in temporal and

spatial resolution, leaving it to the researcher to deter-

mine which technique is more appropriate for a partic-

ular experiment. For more invasive procedures,

humans can be injected with trace levels of radioac-

tive ligands that bind to particular receptors in the

brain. The amount of radioactivity can then be mea-

sured, typically using a procedure known as positron

emission tomography, to determine the number and

efficacy of a particular receptor population.

Animals can be used to test hypotheses about brain

function. One traditional approach with animals is to

damage a portion of the brain (or a particular popula-

tion of neurons within a brain region) and assess

changes in behavior. Lesion techniques can be used to

understand whether a brain region is necessary for
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some behavior or function. Thus, lesion techniques

allow manipulation of the brain and assess changes in

behavior or other aspects of brain functioning. How-

ever, much like with humans, in some cases it is also

desirable to assess the effects of manipulating behav-

ior or cognitive processing demands (e.g., compare

performance on a working memory task with a proce-

dure that does not tax working memory) on brain

function. Electrophysiology allows measures of the

rate of action potentials from a neuron or small

groups of neurons. Electrophysiology provides excel-

lent temporal resolution, but it may be difficult to

assess which neurotransmitter systems are leading to

changes in neuronal firing rates.

Microdialysis is a procedure in which a probe with

a semipermeable tip is inserted into a brain region and

artificial cerebrospinal fluid is perfused through that

brain region. Neurotransmitters can diffuse through the

semipermeable membrane and be collected, and levels

can be assessed using a procedure known as high-

performance liquid chromatography. Microdialysis

does allow measurement of specific neurotransmitters,

but often samples must be collected over at least 1

minute. Thus, microdialysis has a poorer temporal res-

olution than electrophysiological techniques. Ulti-

mately, it is critical for neuroscientists to ascertain the

relative strengths and limitations of the techniques

employed in an experiment. Such information is criti-

cal for developing a clear interpretation about the

effects of a manipulation on brain functioning.

A number of techniques have been developed to

study how genetics, including the expression of genes,

contribute to brain function. Genes provide a code for

specific proteins, and the regulation of these proteins

can affect brain functioning. For example, genes can

code for particular portions (called subunits) of a recep-

tor. The type of subunit that is coded for can affect the

overall activity of the neurotransmitter system that acts

at that receptor. One approach, gene microarrays, allows

researchers to examine, from properly prepared brain

tissue, the expression of thousands of genes from that

tissue. Although microarrays are a powerful approach,

it is possible that, with such a large number of genes

being studied, some genes will demonstrate increased or

decreased expression just by chance.

Microarray analyses can provide a set of genes for

future study, but additional approaches are important

to further characterize the role of the expression of

a specific gene in brain function. More targeted

approaches include looking for a single change in the

genetic code, known as a single nucleotide polymor-

phism. The study of the role of gene expression in

neuroscience has accelerated over the past 10 years,

and techniques that assess many genes at once, as

well as more targeted approaches that study a single

gene, will be important in providing evidence to fur-

ther the study of brain function.

One goal within neuroscience is to understand

relationships between brain and behavior or brain

and underlying cognitive processes. To accomplish

this goal, it is essential to have behavioral paradigms

that assess the processes under study, in addition to

sophisticated measures and manipulations of the

brain. In humans, computer-controlled stimulus pre-

sentation can be beneficial for standardizing experi-

mental variables across laboratories as well as for

carefully timed response measures. Numerous para-

digms with animals have been developed to assess

(among other processes) attention, working memory,

anxiety-like behavior, and depressive-like behaviors.

Some of these paradigms offer ‘‘artificial’’ labora-

tory settings in which animals are rewarded for

pressing a lever in response to a particular stimulus.

Similar to human research with computers, these

laboratory-based tasks offer consistency in experi-

mental procedures across laboratories, thus faci-

litating comparisons about research conducted in

different laboratory environments. Typically, there

are procedures employed to validate that a task is

assessing the desired construct. For example, in

a working memory task, performance would be

expected to decrease as participants must remember

information for a longer time period or when the

number of items to be remembered is increased. The

continued development of behavioral paradigms that

allow specific assessment of behavior and/or cogni-

tive processes is essential for neuroscience research

aimed at understanding brain-behavior relationships.

Neuroscience and Education

How can neuroscience research contribute to educa-

tion? One major goal of education, of course, is to

increase knowledge and critical thinking. Behavioral

neuroscience is a field dedicated to studying relation-

ships between brain and behavior, including neural

mechanisms underlying learning and memory. By

understanding how the brain processes and stores

information, educational programs can be developed

that will provide material in a way that increases the
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likelihood that the brain will be able to properly rec-

ognize and recall that material.

Neuroscience research can also help us to under-

stand the development of brain regions and how that

development may affect learning. For example, if we

know that the prefrontal cortex develops later in ado-

lescence, education programs that do not place heavy

demands on prefrontal cortical processing may be ben-

eficial. Conversely, it is also possible that educational

programs that require prefrontal cortical processing

may accelerate the development of this brain region. It

is clear that the brain is a plastic organ that is continu-

ously changing in terms of the strength of connections

between different neurons. Education programs and

neuroscience research could work together to learn

more about strategies that stimulate brain development

and about educational programs that may be more

effective at different stages of brain development.

Developmental disorders can represent a significant

challenge to successful education. One of the most

common examples of such a disorder is attention

deficit hyperactivity disorder (ADHD). Neuroscience

research focuses on the changes in the brain using

noninvasive techniques in humans or animal models.

For example, individuals diagnosed with ADHD may

perform a series of tasks while functional magnetic

resonance imaging is employed to assess whether spe-

cific brain regions show abnormally high or low blood

flow levels compared with a control group. Based on

animal models or positron emission tomography, in

which individuals are injected with trace levels of

radioactively labeled ligands, it is possible to assess

whether particular neurotransmitter levels are elevated

or decreased in individuals with ADHD. By using

this approach, a pharmacological strategy can be

developed to regulate neurotransmitter levels. Thus,

neuroscience research can be used to try to improve

traditional education programs and to treat some neu-

ropsychological disorders that can impede classroom

learning.

One of the major challenges to education is that

important social development is occurring that may

assist or hinder learning. Furthermore, the educator may

benefit from information about what types of material

is better learned individually versus in a group setting.

Traditionally, neuroscience has not focused heavily on

social behavior; however, new fields are emerging, such

as social neuroscience, that will provide information

about how the brain responds to social interactions. A

more complete understanding of the neural basis of

social interactions may allow educators to predict what

types of materials may be learned well in a group set-

ting as opposed to course information that may benefit

from more individualized studying. At the same time,

for educators to receive maximum benefits from the

tools and expertise of neuroscientists, it is essential that

educators describe what types of information would be

most useful to enhance student performance.

Considerations

Neuroscience is a discipline that ranges in study

from the cells, neurons, which are responsible for

much of the communication within the brain, to

assessing the cognitive and behavioral consequences

of brain damage. Given the range of approaches

necessary for such diverse topics, it is not surprising

that several subdisciplines have developed within neu-

roscience. Furthermore, the techniques necessary for

breakthroughs in these subdisciplines are diverse, and

the exact nature of what they are measuring needs to

be considered carefully. Another important consider-

ation is that the different subdisciplines inform each

other in order to characterize more fully brain function-

ing. Such cross-disciplinary approaches will provide

more information about the neural mechanisms related

to learning as well as for treating neuropsychological

disorders that can disrupt learning.

Joshua A. Burk
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NO CHILD LEFT BEHIND

On January 8, 2002, President George W. Bush signed

the No Child Left Behind (NCLB) Act into law. No

Child Left Behind was a comprehensive, complex,

and controversial education law that was passed as

a reaction to the low academic achievement, espe-

cially reading achievement, exhibited by many pub-

lic school students in the United States. The law

represented an unprecedented increase in the role that

the federal government plays in education because the

law dramatically increased federal mandates and

requirements on states, school districts, and public

schools. The NCLB also increased federal funding to

states by almost 25%. The law affected all students

who attended public schools by requiring states and

public schools to be held accountable for improving

student achievement in reading and math. Moreover,

NCLB required that educators use scientifically based

strategies and methods, which represent the primary

tools that will allow schools to make meaningful

changes in the academic achievement of their stu-

dents. This entry begins with a brief description of the

history of NCLB and describes the major components

of the law.

History

No Child Left Behind was the most recent reauthori-

zation of the Elementary and Secondary Education

Act (ESEA) of 1965. The ESEA was passed as part

of President Lyndon Johnson’s War on Poverty. The

law appropriated federal money for states to improve

educational opportunities for disadvantaged children.

Although Congress allocates funds to the ESEA

annually, Congress must reauthorize the law every

5 or 6 years.

In 1994, the bill that reauthorized the ESEA was

titled the Improving America’s Schools Act (IASA).

The central purpose of IASA was to implement

standards-based education throughout the nation. The

IASA created a new framework for the federal role in

elementary and secondary education, in which the

federal government not only provided aid to schools

serving economically disadvantaged students but

extended federal support to the states’ implementation

of local and state standards-based reform. The IASA

was based on states’ developing challenging academic

standards, creating and aligning assessments for all

students, holding schools accountable for results, and

increasing aid to high-poverty schools.

The 2001 reauthorization of the ESEA was titled

NCLB. The passage of NCLB expanded the role of

the federal government in public education by holding

states, school districts, and schools accountable for

producing measurable gains in students’ achievement

in reading and mathematics. For the first time, the

federal government in NCLB began requiring states

and school districts to use numerical data to provide

evidence of improved student outcomes.

Purpose

The primary purpose of NCLB was to ensure that stu-

dents in every public school achieve important learn-

ing goals while being educated in safe classrooms by

well-prepared teachers. To increase student achieve-

ment, the law required that school districts (a) assume

responsibility for all their students reaching certain

goals in reading and math, (b) use scientifically based

procedures to teach reading and math, and (c) have

highly qualified teachers in all their classrooms.

Furthermore, NCLB required schools to close academic

gaps between economically advantaged students and

students who are from different economic, racial, and

ethnic backgrounds as well as students with disabilities.

The primary goals of NCLB were that

• All students will achieve high academic standards,

by attaining proficiency or better, in reading and

mathematics by the 2013–2014 school year.
• Highly qualified teachers will teach all students by

the 2005–2006 school year.
• All students will be educated in schools and class-

rooms that are safe, drug free, and conducive to

learning.
• All limited-English-proficient students will become

proficient in English.
• All students will graduate from high school.

Major Principles

Accountability for Results

No Child Left Behind focused on accountability for

results in three major ways. First, the law required states

to first identify the most important academic content for

students to learn. Second, NCLB required that states

adopt or develop statewide assessments that were aligned

to the state standards in reading-language arts, math, and
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eventually science. Third, states were required to set pro-

ficiency standards, which were goals that schools and

school districts had to attain within certain periods of time

in order to have 100% of their public school students

scoring proficient or above on the statewide tests of read-

ing and math by the 2013–2014 school year.

Statewide Academic Achievement Standards. No

Child Left Behind required states to identify important

academic content for students to learn. Specifically, the

law required states to develop academic standards for all

students in reading-language arts, math, and science.

States were free to develop standards in other areas, too.

The purpose of the state-defined standards was to pro-

vide guidelines to schools, parents, and teachers that tell

them what achievement will be expected of all students.

Statewide Assessments. No Child Left Behind required

that states adopt or develop statewide assessments that

were aligned to the state standards in reading-language

arts, math, and eventually science. The purpose of the

statewide testing was to measure how successfully stu-

dents were learning what was expected of them and

how they were progressing toward meeting these

important academic standards. States were required

to assess students’ knowledge and skills in reading

and math in Grades 3 through 8. The purpose of

the state tests was to enable stakeholders (e.g., tea-

chers, administrators, parents, policymakers, and the

general public) to understand and compare the per-

formances of schools against the standards for profi-

ciency as set by the states. The results of these

assessments were to be reported to parents in annual

report cards. This information would tell parents

about where their child stood academically and if

their child’s school and school district were succeed-

ing in meeting state standards. Thus, these assess-

ments were used to hold schools accountable for the

achievement of all students.

Adequate Yearly Progress. States were required to set

proficiency standards, which were goals that schools

and school districts had to attain within certain periods

of time in order to have 100% of their public school

students scoring proficient or above on the statewide

tests of reading and math by the 2013–2014 school

year. In addition to all students in a school, schools

also were to test and report on the performance of the

following subgroups: students who were economically

disadvantaged, students from racial and ethnic groups,

students with disabilities, and students with limited

English proficiency. These goals or targets represented

percentages of students who achieved proficiency on

the statewide tests in reading and mathematics. Schools

had to make these targets in order to achieve adequate

yearly progress (AYP).

States were responsible for determining their own

system of requirements and rewards to hold all public

schools and school districts responsible for meeting

AYP. For example, if a school met its AYP target, it

could be designated a ‘‘Distinguished School.’’ If

a school failed to meet its AYP target, the school was to

receive assistance from the state to improve its scores.

When a school was first identified for improvement, the

state provided technical assistance to enable the school

to address the specific problems that led to its being iden-

tified. The school, in conjunction with parents and out-

side experts, had to develop a 2-year improvement plan.

No Child Left Behind also had very specific

requirements for schools that did not make AYP. If

a school did not make AYP, this information had to

be published and disseminated to parents, teachers,

and the community in an easy-to-understand format.

Schools that did not make AYP for 2 consecutive

years were designated in need of improvement. In

such situations, the state needed to continue to pro-

vide technical assistance to the school. Additionally,

the school had to offer the parents of students in the

designated school the option of transferring to another

public school within the district. This option was

called public school choice. For schools that contin-

ued to fail to make AYP, NCLB required that schools

take the following actions:

1. Three consecutive years: In addition to continuing

to offer public school choice, the school district

had to offer supplemental services to disadvantaged

students.

2. Four consecutive years: In addition to continuing to

offer public school choice and supplemental educa-

tion services, the school was required to implement

corrective actions to improve the school, such as
• replacing certain staff responsible for failure to

make AYP,
• implementing a new curriculum grounded in

scientifically based research,
• hiring outside experts to assist the school, and
• reorganizing the management structure.

3. Five consecutive years: In addition to the above,

the school had to be restructured by taking actions

such as
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• replacing the staff,
• contracting with a private firm to run the school,

and
• reopening the school as a charter school. If these

procedures are not successful, the state may take

over management of the school district.

Schools that are in need of improvement can be

removed from that category if the school makes AYP

for 2 consecutive years.

Scientifically Based Instruction

The second major principle of NCLB required

that states and school districts use scientifically

based instructional programming to improve the

achievement of students. The authors of NCLB

believed that, too often, schools had adopted pro-

grams and practices that were not effective, which

would result in lower academic achievement. No

Child Left Behind emphasized using educational

programs and practices that had been demonstrated

to be effective by rigorous scientific research. A

central principle in NCLB, therefore, required that

federal funds be expended to support only educa-

tional activities that were supported by scientifically

based research evidence that the procedures actually

increased student achievement.

The intent of NCLB is to require that rigorous

standards be applied to educational research and that

research-based instruction is used in classroom set-

tings. This means that state and local educational

agencies must pay attention to research in education

and ensure that teachers use evidence-supported meth-

ods in their classrooms.

The National Research Council reported that for

a research design to be scientific, it must allow for

direct, experimental investigation of important educa-

tional questions. No Child Left Behind defined scientif-

ically based research as ‘‘research that applies rigorous,

systematic, and objective procedures to obtain relevant

knowledge’’ (NCLB x 1208(6)). This includes research

that (a) uses systematic, empirical methods that draw

on observation or experiment; (b) involves rigorous

data analyses that are adequate to state hypotheses and

justify the conclusions; (c) relies on measurement or

observational methods that provide valid data for evalua-

tors and observers and across multiple measures and

observations; and (d) has been accepted by a peer-

reviewed journal or approved by a panel of independent

experts through a comparably rigorous, objective, and

scientific review.

Highly Qualified Teachers

The authors of NCLB believed that the quality and

skill of a student’s teacher are extremely important

factors in student achievement. Congress recognized

the importance of having well-prepared teachers in

public school classrooms when they included provi-

sions in the NCLB requiring that all new teachers

hired in programs supported by Title 1 funds had

to be highly qualified teachers beginning with the

2002–2003 school year. Additionally, the law required

that by the end of the 2005–2006 school year, all tea-

chers in public schools had to be highly qualified. The

NCLB also requires that states ensure that paraprofes-

sionals who work in the nation’s classrooms must also

be highly qualified.

There are three basic requirements in the NCLB that

public school teachers must meet to be highly qualified.

First, teachers must hold a minimum of a bachelor’s

degree from a college or university. Second, teachers

must have full state teacher certification or licensure

for the area in which they teach. Third, teachers must

be able to demonstrate subject matter competency in

the core academic subjects in which they teach. Tea-

chers can demonstrate subject matter competence by

passing a state-administered test in each of the core sub-

jects that he or she teaches. The structure and content of

these tests are determined by the individual states.

To ensure that only highly qualified teachers teach

in public school classrooms, each state receiving

funds under Title 1 of NCLB must develop a plan to

ensure that all of the state’s public school teachers are

highly qualified to teach core academic subjects in

which they provide instruction. The NCLB regulations

defined core academic subjects as English, reading-

language arts, mathematics, science, foreign languages,

civics, government, economics, art, history, and geog-

raphy. If a teacher taught in one of these core subjects,

the NCLB highly qualified requirement applied to him

or her. If a teacher taught in more than two of these

core subjects, he or she had to be qualified in all of the

subject areas taught.

In summary, NCLB was a complex, sweeping,

and controversial law that was passed as a reaction

to the low academic achievement exhibited by many

public school students in America. NCLB held states,

school districts, principals, and teachers accountable
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for making meaningful improvements in students’ aca-

demic performance. No Child Left Behind also points

educators toward the tool that will allow schools to

make meaningful changes in the academic achievement

of their students: scientifically based research.

Mitchell Yell
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NORMAL CURVE

The normal distribution is one of the most important

probability distributions in statistics in that many sta-

tistical analyses build on the assumption that the data

follow the normal distribution, and in that many phys-

ical and biological phenomena in real life can be

approximated by the normal distribution.

A normal distribution is specified by two para-

meters: mean µ and standard deviation σ. If a random

variable X follows the normal distribution with mean

µ and standard deviation σ, it is often denoted by

X ∼ Nðµ, σ2Þ. The normal distribution has a bell

shape as shown below, which is called the normal

curve.

Technically, the normal curve is given by the fol-

lowing formula:

f (x)= 1

σ
ffiffiffiffiffiffi
2π
p exp − (x−µ)2

2σ2

� �

:

The variable x takes any real value. The mean µ

specifies the central location of the distribution, and

the standard deviation σ determines to what extent the

distribution is spread out. The curve has a maximum

height at x=µ and is symmetric about µ. In probabi-

listic terms, the normal curve represents the probabil-

ity density function of the normal distribution; the

height of the curve at each point of x denotes the cor-

responding probability density. The most important

characteristic of a probability density function is that

an area under the curve on a specified interval taken

on the x-axis represents a probability that the random

variable takes values within that interval. In the case

of the normal distribution, as shown in Figure 1, the

probability that X is within one standard deviation

from the mean is approximately 68.2%, and the prob-

ability that X is within two standard deviations from

the mean is approximately 95.4%.

Especially if µ= 0 and σ= 1, the distribution is

called the standard normal distribution, which is fre-

quently used as the reference distribution in statistical

testing. A probability table for the standard normal

distribution is usually provided in standard statistics

textbooks. Any random variable that follows an arbi-

trary normal distribution can be transformed to the

standard normal by subtracting the mean and then

dividing by the standard deviation. In other words, if

X ∼N(µ, σ2), then (X-µ)/σ∼ N(0, 1). Thus, proba-

bility values for any normal distribution can be

referred to in a probability table for the standard nor-

mal distribution.

The central limit theorem exemplifies the theoreti-

cal importance of the normal distribution. Suppose

that you take a random sample of size n from an arbi-

trary distribution and compute the mean (or sum) of

the sampled values. The central limit theorem states

that the distribution of the sample mean (or sum)

tends to be approximated by a normal distribution

as the sample size n increases, no matter what the
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Figure 1 The Normal Curve
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original distribution is, as long as it has finite mean

and variance. For example, when you flip a coin n

times and count the number of heads, the resulting

distribution is the binomial distribution with probabil-

ity .5 and the number of trials n: As n increases, how-

ever, the binomial distribution becomes closer to the

normal distribution with mean n=2 and standard devi-

ation
ffiffiffi
n
p

=2.

The normal distribution serves as an assumption

for data distribution in many standard statistical anal-

yses, including the two-sample t-test, the paired t-test,

analysis of variance, linear regression, and so on. It

also serves as a theoretical foundation for deriving

other probability distributions, such as the t distribu-

tion, the chi-square distribution, and so on.

The normal distribution was first formulated by

Carl Friedrich Gauss in 1811, and was thus given

another name, the Gaussian distribution. Gauss

derived the normal distribution as a distribution such

that the sample mean equals the maximum likelihood

estimator of the population mean when he was seek-

ing a probability distribution of errors; that is, the dif-

ference between a measurement and a true value.

Thus, the normal distribution is also regarded as the

law of errors. Even earlier, Abraham de Moivre

showed in 1733 that the binomial distribution is well

approximated by the normal distribution as the num-

ber of trials increases. In the early 19th century,

Pierre-Simon Laplace elaborated de Moivre’s finding

and restated it in more formal and general terms in

mathematical statistics.

Wiliam M. Bart and Kentaro Kato
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NORM-REFERENCED TESTS

A norm-referenced test is one that is designed to facil-

itate interpretations of scores by comparing scores

based on the ordering of examinees within a well-

defined group of interest. Two important definitions

associated with norm-referenced interpretations are

percentiles and percentile ranks. A percentile is a test

score below which falls a certain percentage of the

scores. A percentile rank is the percentage of people

who have a score lower than the score of interest.

Since about 1905, norm-referenced interpretations

have been a dominant approach to making test scores

meaningful to both educators and the public, although

criterion-referenced interpretations have been gaining

in prominence over the past several decades. A spe-

cial type of criterion-referenced interpretation, known

as standards-based interpretation, has been gaining in

popularity since No Child Left Behind was enacted

into federal law in 2002.

Score Interpretation

By itself, a raw score on a test has no meaning.

Knowing an examinee answered 21 questions correctly

on a math test is useless by itself. Faced with such use-

less information, one might ask any of a number of

questions.

• How many items were on the test?
• What content within math was covered?
• What related content was excluded?
• What was the cognitive complexity of those items?
• What item formats were used (multiple-choice,

problem solving, proofs)?
• How well did other examinees perform on this same

test?
• What do we know about other achievements of

examinees with similar scores?

Answers to each of these questions will raise other

questions. Over time, the meaning of test scores

accrues as users become familiar with the characteris-

tics of those scores and the relationships those scores

have with variables of interest.

Test makers try to facilitate this development of

meaning by creating score scales that support the

intended primary inferences. One such approach is

referred to as norm-referenced—the comparison of

the performance of an examinee with the performance

of other examinees in a meaningfully defined group.

Such interpretations may be particularly useful when

determining how to allocate insufficient resources,

such as if there are more applicants for an educational
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program, school, university, or job than there are

openings. For example, norm-referenced tests might

be used as a significant piece of information in deter-

mining which students should be placed in a remedial

or gifted program.

If resource allocation decisions were simple and

there were 12 spots in a remedial program, one could

simply admit the 12 students with the lowest scores.

But most real-world resource allocation problems are

more complex and somewhat elastic. Thus, develop-

ing expectations over time (and thus sometimes

admitting more or fewer students into such a program)

is facilitated by normative data. Therefore, policy-

makers might often prefer for a program to be made

available for any students in the bottom 10%, rather

than for a fixed number of students.

Normative expectations can also serve to facilitate

group comparisons, for example, whether or not stu-

dents in a school or district are performing as a group

better than those in other schools or districts. Whether

or not such differences are interpreted correctly, they

can influence the perceived desirability of neighbor-

hoods and, thus, real estate prices.

Historical Roots

The use of normative interpretation for test data has

its roots in the work of early psychologists such as

Wilhelm Wundt and Francis Galton in the late 1800s.

These psychologists looked at the distributions of various

measures and noted the typical normal distributions.

In 1905, French educator Alfred Binet invented the

intelligence test. Scores were expressed as a mental

age that could be compared with a student’s chronolog-

ical age to help make educational placement decisions.

In 1916, U.S. psychologist Lewis Terman developed

a revised version of Binet’s test, the Stanford–Binet,

and changed the score-reporting scale to the ratio of

mental age to chronological age. The resulting IQ

scores could be compared regardless of the age of the

students, but proved to have more high and low scores

than the normal distribution predicted. For this and

other reasons, the ratio IQ score was replaced by a devi-

ation IQ score with a mean of 100 and a standard

deviation of either 15 (Wechsler) or 16 (Stanford–

Binet). Deviation IQ scores were supplemented with

information regarding the percentage of people with

lower scores. In 1963, Robert Ebel coined the terms

norm-referenced and criterion-referenced tests.

Normative Approaches

A common approach to providing normative informa-

tion is the use of grade- or age-equivalent scores, just

as Binet used more than 100 years ago. The general

public finds this approach intuitively appealing

because it attaches test performance to a concept with

which they are very familiar—grade (or age) level.

Student performance is indicated as being at the grade

and month where the average child receives that

score. Operationally, this is done by creating a concor-

dance table, listing every possible score and the corre-

sponding grade and month for which that score is the

average score. Following is a raw score—grade-

equivalent score concordance table for a hypothetical

fourth-grade reading test with 15 possible raw scores

(0–14).

There are two issues in particular that influence the

interpretability of grade- and age-equivalent scores.

First, such scales are not interval level. That is, the

difference between a reading score of 1.1 (a student

in the first month of the first grade) and 2.1 represents

a greater difference in achievement than the differ-

ence between a 7.1 and an 8.1. Thus, it can be mis-

leading to report growth scores or averages.

Second, consider two students who score a 6.5

grade-equivalent score on a science test. One student

is in the second month of third grade and the other is

in the second month of eighth grade. These students

have been exposed to different parts of the science

curriculum. It is likely that the younger student

answered correctly almost all questions about the

parts of the curriculum to which she or he had been

exposed, but did not do as well on questions from

those areas of the curriculum not yet studied. On the

other hand, the older student may well have answered

a small portion of the items correctly for all topics on

the test. Furthermore, we would expect that 3 years

from now, the younger student will surpass the sci-

ence achievement of the older student.

An alternative approach to providing normative

information is to provide percentile ranks for each

raw (or scaled) score. This focuses comparisons

within a grade (or age) level and thus avoids the sec-

ond issue mentioned for grade-equivalent scores. The

first issue (non-interval scale measurement) is also

true for percentile ranks. On the other hand, the gen-

eral public is not as familiar with percentile ranks as

it is with grade level or age. An additional issue with

percentile ranks is that they make it difficult to show
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growth. If students whose true achievement is at the

70th percentile in the fall make typical progress dur-

ing the school year, they will have higher raw scores

in the spring, but they will remain at the 70th percen-

tile. Thus, within-year (or across-year) typical growth

is reflected by no change in percentile ranks. Smaller-

than-typical growth will be reflected by a drop in per-

centile rank.

Norming Process

The development of stable, accurate norms is a multi-

faceted, complex, and logistically difficult process.

First, one must identify the normative population. Is it

all ninth-grade students, just public school students,

or public school students for whom English is their

primary language of instruction? Should special edu-

cation students be included? What about home-

schooled children? At its best, the normative popula-

tion should reflect the group within which students

will be compared. However, sometimes there are mul-

tiple comparison groups, and so multiple norms can

be desirable.

Once the normative population is defined, a sam-

pling plan must be developed. Some tests (such as the

SAT or ACT) provide normative information based

on naturally occurring examinees. Such norms reflect

the user population, but are inappropriate or mis-

leading if one wanted to make inferences that went

beyond that population, such as all college-bound

seniors rather than college-bound seniors who took

the SAT (or ACT).

Often, it is considered desirable to define the popu-

lation of interest and, in a special study, collect data

from a national probability sample (a sample that con-

tains randomly selected examinees). Improved norms

estimates (greater precision) can be derived from

stratified random sampling; that is, breaking down the

sample into subsamples. Stratified random sampling

increases the precision of norms estimates most when

the stratification variable is correlated with test scores.

Normative data must be gathered at a point in time

for which the norms are most appropriate, but differ-

ent test users will choose to use the test at different

times. It is too difficult and expensive to collect nor-

mative data for each month or week of the year, so

norms are typically collected at two different times

for each grade (or age), and results are interpolated or

extrapolated for other months.

Once raw data are received, those data must be

adjusted. Data from each stratum are weighted to

account for differences between the actual proportions

collected in each stratum and the true proportions of

that stratum in the population. For example, for the

norming of an achievement test series, if a researcher

stratified based on public and private schools, and

after collecting the data, 70% came from public

school and 30% from private schools, those data

must be weighted to reflect that, in actuality, 86% of

students attend public school and only 14% attend pri-

vate schools. Thus, each public school student in the

sample would get added into the distribution as 1.23

students (86/70), and each private school student

would get counted as .47 students (14/30).

Even though an overall sample used in norming

may be very large, at any particular part of the score

scale there might not be very many examinees, and

thus the data distribution might be jagged even though

the underlying variable is distributed more smoothly.

There might be scores that no one in the norming

sample obtains, although when the test is administered

operationally to a larger group, those scores would be

Table 1 Hypothetical Raw Score—Grade-Equivalent Score Concordance Table

Raw Score

Grade-

Equivalent

Score Raw Score

Grade-

Equivalent

Score Raw Score

Grade-

Equivalent

Score

0 2.2 5 3.9 10 4.7

1 2.6 6 4.0 11 4.9

2 2.9 7 4.2 12 5.2

3 3.2 8 4.4 13 5.4

4 3.6 9 4.5 14 5.7
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obtained. Thus, the data collected in norming studies

are often smoothed using any of a variety of statistical

techniques. It is at this stage that data are interpolated

or extrapolated for months from which no or insuffi-

cient data were collected.

Test Design and Development Issues

Content Coverage

Norm-referenced tests are used by school districts

throughout the country, and although those districts

have overlap in their curricula, they also have signifi-

cant differences. Thus, content appropriate within one

grade in a certain district might be most appropriate

at a higher or lower grade in another district. Also,

many of the decisions based on norm-referenced tests

are for very high- or very low-achieving examinees,

and such tests often have both material from earlier

stages in the curriculum (for example, fourth-grade

material on a sixth-grade test) and later in the curricu-

lum (such as eighth-grade material on that same

sixth-grade test). For both of these reasons, norm-ref-

erenced tests tend to have broader content coverage

than comparable criterion-referenced tests.

Item Difficulty

A test will have the greatest accuracy of measure-

ment for the greatest number of examinees if all test

items are of middle difficulty. Middle difficulty is

achieved when half of the examinees know the answer

to a question. On tests where guessing can be a factor,

this means that somewhat more than 50% of the exam-

inees will answer the questions correctly. For a test

consisting of five-choice multiple-choice questions, this

means that 50% will answer correctly because of their

knowledge and 10% (one-fifth of the remaining 50%)

will answer correctly by guessing, for a total of 60% cor-

rect. Thus, if maximizing the average score accuracy

was the primary concern, there would be no need for

very easy or very difficult items. However, as stated

before, many of the decisions based on norm-referenced

tests are aimed at students at the high and low ends of

the achievement continuum, and thus there is a need

for accurate measurement at the ends of the score

scale, resulting in easy and hard items in addition to

middle difficulty items. A balance between these con-

flicting item difficulty requirements must be struck.

Special Topics

Issues Related to Systems of
Norms for Vertically Scaled Tests

When there are multiple test forms for different

grade or age levels, there are additional issues associ-

ated with developing test score norms. For example,

if norms are developed separately for the third-grade

form of a test and the fourth-grade form, it is desir-

able that regardless of the form of a test a student

takes, students with the same scaled score and grade

level have the same percentile rank.

Participation Rates

It is getting increasingly difficult to get a random

sample of schools to agree to participate in a norming

study. Many schools feel that their students are over-

tested. This is particularly true at the high school

level. For example, in the 2005 science administration

of the National Assessment of Educational Progress

(NAEP), 87% of invited 4th-grade schools partici-

pated, but only 83% of 8th-grade schools and 76% of

12th-grade schools. At all three grade levels, more

small schools chose not to participate. Additional

schools were invited to replace those that did not par-

ticipate, but it is likely that the resulting sample was

unrepresentative of the nation as a whole.

Most importantly, NAEP participation rates seem

to be much better than those obtained by commercial

test publishers. Thus, there are many questions regard-

ing the representativeness of published norms.

Motivation

There is concern (and some evidence) regarding the

motivation of students participating in norming studies.

If students (or their teachers) are not as motivated dur-

ing a norming study as they are during an operational

test administration, then it will appear as if the test is

harder than it actually is, and norms will overestimate

student relative performance.

Political Controversy

Norm-referenced and criterion-referenced tests

have been caught in the crossfire of political debate

on the quality of American public education. One

faction feels that it is important to provide national

norms to allow schools to demonstrate whether they are
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performing adequately compared to schools throughout

the nation. Another faction feels that norm-referenced

interpretations are flawed in that if all schools improve,

half of all students (by definition) will still be below

average.

Percentile Data

Percentiles are ordinal-level data (for example, the

difference in achievement between the 98th and 99th

percentile is much larger than the difference between

the 50th and 51st percentile). Thus, it may be mislead-

ing to take an average of percentiles. Instead, one

should average the scaled scores associated with those

percentiles and take the percentile of the average score

to represent the normative performance of a group.

Individual Versus Group Norms

The average scores of groups do not vary nearly as

much as the individual scores of examinees within the

population. Thus, normative information to illuminate

group (for example, school) performance should be

based on the distribution of group averages and not

on the percentile rank of the average examinee in that

group. For example, a high-performing school might

have an average score of 310 on some hypothetical

test. A score of 310 might have a percentile rank of

75 when applied to an individual, but an average

score of 310 might be better than 98% of all schools.

Adoption of Norms for Use
in Customized State Tests

Standards-based tests such as those required by No

Child Left Behind require a close match to state-

specific curriculum frameworks. Norm-referenced tests

are usually developed to be broader (and correspond-

ingly less deep) than standards-based tests. Many states

would like to provide national normative interpreta-

tions for their state standards-based test. But norms are

developed for a specific test and a specific population.

Some states and publishers have tried to augment

norm-referenced tests with items necessary to provide

the depth required of a state standards-based test,

equate the state-augmented test to the nationally

normed test, and use the national norms to estimate

how students nationwide would have done on the

state-specific test. To the extent that the curriculum

frameworks differ from state to state, the results from

such a process might be significantly different from

those obtained if a norming study were done adminis-

tering that state’s test throughout the nation.

Neal Kingston

See also Criterion-Referenced Testing; Grade-Equivalent

Scores; Measurement; Standardized Tests
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O
We cannot create observers by saying ‘‘observe,’’ but by giving them the power and the means for this obser-

vation and these means are procured through education of the senses.

—Maria Montessori

OBESITY

Obesity is a medical term used to describe the amount

of weight over the normal or healthy standard. It is

also thought of as the amount of excess fat that one is

storing on one’s body. The issue of obesity was once

a rarity in children and most commonly seen in

adults, but in the past 20 years, the rate of obesity has

more than doubled for children and tripled for adoles-

cents. Figures ranging from 16% to 30% report that

children and adolescents are either at risk or are over-

weight. As the incidence of childhood obesity con-

tinues to rise, so do the incidences of secondary

diseases. Overweight children and adolescents are

being diagnosed with ‘‘adult’’ illnesses more than

ever, and the impact at individual, family, and societal

levels is becoming greater. Some suggest that the

recent and rapid increase in obesity has or will soon

reach epidemic proportions.

Risk Factors

The method of determining if a child fits the criteria

of obesity is the calculation of the child’s body mass

index (BMI). A BMI is traditionally attained by calcu-

lating a person’s weight-to-height ratio. For children,

BMI is calculated the same as an adult, but more

information is taken into account because children are

still growing, and a given BMI may be significant

now but not be significant in 2 months. Instead, the

BMI for children and adolescents (ages 2–19) is

determined according to their sex, age (in months),

and height percentiles in conjunction with a growth

chart. Children under the 5th percentile of the growth

chart are considered to be underweight. Children from

the 5th to 84th percentile of the growth chart are con-

sidered to be in the normal range of weight. Children

between the 85th and 95th percentile are at risk of

being overweight. Children and adolescents over the

95th percentile are considered overweight.

For almost all children, the single risk factor of

weight gain that can place a child in danger of becom-

ing overweight is the consumption of more calories

than the number of calories expended. In combination

with excess caloric intake, a number of variables can

compound or place some children at a higher risk of

being overweight. A cause often cited by the parents

and children who are obese is a medical, hormonal,

or genetic condition. Conditions that can contribute

to weight gain in childhood include Prader-Willi,

Bardet-Biedl syndrome, Cushing syndrome, hypothy-

roidism, side effects of medicine, and family history.

Although some children do have weight problems due

to medical or genetic conditions that affect their

body’s ability to properly process or store calories,

research has found those causes to be rare, instead
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finding that the overwhelming majority of cases of

childhood obesity are due to lifestyle factors.

Lifestyle factors have changed as the course of indus-

trialization has changed and technological advances in

society have been made. As technology has evolved,

the roles of children have changed. Children no longer

need to work on their family farms for basic sustenance

or walk any distance to get necessary services. Chil-

dren of industrialized nations have access to more food

and have to exert little, if any, physical effort to get

it—the polar opposite of reality for many children

50 years ago.

The risk factors of the modern lifestyle that contrib-

ute to childhood obesity include lack of physical exer-

cise, poor eating habits, and home environment.

Children and adolescents are less likely to engage in

physical activity with neighbors or in school. Compet-

ing for their attention are video games, the television,

or the Internet—all activities that require no or only

a small amount of movement. More than ever, children

lead a sedentary, nonactive life, with some children

spending up to one third of their waking, nonschool

time engaged in sedentary activities. The increased reli-

ance on the television and computer for activities of

daily life has been shown to reduce the participation in

physical activity, increase the amount of snacking, and

lower the metabolic rate. The sedentary lifestyle most

children lead is compounded by the increased amount

of snacking on non-nutritive, high-calorie food that for

the past two decades has been very accessible.

Many of the snacks to which children have easy

access or that they prefer are filled with sugar and fat.

As children spend more time in front of the television

or computer, the consumption of high-calorie foods

has increased and become problematic. Advertisers

have taken note that children are watching an increas-

ing amount of television and are advertising the

sugar- and fat-filled snacks directly to them. The

amount of time spent at home engaging in high-risk

factors has been shown to occur at a higher rate in

homes with fewer fiscal and recreational resources.

Cultural and home factors include race, socioeco-

nomic status, and family composition. Some study

findings have linked factors of race, socioeconomic

status, and maternal BMI with increased rates of

childhood obesity. The role of race does not appear to

be a factor until adolescence and seems to be the big-

gest issue for African American females. Although

the incidence of childhood obesity appears to be the

most common in Hispanic children, reports of obesity

among African American children have grown the

most significantly in the past 10 years. Many factors

contribute to the disproportionate number of minority

children who are overweight, including low socioeco-

nomic status; limited resources (financial, educa-

tional, medical); diet; lack of awareness; and familial

obesity. Another environmental factor of childhood

obesity is the mother’s BMI. As a mother’s BMI

increases, the child’s BMI tends to rise. This relation-

ship seems to have an even higher correlation when

the child is in a single-parent household.

When left unchecked, lifestyle risk factors become

the causes of childhood obesity. Greater awareness of

these risk factors is now occurring as children develop

medical problems associated with their weight. If par-

ents are concerned that their child has one or more of

the lifestyle factors that increase the risk of obesity,

they should seek medical intervention for their child

in order to avoid the health consequences that over-

weight children now face.

Consequences of Childhood Obesity

Children who are overweight are being diagnosed

with diseases traditionally seen only in the adult

population. These adult diseases are being diagnosed

in children at an alarming rate and include high cho-

lesterol, high blood pressure, heart disease, diabetes,

arthritis, asthma, and sleep apnea. The consequences

of obesity seem to be the same regardless of age.

Research is indicating that more than half of over-

weight children have at least one risk factor for heart

disease. The chronic conditions that children are deal-

ing with can greatly affect their health as adults and

their long-term mortality. As many as 80% of obese

adults report being overweight as children. The long-

term impact of childhood obesity is one that affects

children not only physically but also mentally.

The number of children who are discriminated

against or bullied by their peers because of their

weight is growing. Overweight children are often

ostracized by their peers for their weight, and the

resulting stress can negatively affect their self-esteem,

academics, and social skills. For some children, verbal

abuse by their peers leads to an increase in eating as

a coping strategy for the stress, which worsens the

existing weight problem. The resulting decrease in

self-esteem caused by the bullying and the excess

overeating can place overweight children at a higher

risk for anxiety and depression. The anxiety of
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knowing that they might be made fun of while at

school can affect their ability to focus and perform

well in the classroom. The cumulative psychological

effect can be and is great for some children, creating

a cycle of despair. The bullying, increased eating, and

emotional turmoil place an undue amount of stress on

a body that is already physically stressed out. The

emotional stress can have physical consequences,

raising blood pressure and blood sugar levels, and

causing stomach and head complaints. The emotional

scars tend to be the hardest to heal, but emotional and

medical support are widely available to treat the men-

tal and physical consequences of childhood obesity.

Prevention and Treatment

As the prevalence and consequences of childhood

obesity continue to grow, so do the intervention meth-

ods. Society has begun to realize that all of the conve-

niences and advantages that technology has provided

have also provided some unforeseen negative conve-

niences. Obesity at any age is often described as a dis-

ease of wealth, and the easiest tool in fighting obesity

is in preventing the weight gain from ever occurring.

The methods used in prevention and treatment are

similar, if not the same, to varying degrees. Treatment

methods include reducing caloric intake; decreasing

consumption of high-fat, high-sugar foods; increasing

intake of well-balanced, smaller meals; and increas-

ing physical activity. When a child is being treated

for obesity, these regulations are more stringent and

structured than when a child is in prevention mode of

maintaining a normal weight.

The wealth of information that acknowledges the

same risk factors for childhood obesity are the same

factors that, if reversed, are used to prevent obesity.

The dissemination of knowledge of preventive factors

of childhood obesity has been provided by the govern-

ment on a federal and local level, the educational sys-

tem, and medical personnel. It has been recommended

that lifestyle changes be made for children who show

no ill effects of a more sedentary lifestyle, before

effects show up. It is vitally important for children

who already possess some of the risk factors and

have weight maintenance problems to change habits.

The necessary lifestyle changes include increasing the

amount of physical activity in which children engage

and increasing the availability of nutritious and healthy

food choices. The key in successful implantation of the

preventive factors takes place at the family level.

Parents serve as the cook and enforcer of structure

in their child’s world, so it is at this level that most

effective changes can be made. Teaching healthy

behaviors early and consistently provides a child with

the strongest protective factors from obesity. The use

of lifestyle as opposed to the terminology of diet rein-

forces the idea of making a lifelong commitment to

being a healthy person at a healthy weight. One bar-

rier facing the implementation of prevention at this

level is that many parents are not aware of the impact

of childhood obesity, or how to combat it.

Parents have rated drugs, violence, smoking, and

alcohol as greater risk factors to their child than obe-

sity. Part of many parents’ ignorance is due in part to

their own sedentary lifestyle and lack of true under-

standing of how weight can affect their child. The

message is being heralded by schools that have made

changes in the lunches they offer and the snacks

available in the vending machines. Some schools have

gone as far as not allowing cupcakes to be brought in

for special occasions. However, the stringency has not

been as evident in schools when it comes to physical

education offerings. Many schools are faced with bud-

get cuts in which the first programs to be cut or

reduced are the ‘‘extracurricular’’ activities, which are

likely to be music education or physical education. If

it isn’t the budget cuts affecting the availability of

physical education, it is the increase in testing that

forces some schools to suspend recess if the school’s

scores are substandard.

The psychological and medical impacts of child-

hood obesity are such that the pendulum is starting to

swing to acceptance of the real and growing problem.

Emotional and physical intervention for those children

struggling with their weight has become more respon-

sive from many directions. Even more responsive has

been the message of prevention, which has not been

able to effectively reach those most at risk. With con-

tinued work at all levels, obesity may become a rarity

caused by disease instead of lifestyle.

Danielle Johnson

See also Eating Disorders; Maturation; Physical

Development
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OBJECT PERMANENCE

Object permanence is the development of awareness

that objects are separate entities that continue to exist

even when one has no perceptual contact with them.

Furthermore, it is the ability to retain and utilize

visual images or form primitive mental images. Edu-

cational psychologists are interested in object perma-

nence because it is seen as a developmental milestone

and a significant cognitive shift. The theorist Jean Pia-

get introduced the concept of object permanence and

its development in infants. Since his introduction of

the concept around 1952, others have conducted tests

to prove or disprove the notion.

Piaget proposed that infants achieve object perma-

nence in stages during the sensorimotor period of

development. This period of development has been

divided into six substages. In substages 1 and 2, the

first few months of life, if an infant is presented with

an object and the object disappears, the infant does

not search for it. In other words, the infant assumes

the object no longer exists, following the rule, ‘‘out of

sight, out of mind.’’ Substage 3 (4–8 months) marks

the beginning of the infant’s ability to distinguish

between self and others. At this stage, the infant will

search for an object when it disappears if he or she

were doing something with the object when it disap-

peared or if the object is only partially hidden from

view. At this point, the infant may still think of

the object in terms of his or her own actions on

the object. However, when looking for the object, the

infant does not usually persist in the task. As the

infant starts to show clear acts of intelligence in the

fourth substage, around 8–12 months, he or she will

look for a fully occluded object, showing that objects

now have a quality of permanence for the child. This

is the point when the infant’s schemes are coordinated

and he or she has the skills to look for hidden objects.

The infant may anticipate people and objects.

During substage 5, from 12–18 months, the child

may begin to pay attention to the ways new objects or

events differ from his or her present mental con-

structs. This is a period of discovering new means

through active experimentation. This leads to the

advance that children can now find an object that was

hidden, exposed, and hidden again, but only if they

are shown before hiding. The final substage of this

developmental period occurs from around 18–24

months. At this time, a child no longer has to experi-

ment with objects themselves and is no longer depen-

dent on seeing or acting on the object, but instead can

represent and operate on the object mentally. At this

stage, the child can retrieve objects hidden in a sec-

ondary box even when he or she did not see the item

moved from the original box to the other. Piaget pro-

posed that these stages occur in order, are progressive,

and are dependent on the age of the child.

Piaget conducted his experiments with infants and

concluded that object permanence is achieved around

eight months of age. Outward signs that an infant has

achieved this developmental milestone include the

exhibition of signs of separation anxiety from the pri-

mary caregiver, stranger anxiety, and delight in the

game of peek-a-boo.

In more recent times, the original Piagetian theory

of object permanence has been challenged. Research

in the area of infant perceptual development suggests

that a stable and separately distinguishable world is

established earlier in infancy than proposed by Piaget.

All of Piaget’s tests involved infants reaching for

objects, but current research suggests that reaching

tests may underestimate an infant’s conceptual ability,

and as such, the results may instead be hampered by

the immature motor ability of the infant. One popular

test method is the habituation/dishabituation situation.

This test only requires the infant to look at perceptual

displays. The results of these studies indicate that

infants as young as three and one-half months display

indications of object permanence. The perceptual

development research shows the possibility that

infants see objects as separate from them possibly

as early as birth. It has been suggested that one
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explanation for an infant’s failure of Piaget’s tests

may be due to the requirement of behaviors that the

infant is not yet able to perform (i.e., pulling the cover

off of an object). The exact age at which object per-

manence is achieved has yet to be determined through

research.

Piaget’s theory of sensorimotor development has

been challenged by research in the field of infant per-

ception and in the area of memory. It is believed that

infants have more sophisticated perceptual and cogni-

tive abilities at an earlier age than that suggested by

Piaget’s research. Some theorists suggest that there

may be greater flexibility in development rather than

Piaget’s prescribed stages.

Lori Jackson

See also Habituation; Piaget’s Theory of Cognitive

Development
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OBSERVATIONAL LEARNING

The belief that learning can occur from observing

other people’s behavior, and the consequences related

to the behavior, is one of the most important princi-

ples of social learning theory. Observational learning

is an important construct because a vast amount of

research has revealed how social modeling can be

used to decrease aggression; promote prosocial behav-

ior such as altruism, consoling, empathy, generosity,

and sharing; and facilitate the adoption of positive

moral attitudes and behavior.

Prior to Albert Bandura’s seminal research on

observational learning, which began in the early

1960s, many researchers believed that children could

not imitate behavior in the presence of an adult

model, nor could they generalize imitative response

patterns transferred to novel situations in which the

model was absent. Bandura and his colleagues pro-

vided counterevidence to these hypotheses and empir-

ically showed that ideas, values, attitudes, skills, and

patterns of behaviors are learned by observing models

rather than caused by instincts, drives, personality

traits, stimulus-response associations, or schedules of

reinforcement, or governed by stage conceptions of

development.

Next, an overview of the outcomes of observa-

tional learning is discussed, followed by a review of

the subprocesses underlying observational learning.

The focus then shifts to a description of the types of

models, concluding with an overview of the charac-

teristics of effective models.

Outcomes of Observational Learning

Social learning theorists contend that observational

learning leads to five important outcomes. First, peo-

ple can learn new behaviors and attitudes by watching

others. Second, observing others leads to response

facilitation, which motivates the observer to perform

the behavior or learn when to use an already learned

behavior. Third, observational learning can lead to the

strengthening or weakening of inhibitions. Inhibition

occurs when models are punished for performing cer-

tain actions, which then terminates or prevents the

observer from engaging in imitation. Disinhibition of

behaviors occurs when models perform threatening or

prohibited activities without any negative conse-

quences, thereby leading the observer to perform the

same act. A fourth outcome of observational learning

is that people may develop emotional reactions to

situations they had never experienced in the past. A

fifth potential outcome of observational learning is

that people’s attention is often directed to a particular

object or event.

Observational Learning Subprocesses

Bandura identified four required and interrelated sub-

processes of observational learning: attention, reten-

tion, production, and motivation, which must occur in

order for observational learning to take place. The

first subprocess, attention, specifies that people cannot

learn from observing a model unless they pay atten-

tion. People select certain models based on their own

needs, interests, and self-efficacy beliefs related to

a given task.
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The second subprocess of observational learning is

referred to as retention, reflecting the importance of

memory functioning in social learning theory. An

individual may pay attention and observe the beha-

viors of a model, and yet does not perform the action

until a later time. The observer must be able to

remember the actions of the model and engage in the

process of silent verbal coding.

Third, in order to reproduce someone else’s behav-

ior, the observer must have the necessary motor skills

or physical ability to perform the behavior.

The fourth and final subprocess of observational

learning is motivation, which relates to the various

types of incentives to act on what the observee has

learned. Motivation in observational learning is

governed by the extent to which the individual

values the task, and it is also influenced by principles

of reinforcement. According to Bandura, the individual

can receive direct reinforcement, which influences the

likelihood of the person being rewarded or punished

in future performances. In addition, an individual’s

behavior is influenced by vicarious reinforcements, or

seeing a model receive some form of reward or punish-

ment. Finally, a person may receive self-reinforcement

by rewarding or punishing himself or herself based on

self-evaluation of the behavior.

Types of Models
and Modeling Formats

Research shows that there are three types of models

that influence observational learning. First, people

watch live models or other people. Observational

learning, however, is not limited to watching another

person. A second type are symbolic models, which

may be filmed models; television cartoon characters;

or characters in a novel, comic book, Internet site, or

video game. A third type of model is verbal instruc-

tion or reading or hearing explicit descriptions of how

to behave.

Researchers also distinguish between two types

of modeling formats: mastery modeling and coping

modeling. Mastery models perform flawlessly, learn

quickly, and tend to verbalize statements reflecting

calm, confident, and positive attitudes. In contrast,

coping models may appear hesitant, show them-

selves making errors, and demonstrate their abil-

ity to handle challenges by relying on effort and

self-reflection.

Characteristics of Effective Models

Previous research indicates that effective models typi-

cally have the following four characteristics:

1. Are Competent. Models need not be perfect; how-

ever, they are most often people who consistently

perform at high levels of competence and have

above-average capabilities.

2. Have Prestige and Power. Models typically are

viewed as prestigious and powerful. They tend to

get things done, and they are likely to effect change

processes.

3. Behave in Stereotypical Gender-Appropriate Ways.

People are more likely to observe the behaviors of

others who act in ways consistent with stereotypical

gender behaviors.

4. Have Relevant Behavior. People with prestige and

power are not necessarily perceived as models. The

observee must value the behavior of the potential

model in order to pay attention to his or her actions.

Gypsy M. Denzine

See also Applied Behavior Analysis; Social Learning Theory
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OLDER LEARNERS

Defining older learners is a more complex process

than may be assumed initially. For instance, the term

older is misleading. Older learner bodes the question

‘‘Older than what?’’ Historically, learning has been

primarily associated with the formal learning found in

schools. Therefore, young learners were school aged

and older learners were beyond the normal age of
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schoolchildren. Reliance on chronological age alone

is a fairly ineffective way to define adult learners,

particularly in view of the contemporary concept of

lifelong learning. The concept of lifelong learning

encourages people to engage in acquiring new skills

and knowledge throughout their lifetimes. This is

a radical departure from the idea that a high school

education was sufficient, in both knowledge and skill,

to allow the graduates to assume their rightful place

in the workforce and within society.

Current thought suggests that today’s high school

graduates may change occupations 7–10 times through-

out their working lives. This need for continual learn-

ing brings an entire segment of the population, whose

previous involvements were small, into the learning

community. If educational psychologists create an

age-based continuum of learners and arbitrarily select

age 65 as the point of delineation, by 2030 it can be

projected that approximately 20% of those involved in

the learning process will be above age 65. They can

just as easily identify those above the age of 65 as

being older learners.

The use of chronological age persists as a means to

identify adult learners. As in the example above, it is

a simple process to arbitrarily select an age in calen-

dar years, such as 65, and declare that those over the

age of 65 are older learners. Chronological age

remains simple and easy to understand, but it reveals

only one component of the older learner.

Another component that may be used to define the

older learner is to examine the learner in terms of his

or her biological age. This is a much more complex

process, and because it relates to the person’s overall

health, physical well-being, or the ‘‘true’’ age of the

body, it is a construct difficult to both define and

measure. However, a working estimate of a person’s

health may be directly related to the person’s ability.

For instance, some are ‘‘old for their age,’’ whereas

others are ‘‘young for their age.’’ Although these

phrases are not meant to provide empirical accuracy,

they do afford insight as to a person’s ability. Biologi-

cal age also affects the learner’s ability to sit and lis-

ten for long periods, take notes, mentally engage, and

myriad other tasks associated with the learning pro-

cess. These tasks may be considered a given for the

younger learner, one better suited physiologically and

biologically for the stress of learning, and remain

a strong influencing component of the older learner.

The final age reference proposed for consideration

is the concept of psychological age. Psychological

age relates to the affective state, or how one feels.

This feeling may relate to a positive or negative atti-

tude toward learning specifically or in general. The

important consideration is that emotionality plays

a large role in an individual’s learning process. People

tend to become more deeply involved in things they

like and less involved in pursuits they dislike. There-

fore, older learners are more likely to engage in the

learning process when they possess an accompanying

mature psychological age, and less likely to engage

when psychologically immature.

Locus of Control

As children develop, their ability to control their lives

increases. Decisions initially made by the parents are

shifted to the child, and as maturity increases, this

locus (place) of control (autonomy) also shifts. In

later mature years, the offspring may become the

caregivers for the elderly parents, and thereby, roles

change from dependent child to independent adult to

provider for the parent. From the parents’ (elderly)

perspective, the locus of control has shifted from

themselves to others. This new identity and all the

encumbrances it brings may be a frightening transi-

tion for the older person. The loss of control can be

a fearful experience.

To a lesser degree, the older learner returning to the

learning environment after a long period of absence

must now deal with an instructor who also represents

a shift in locus of control, and this may be resented,

criticized, or marginalized by the learner. A key con-

sideration in creating a functioning learning environ-

ment is to be aware of the older student’s fluctuations

in the ability to control events in his or her own life.

By incorporating the student into the learning process

(shared locus of control) and reducing the threat of

a new learning environment, the instructor can increase

the likelihood of maintaining the learner’s dignity,

motivation, and continuation in the course or program.

Principles of Learning

From a behaviorist perspective, learning produces

a resultant change in behavior. Learning may be cred-

ited with changes in attitude, values, self-efficacy, and

a variety of other human attributes as well. The indi-

vidual’s needs, emotions, and approaches to learning

shape the learning experience. Motivation and learn-

ing are inextricably linked. Motivation is not only
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required to bring the adult to the learning setting, but

it also influences the individual’s involvement.

Cyril O. Houle promoted the idea that adult moti-

vation, in terms of why they seek further learning,

can be viewed in a three-factor relationship. Houle’s

Typology explains that adults frequently become

involved in order to satisfy a learning objective and to

seek tangible evidence of learning. This includes set-

tings where a diploma, license, certificate, or other

evidence of learning is offered at the completion of

a course of instruction or a learning session. Imagine

how many college students would return to their insti-

tution of higher learning after being told, ‘‘The col-

lege will no longer offer a degree, but feel free to

come and learn and your reward is that you will be

a better person.’’ True, becoming a better person is

implicit in the higher education experience, but with-

out a degree at the end, it is highly unlikely that

students would come at all.

Further motivation to become engaged in the learn-

ing process was identified by Houle as a learning orien-

tation. That is, someone who enjoys the experience of

learning new things. Many adult learners are quite con-

tent to move from one set of subject matter to another,

gathering new skills and knowledge along the way.

The final element of Houle’s Typology was

explained by those who are involved in the learning

process for reasons beyond the content or the learning

program itself. These people enjoy the socialization

of the learning experience. Getting together with

a group of one’s peers to engage in a learning activity

can be a strong motivation for some.

Additional key elements of older learner involve-

ment consist of needs satisfaction, positive emotional-

ity, and for the learning experience to have an

experiential component. Life experience is central to

older adult learning, both in terms of what older lear-

ners bring to the classroom and in terms of what they

expect to take out. This realization can bring extra

care when dealing with theoretical subject matter.

Pure theory is not enough to entice older learners but

applied, relevant theory is more easily accepted as

viable subject matter.

In numerous ways, older learners, when compared

to younger learners, may appear undereducated and not

prepared to engage in a contemporary learning setting.

The reality is that information readily absorbed by

younger learners may not have existed during the edu-

cationally formative years of older learners. These

advances and the virtual knowledge explosion often

can be threatening to older learners. At times, the pre-

viously learned skills may seem insufficient or inade-

quate for the contemporary learning environment. For

instance, the shorthand or typing skills of an older

learner do not seem to fit in the age of computers.

Feeling inadequately prepared for further learning

may serve as a barrier for older learners.

Simple academic tasks such as reading may also have

a negative impact. A reduction in their reading rate,

reduced sight, and vocabulary all influence older lear-

ners’ attitudes and emotions toward reading for under-

standing. Learners are reluctant to participate when they

have a reduced self-image or a sense of being inade-

quate. Whether these factors are real or not, the percep-

tion of them influences their participation.

It is important to structure the learning environment

so that older learners may realize early success within

the learning program. Success and motivation are

closely related. Motivation is not only an antecedent to

learning, it is an outcome of successful learning. By

realizing initial success, older learners are more likely

to continue to engage in the learning process. It is

worth noting that younger learners are required to

learn. Whether in public, private, or homeschool set-

tings, learning for the young is mandated by law. Adult

learners are, more often than not, voluntary participants

in the learning process. Even when the learning task is

work related and mandated by the employer, a simple

job change terminates the mandate. Therefore, the dis-

enfranchised or dissatisfied older individual will show

his or her dissatisfaction by simply walking away from

the instructional setting.

Discrimination

Sometimes, the instructors of older learners unknow-

ingly engage in discriminatory teaching practices. This

is not to say that the instructors of older learners are

discriminatory; rather, they are generally caring, well-

meaning advocates for the older learner. Where discrim-

ination enters is in the form of how participants are

taught. The traditional delivery, set in the arena of the

younger learner, typically does not directly transfer to

the older learner. If the teacher of the older learner is

more experienced working with the younger learner,

there is a great temptation to employ similar teaching

methods for both. On the surface, it may appear to be

a sound practice, based on the idea that if it worked for

the first group (younger), it should work for the second

group (older). Unfortunately, this idea falls short in
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practice. For instance, memorization seems to be a much

easier task for younger learners than for older learners.

The memory banks of the learner may be thought of as

a file drawer or, for that matter, the entire file cabinet.

Younger learners, comparatively speaking, have less

stored information than their older counterparts. Experi-

ence is a critical comparative between the two. The

greater the experience, the greater the number of files

that exist in the file cabinet. From the limited number of

files in younger learners’ file system, information may

be extracted with relative ease. Younger learners may

have only a single drawer of knowledge files and can

access a correct file quickly and easily. Older learners

may have to review the entire file cabinet in order to

find the required information. Ease of access to stored

information, failure to link previous information with

new information, and learning for the sake of repeating

information (rather than applying) all have a negative

impact on older learners’ willingness to learn.

Speed is another factor in learning that can adversely

influence older learners. When information is presented

in a rapid manner, it is more difficult for older learners

to keep abreast of the rate of learning. It is frequently

not a issue of the subject matter being too difficult;

rather, it is a matter of it being presented too rapidly.

Undereducation

The explosion of knowledge worldwide has devalued

the content learned 10 or 20 years ago. Older learners

may come from an era of shorthand and typing skills

into a Web-based, iPod, fast-paced learning environ-

ment. The construct of basic skills should be revisited

in order to ensure that the older learner possesses

basic skills relevant to today’s learning setting.

Should a basic skill shortcoming be realized, the

instructor (often younger than the learner) should

anticipate the need for updating relevant skills before

proceeding to more complex subject matter.

Perhaps the widest variance among older learners

is found in their reading ability. Many older adults

read short stories or novels, which provide an enter-

taining, informal source of pleasure and information.

Textbook reading is often a more stressful undertak-

ing. A reduced reading level may actually promote

a reluctance to participate. Care should be taken to

ensure that reading assignments are meaningful and

have a direct relevance to the classroom activities.

The self-image of older learners also affects their

willingness to participate. When they have a strong

sense of self-worth, their experience brings meaning

and they are equipped to deal with the acquisition of

new knowledge and skills. Their learning outcomes

are likely to be a positive reflection of effort. How-

ever, the converse is equally true. A low sense of

self-worth and devalued skills and experience all con-

tribute to a sense of defeat, often before actual learn-

ing has had a chance to be realized. It is important for

the instructor to maintain an open, ongoing dialogue

with the learner. Informal discussion assists the learn-

ing process and is less threatening to older learners.

The Learning Environment

If there are older learners in the classroom, there is a real

possibility that starting and ending on time is a concern.

Typically, older learners are products of a time when

punctuality and commitment were valued attributes,

more so than today. The idea of a class beginning and

ending within the prescribed limits meets an expecta-

tion, which, in turn, makes the learning experience

more appealing to older learners. Instructor prepared-

ness is another critical factor for older learners. The

seemingly unprepared instructor leaves unanswered

questions posed by the learner, such as, ‘‘What can

I learn from this person?’’ Again, it is a matter of

expectation as older learners, more so than younger

learners, have an expectation of instructor preparedness

and competence. These are expectations that must be

demonstrated in order for older learners to identify with

and gain confidence in the learning process.

Further expectations of older learners include

a need for respect and dignity. Until learners are accli-

mated to the learning environment, the classroom can

pose a stressful, even threatening setting. Instructors

should be mindful that older learners have, for the

most part, achieved success in their everyday lives.

Whether as workers, parents, family members, or

some other endeavor, they have established and

attained goals outside the classroom. Even those with

previous academic success are often intimidated when

they enter the classroom. Maintaining respect and dig-

nity constitute major contributions to the learners’

overall success.

The pace of learning activities has a strong influ-

ence on older learners. Sudden changes in scheduling

or a rapid switch among topics within a single lesson

may confuse or lose older learners. Keep individual

learning sessions short, approximately 45 minutes with

follow-up discussion. Reduce time pressure. Phrases
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like ‘‘That is enough discussion, we have to move

along’’ can be disconcerting for older learners who

engage in discussion as a means of clarification, rein-

forcement, or furthering the learning process.

Regular attendance is not necessarily a strong suit

among older learners. Older learners may miss a class

meeting for a variety of reasons, among which are

health, transportation, family-, or work-based obliga-

tions or others. An erratic attendance pattern should

not be interpreted as the learner’s lack of interest or

ability but rather as one of the realities facing the

older learner.

Timed tests may be satisfactory for younger learners

but actually work to the disadvantage of older learners.

Consider the knowledge of younger learners as being

contained in a series of files in a file drawer. When it is

necessary to retrieve a single file (recall specific infor-

mation), it is a relative simple task because the files are

fresh, in order, and relatively few in number. Con-

versely, older learners have a larger number of files

(experience, previous knowledge) that may be out of

sequence. In order to extract the correct response, older

learners have a sufficiently difficult task in recalling

from their extensive file drawer of information without

compounding the difficulty with a time constraint.

Elimination of timed tests, by its nature, results in

higher performance levels for older learners.

Remember that formal learning (classroom learn-

ing) also has a social component. The learners will

naturally gravitate to one another for support and

encouragement, and may even form informal cohort

groups as they progress through the learning process.

These factors make the concept of group work appear

more appealing than individual work. Older learners

are also accustomed to working in groups, a trait

acquired in both the workplace and family settings. In

addition, when educators use a group- or team-learning

environment, why administer individual tests? The

ability to work with others is a desirable learning out-

come. With that being the case, individual examination

performance seems to be an evaluation method in

opposition to the learning objective. Older learners are

typically quick to understand this contradiction and are

better assessed by means of a portfolio, research paper,

group project, or some similar means of determining

learning goal attainment.

In terms of classroom management for older lear-

ners, take frequent breaks and/or establish a classroom

policy whereby students may enter and leave as they

see fit. It may be embarrassing for some older learners

to raise their hand and request permission to go use

restroom facilities. A flexible entry and departure pol-

icy that demonstrates sensitivity to the learners’ needs

not only reduces stress and apprehension but also con-

tributes to the overall bond of trust between learners

and instructor.

Structure the class for success. Early learning

success fosters later participation. Early classroom

success may be as simple as a discussion activity or

recognizing an individual or group for their contribu-

tion. Minimize the impact of errors in the classroom.

The classroom is a desirable place to err. In the class-

room, errors can be identified and corrected, further-

ing the prospect of success outside the classroom.

Perhaps the greatest single factor in relating to older

learners is ensuring that the new knowledge to be

gained is related to previously acquired knowledge and

information. This linking of new information to previ-

ous knowledge and experience not only enhances the

learning but also helps transform the new knowledge

into practical, relevant, and functional information.

Older Learners
and Younger Learners

Older learners bring a wealth of experience and

understanding to the classroom. This can be intimidat-

ing to younger learners. Younger learners may also

intimidate older learners, with younger learners being

viewed as possessing more current knowledge and

better study skills, and also being more at ease with

the teaching/learning environment. With time, open-

ness, and caring for both, older and younger learners

can appreciate and capitalize on the strengths of each

other. An essential element is the instructor who is

cognizant of both sets of learners and willing to create

a learning environment that encourages and facilitates

success for all.

James E. Witte
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OPERANT CONDITIONING

The central purpose of education is to help students to

learn. The basic processes that produce learning have

been investigated in the laboratory under the heading

of conditioning. The technical term conditioning is

used to distinguish between behavioral changes that are

conditional upon—that is, dependent upon—individual

experience and those that are largely independent of

experience, such as salivating when a sweet substance

stimulates the tongue or blinking when an object rap-

idly approaches the eye. This entry describes the two

factors that laboratory research has identified as essen-

tial for conditioning. The entry then explores some of

the implications of what is known about basic condi-

tioning processes for learning outside the laboratory.

The carefully controlled methods of the laboratory

most often use nonhuman animals, but they are neces-

sary to uncover fundamental learning processes. How-

ever, these basic processes have been confirmed in

later research with humans. Following their discovery,

they have been used to facilitate learning in the less

controlled and more complex environments of the

everyday world. Application of basic principles to

behavior outside the laboratory always involves addi-

tional knowledge of the specific fields to which they

are applied.

Two types of laboratory procedures have been

used to study learning processes—operant condition-

ing and classical conditioning. The two procedures

have in common the fact that each presents the learner

with an environmental event (a stimulus) that already

elicits some behavior. Common laboratory examples

are food that elicits salivation and a puff of air to the

eye that elicits blinking. A stimulus that already elicits

a readily identified response provides the experi-

menter with a response that can be used to track the

progress of learning.

The two procedures differ with regard to what kind

of event precedes the eliciting stimulus. In the operant

procedure, a response precedes the eliciting stimulus

such as when a lever-pressing response is followed by

the presentation of food. In the classical procedure,

another stimulus precedes the eliciting stimulus, such

as when the sound of a tone is followed by food, to

use another laboratory example. In the classical proce-

dure, the behavioral change (learning) that occurs

is an increase in the strength of the elicited response

to a new stimulus. Continuing with the laboratory

example, after several tone-food pairings, salivation

begins to occur during the tone even before the food is

presented on that pairing. In the operant procedure, the

behavioral change involves not only an increase in the

strength of the elicited response but also in the strength

of whatever response precedes the eliciting stimulus

and its elicited response. For example, after several

pairings of lever pressing with food, not only does sali-

vation increase when the animal sees the lever, but the

likelihood of pressing the lever also increases.

As the foregoing examples illustrate, the classical

procedure is limited to changing the stimuli that guide

a response that can already be elicited: The tone

comes to evoke salivation, a response that was origi-

nally elicited by food. The operant procedure is much

more versatile because almost any behavior of which

the learner is capable can become guided by the envi-

ronment: The sight of the lever guides not only saliva-

tion but lever pressing. Using an operant procedure,

the strength of any one of a large number of responses

could have been changed if they had preceded

the food—pulling a chain, vocalizing, running down

a path, and so on. The responses that precede the eli-

citing stimulus are called operants to emphasize that

they operate on the environment to produce the elicit-

ing stimulus. Because of the greater scope of the oper-

ant procedure for changing behavior, findings from

this procedure have more profound implications for

understanding the learning process, particularly the

conditioning of complex behavior.

Two Factors Required for Learning

Eliciting stimuli have the ability to change the way in

which the environment guides behavior if two require-

ments are met—requirements that are technically desig-

nated as contiguity and discrepancy. Eliciting stimuli

that bring about behavioral change are called reinfor-

cing stimuli or simply reinforcers. Such stimuli rein-

force, or strengthen, the ability of environmental stimuli

to guide behavior. In what follows, the eliciting stimuli

of concern are those that can function as reinforcers.

Contiguity

Contiguity refers to the occurrence of two events

close together in time, that is, temporal contiguity. In

the operant procedure, the effect of temporal contigu-

ity is studied by varying the time between the occur-

rence of the operant and the presentation of the
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reinforcer—for example, between a lever press and

the presentation of food. When this time interval is

varied under controlled laboratory procedures, the

common finding has been that the reinforcer strength-

ens the environmental guidance of the response only

when the reinforcer almost immediately follows that

response. If the reinforcer is delayed for more than

a few seconds after the operant, other responses have

an opportunity to intervene and these responses

become strengthened more than the operant (that is,

the response that the experimenter has arranged to

produce the reinforcer after a delay). Such findings

indicate that the conditioning process is fundamen-

tally sensitive to temporal, not causal, relations. Of

course, close temporal relations are often characteris-

tic of cause-effect relations, so the temporal contiguity

requirement often provides the basis for detecting

cause-effect relations between environmental and

behavioral events, although the conditioning process

is not infallible.

Some superstitions arise from the sensitivity of the

conditioning process to temporal relations. As a labo-

ratory example with human subjects, a college student

was asked to determine what response produced

points on a counter. Unknown to the student, the

points were added at random time intervals indepen-

dent of what the student was doing. However, because

humans are always behaving, some behavior inevita-

bly occurred immediately prior to the addition of

a point. This behavior became strengthened even

though it did not cause the point to be added. As

a result, the response was more likely to be occurring

before the next point and was strengthened further.

The superstition that a particular response caused the

point became established as a kind of self-fulfilling

prophecy that varied for different students depending

on what response happened by chance to precede the

reinforcer in their pasts.

Discrepancy

In the 1970s, a second factor was identified as nec-

essary for conditioning to occur: A reinforcer had to

not only immediately follow the operant to strengthen

it, but also to evoke an elicited response that was not

already occurring. In technical terms, to function as

a reinforcer, an eliciting stimulus must produce

a behavioral change (or behavioral discrepancy) as

well as occur close in time to the operant. As a labora-

tory example, if pressing a lever is first followed by

food when a tone occurs, and later in training, a light

is added to accompany the tone, then the light never

acquires the ability to guide lever pressing when the

light is presented by itself. Because of prior condition-

ing to the tone (which caused the tone to guide saliva-

tion as well as bar pressing), conditioning to the light

was blocked because the animal was already salivat-

ing when the light was introduced. That is, there was

no discrepancy between the behavior occurring during

the light and the behavior elicited by the food.

Stated in everyday language, laboratory studies

have discovered that learning occurs only when

behavior is immediately followed by an event that

‘‘surprises’’ the learner.

Implications for Education

Some of the many implications of operant condition-

ing for education are sketched here, which research

supports.

Initial Learning (Acquisition)

Except for the very simplest behavior, the basic pro-

cedures used in the laboratory to study operant condi-

tioning must be elaborated to condition more complex

behavior. Most real-world behavior consists of a coordi-

nated sequence of several distinct responses, as when

writing even a single word. In such cases, at the outset

of learning, the presentation of a reinforcer—such as

praise from a teacher—cannot be delayed until the

completion of the entire sequence of responses. The

writing of each individual letter or part of a letter must

be reinforced first, with subsequent reinforcers gradu-

ally withheld as successive responses approximate ever

more closely the entire sequence. This technique is

called reinforcement by successive approximations to

the final behavior.

Conditioned Reinforcement

Most reinforcers for complex human behavior are

not innate elicitors, such as food evoking salivation.

Praise from a teacher is an example of a learned or

conditioned reinforcer. Conditioned reinforcers are

stimuli that have acquired their ability to evoke

behavior (e.g., praise evokes smiling) through being

paired with other stimuli that are already elicitors.

Research has determined that the principles that
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describe the action of conditioned reinforcers are

essentially the same as those for innate elicitors.

Maintenance of Behavior
(Intermittent Reinforcement)

Initial learning is facilitated when every occurrence

of the target behavior is immediately followed by

a reinforcer. However, behavior is better maintained

when the frequency of reinforcers is gradually reduced

during training. For example, a child who is learning to

write might receive praise at first for every well-formed

letter, but later, praise should be withheld until an

increasingly large number of letters has been produced.

When reinforcers do not occur after every instance of

the target behavior, the procedure is called intermittent

reinforcement. Behavior is well-maintained by inter-

mittent reinforcement and persists for a longer time if,

for any reason, reinforcers are later missing.

Reducing the frequency of reinforcers for the tar-

get response also keeps the reinforcer ‘‘surprising.’’ If

the response evoked by the eliciting stimulus is fully

‘‘expected,’’ it will no longer function as a reinforcer.

Thus, when praise is dispensed frequently, especially

when performance is marginal, praise loses its effec-

tiveness as a reinforcer.

Environmental Guidance of Behavior
(Generalization and Discrimination)

Reinforcers do not merely strengthen behavior;

they strengthen behavior in the presence of the par-

ticular environment in which the operant produced

the reinforcer. The reinforced behavior will later

occur during other environments only to the extent

that other environments share features in common

with the training environment. This is known as

stimulus generalization. For learning to generalize

from the classroom to the wider world, the class-

room should contain features that overlap with those

of the environments in which the behavior is intended

to occur. Sometimes, however, generalization of learned

behavior must be restricted to particular environments,

even when those other environments share features in

common with the training environment. For example,

calling out a friend’s name on the playground may be

reinforced by the friend’s attention but not in the library

when the friend is studying. The restriction of rein-

forced behavior to a particular environment is called

stimulus discrimination. Stimulus discriminations are

acquired when behavior is reinforced in the presence of

one environment but not in the presence of other envir-

onments, even if the other environments contain some

common features.

Applications of Operant
Conditioning in Education

A number of successful efforts have been made

to explicitly apply principles and findings from the

study of operant conditioning to educational practice.

Among these are the Personalized System of Instruc-

tion (PSI), Precision Teaching (PI), and Direct

Instruction (DI). Although the methods differ some-

what, they share a number of features in common.

Among these are immediate feedback (reinforcement)

for the performance of individual students, frequent

objective measures of performance, specific proce-

dures to implement the method, and reliance on

instructional research. For example, in PSI, each stu-

dent moves at his or her own pace with progress to

the next step not occurring until the student has mas-

tered knowledge at the present step. Thus, individual

differences between students in grades are replaced by

individual differences in rates of achievement of mas-

tery. Objective assessments indicate that these methods

foster student achievement that is superior to standard

teaching methods for students of a wide range of abili-

ties. As one example, the superior achievement pro-

duces, as a by-product, greater student self-esteem,

even greater than alternative procedures explicitly

designed to foster self-esteem. Nevertheless, operant

conditioning teaching methods remain controversial

because they are seen as at odds with mainstream edu-

cational philosophy.

John W. Donahoe

See also Applied Behavior Analysis; Classical Conditioning;

Learning; Reinforcement
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P
When you teach your son, you teach your son’s son.

—The Talmud

PARENTAL EXPECTATIONS

Psychologists and sociologists have long been inter-

ested in parents’ expectations about their children’s

achievement in school and their future occupational

attainment. Although the term expectations has been

defined in various ways in the literature, most current

research tends to characterize parent expectations as

realistic beliefs or judgments that parents have about

their children’s future achievement. Parent expecta-

tions can be distinguished from aspirations, which

refer to idealistic hopes or goals that parents may

form regarding future attainment. In some studies,

parents are asked directly about their expectations,

but it is also common to ask students to articulate

what they perceive to be their parents’ expectations.

Early work on parental expectations was conducted

by sociologists interested in understanding how a family’s

socioeconomic status (SES) is transmitted from one gen-

eration to the next. These researchers sought to pinpoint

the transmission mechanism involved and began includ-

ing parental expectations to their models as a mediator

between family SES and adolescents’ educational and

occupational attainment. Significant family members

were viewed as ‘‘definers’’—those who held expectations

and conveyed them directly—or as ‘‘models’’—those

who influenced students indirectly through their own

aspirations or level of attainment.

Subsequent theorists seeking to elaborate a process

model by which families affected student achievement

began to examine how parents expressed and com-

municated academic expectations to their children.

Four major questions have been posed in contemporary

research on parental expectations: Do parental expecta-

tions influence children’s achievement in school? What

are the mechanisms linking parental expectations

and student achievement? What factors determine the

nature of parental expectations? What factors deter-

mine the strength of the relation between parental

expectations and student achievement?

Relation of Parental
Expectations to Student Achievement

The relation between parental expectations and student

achievement has been established in many empirical

studies. Parents who hold high expectations for their

children’s grades or performance on examinations tend

to have children who subsequently receive higher

grades, achieve higher scores on standardized tests, hold

higher aspirations for future educational and occupa-

tional attainment, and persist in their schooling. Several

meta-analyses have found that parental expectations are

the strongest family-level predictor of student achieve-

ment outcomes, exceeding the variance accounted for

by other parental beliefs and behaviors by a substan-

tial margin. By controlling on the effects of early
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achievement, the results of longitudinal studies offer

particularly powerful proof that parental expecta-

tions are a causal determinant of student outcomes.

Causal Mechanisms Linking Parental
Expectations to Student Achievement

Early accounts by sociologists postulated that parental

expectations signaled information to students about their

capabilities that was then incorporated into students’

aspirations for achievement. Social cognitive theorists

have similarly argued that high parental expectations

contribute to scholastic achievement by raising students’

academic self-efficacy and aspirations, as well as by

bolstering their confidence in counteracting peer pres-

sure to engage in detrimental pursuits.

A second line of work, emerging in the 1960s and

1970s, introduced the notion of ‘‘achievement press,’’

arguing that parental expectations create a psychological

demand to realize those expectations. The notion that

parental expectations create a pressure to achieve is

reflected in current work examining whether high

expectations may sometimes cause emotional stress in

children. A third line of inquiry has focused on how

parental expectations catalyze parent efforts to engage

in specific forms of teaching, monitoring, and supervi-

sion of their children’s learning; to shape the child’s

academic environment; or to form connections with the

school. A fourth perspective emphasizes the connection

between high expectations and parents’ emotional

support for student achievement. Following James

Coleman’s notion of social capital, these theorists argue

that positive parent–child interactions express them-

selves in the form of high parental expectations, thus

establishing parental expectations as the mediator rather

than an exogenous determinant of nurturing relations.

Determinants of Parental Expectations

At the level of the individual family, the most salient

factor affecting the nature of parental expectations is

prior student performance. Students who have been

performing at a certain level are, to some extent,

expected to continue at that level. However, subjec-

tive factors also come into play as parents formulate

expectations for future performance. Just as high-

achieving students may lack a sense of their own aca-

demic capability, so parents may miss the relevant

cues and make unduly optimistic or pessimistic pre-

dictions concerning their children’s future.

Factors operating at the level of racial or ethnic

group affect parental expectations as well. Many

studies have documented high academic expecta-

tions held by Asian American parents, relative to

other ethnic groups. Most researchers attribute this

pattern of high expectations to cultural beliefs about

the importance of education. Others argue that edu-

cation is seen as the only viable means for Asian

Americans to secure economic security in the face

of discrimination. Parental expectations also vary by

parent SES, with mother’s education level being

particularly influential. The fact that SES predicts

parental expectations after controlling for student

prior achievement suggests that these SES differ-

ences are not simply a reflection of class-based

achievement patterns.

Contribution to Salience
of Parental Expectations

Many investigators have sought to understand the

conditions under which parental expectations are par-

ticularly salient. Four factors contribute to the strength

of the relation between parental expectations and

student achievement. One factor is the closeness of

the parent–child relationship. Students who interact

with their parents frequently and who have a sense of

mutual trust and commitment may be more affected

by their parents’ expectations. A second factor is the

age of the child. Parental expectations are less

strongly associated with student performance in ele-

mentary than in secondary school, perhaps because

parents have obtained more information about their

children over time. A third factor pertains to the com-

pleteness and accuracy of information that parents

receive about their children’s achievement. Parents

may form erroneous expectations if the information

is difficult to obtain or is not provided in a clear,

understandable format. A fourth factor refers to paren-

tal resources. Parents with resources to act on their

expectations with supportive actions may effect

a change in their children’s achievement that is in line

with their expectations, but in families that lack such

resources, children’s performance may decline in spite

of high parental expectations because parents are

unable to provide needed support.

Susan D. Holloway and Yoko Yamamoto

See also Parenting; Parenting Styles; Social Development
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PARENTING

Parenting has become a commonly used term. As

both a noun and verb, it is now applied to the many

aspects of caring for a child from birth to adulthood;

however, the word did not emerge in public usage in

America until the 1950s. It was preceded by the term

parentcraft, which was used in Britain in the 1930s

to refer to learning the skills related to a wide spec-

trum of practical family matters. Even today, with

increased emphasis on the importance of parenting

and the prevalence of available child-rearing informa-

tion, there is no general agreement on what parenting

specifically means.

Rather than a unitary concept, the term invokes

a host of assumptions and expectations and encom-

passes a cluster of meanings. Broadly speaking, parent-

ing might best be defined as the process of rearing

children; providing for their health, education, and

well-being; and ensuring their cognitive, social, moral,

spiritual, and emotional development. It involves the

holistic preparation of children to become successful,

independent adults.

Background

Before the 20th century, information on how one

should parent was generally found in the counsel of

older, experienced mothers and religious leaders. It

was not until the work of pediatrician L. Emmett

Holt, who wrote the Care and Feeding of Children in

1894, that a scientific approach to the study of parent-

ing began to take hold. Holt’s practical, stern book

that recommended strict recipe-like control and rou-

tine remained popular for years, with new editions

appearing until 1934, by which time numerous child

psychologists, other doctors, and child study experts

began producing a variety of works on parenting.

The focus of these early parenting books was

a mix of psychology and medicine. John Watson,

who established the behaviorist school of psychologi-

cal thinking, brought public attention to ways parents

mold a child’s development. His book, the Psycholog-

ical Care of Infant and Child, published in 1928, was

based on his ethological studies of animal behavior,

from which he drew extravagant conclusions that chil-

dren could be molded into any kind of person a parent

desired through consistent behavioral techniques. He

admonished parents to treat children with emotional

detachment but also with respect. This approach

opened the door for questioning the puritanical, auto-

cratic belief that corporal punishment was a necessary

component of strict discipline; however, at the same

time, he criticized parental responsiveness, warning

that warmth and affection would ‘‘spoil’’ a child.

Watson’s belief that parenting is a science and should

be regarded as an ongoing experiment in successfully

rearing children became widespread through popular

magazines, radio broadcasts, and speeches to educa-

tors and physicians. The U.S. Department of Health

printed his views in parenting pamphlets.

Pediatrician Benjamin Spock opposed Watson’s

approach to scheduled, autocratic parenting. His

highly influential book, Baby and Child Care, pub-

lished in 1946, advised parents to regard each child as

an individual and to provide loving guidance within

an environment of firm, consistent limits. As a result

of his writings, child-rearing was viewed flexibly,

within the context of changeable family dynamics.

Throughout the last half of the 20th century, there

has been a proliferation of eclectic, often contradic-

tory parenting advice directed to those searching for

ways to optimally rear a child. Theory and research

has become segmented, with separate foci on specific

areas such as discipline, medical issues, developmen-

tal problems, and developmental stages. This trend

has provided deeper insight for professionals in the

field, but it can be confusing for parents who rarely

have the depth of knowledge or experience required
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to synthesize across studies. The highly publicized

separate reports of factors supporting children’s opti-

mal growth may contribute to an increase in parental

anxiety, particularly in those who become parents

later in life and those who have fewer children.

Traditional and
Evolving Parenting Roles

Because the word parenting is not representative of

a static conception but refers to different behaviors and

practices, it has developed distinct meanings within dif-

ferent contexts and with different groups. It is important

to acknowledge that parenting can be seen from a vari-

ety of perspectives representing a variety of dimensions,

ages, and stages. Parenting behaviors, taking into

account all aspects of a child’s social, emotional, physi-

cal, moral, spiritual, and educational development, are

influenced not only by the culture in which the parent

belongs but also by the individual family structure and

the community in which the family lives.

In Western societies, parenting obligations have

traditionally depended on biological relatedness.

Now, from a legal perspective, parenting has become

a contentious issue as a result of the changing nature

of family relationships. The increase in surrogacy,

foster care, and nontraditional adoption has presented

new issues requiring resolution. Questions of the

rights and responsibilities of a biological parent (pro-

ducing a child) versus those of a functional or social

parent (rearing a child) make it essential that the areas

of custody, care and support, and personal identity be

clearly identified. When used in legal cases such as

adoption, custody, the assignment of rights and

responsibilities, or making educational decisions, the

terminology referring to parenting is subject to state

or local judicial interpretation. Clearly drawn legal

parenting job descriptions and agreements can be used

to delineate roles and responsibilities for blended fam-

ilies, encourage effective co-parenting, and minimize

conflict among divorced and divorcing spouses.

In 1989, the United Nations met to develop a set

of minimum standards to protect the rights of chil-

dren. Members of the Convention on the Rights of the

Child universally agreed on an absolute right to a min-

imum standard of care and support for those under

the age of 18. Parental responsibilities, as adopted in

Article 27(2), state, ‘‘The parent(s) or others responsi-

ble for the child have the primary responsibility to

secure, within their abilities and financial capabilities,

the conditions of living necessary for the child’s

development.’’

The Supreme Court of the United States has con-

sistently upheld the tenet that parents have the right to

direct the basic upbringing and education of their chil-

dren. Important precedents have been established that

address religious training, medical decisions, and edu-

cational opportunities and requirements. Since the

Meyer v. Nebraska case in 1942, the right to rear

one’s children has been deemed ‘‘essential,’’ and the

integrity of the family has been considered protected

by the due process clause of the Fourteenth Amend-

ment. In 2000, the Court wrote a landmark decision

(Troxel v. Granville) affirming the ‘‘fundamental right

of parents to rear their children.’’ Subsequent deci-

sions have held that these ‘‘fundamental rights’’

include the custody, care, and control of their chil-

dren. Interpretations of these opinions are complicated

by the changing demographics of parents.

The Changing
Demographics of Parents

A review of U.S. Census data reveals significant ongo-

ing changes in the makeup and structure of today’s

families. Many of these changes have major implica-

tions for parenting, particularly in relationship to the

educational of the nation’s children. Each census shows

the increasing cultural diversity of the United States,

bringing with it significant variations in family struc-

ture, child-rearing practices, and socialization patterns.

Single-parent households now constitute nearly

one third of homes with children under age 18. More

than 40% of children in single-parent households live

in poverty compared with less than 10% in two-parent

homes. There are more than 2.5 million grandparents

raising children. Moreover, the extreme youth of

many new parents continues to be striking, with

father-absent teenage births remaining much higher

than those of just a few generations past. Even two-

parent families are much likelier to have both parents

working than ever before, limiting time available to

spend with children. This poses significant pressures

related to child-care issues, including additional

responsibilities and duties related to schools.

According to the Stepfamily Association of Amer-

ica, more of half of current Americans are, have been,

or will be in one or more stepfamily situations. In addi-

tion, as noted by the Children’s Defense Fund, more

than 4% of the nation’s children live with neither
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biological parent. There are many children in adoptive,

foster care, or grandparenting environments, and as the

number of same-sex households continues to grow,

many children are being reared by gay and lesbian par-

ents. Effective parenting with regard to the develop-

ment, adjustment, and psychological well-being of

children must take these different family configurations

into account.

In addition to changing family structures, the mobile

lifestyle of Americans presents other challenges for

parenting. Nearly 15% of Americans move annually.

This puts a burden on both families and schools trying

to provide stability and educational continuity. This

mobility has created long-distance families, which

tends to diminish the sharing of child-rearing wisdom

across generations and within extended families.

The cultural diversity of the United States presents

different parenting concerns. The 2000 U.S. Census

data show the Latino population is growing four times

faster than the general U.S. population. People of His-

panic heritage account for half of all U.S. births, and

one in five U.S. teens identify as Hispanic. Hispanics

comprise 13.5% of the population. Comparatively, the

African American population counted a slower gain

(3.1%), and the Asian population approached a 10%

growth rate. The cultural history of each of these

individual groups, as well as many other immigrant

groups and native peoples, brings richly varied expec-

tations and traditions to the tasks of parenting. These

population shifts warrant the review of generalizations

and assumptions of parenting roles based on previ-

ously drawn heterogeneous models.

Parenting Styles and Attitudes

Educators and psychologists have become increasingly

interested in the ways parents can influence a child’s

development. This has led to substantial research on

parenting styles and practices. Studies focus on paren-

tal values, expectations, personality and temperament,

as well as broad patterns of parenting style.

There are four widely acknowledged parenting

styles, which were first identified in the work of Diana

Baumrind in the early 1990s. These styles have been

linked to predictions of child well-being and achieve-

ment. The authoritative style is the most common

approach of parents in the United States, regardless of

cultural background.

Authoritative parenting is child-centered. Authorita-

tive parents are highly involved and actively interested

in their child’s life. They tend to value open commu-

nication and choice and support their child’s growing

independence. At the same time, authoritative parents

do not shy away from clear expectations or appropri-

ate, not punitive, discipline. Current literature may

include the term democratic parenting when referring

to this general style. Children reared by parents with

this parenting style are encouraged to make choices,

see the consequences of their choices, and creatively

cope with change, which makes authoritative parent-

ing a good match with the demands of a quickly

evolving society. On-going research points to the suc-

cess of authoritative parenting in raising secure,

responsible children.

In contrast to authoritative parenting, authoritarian

parenting is adult-centered. Authoritarian parents

exercise strict control over their child and tend not to

value open communication. They expect obedience

and may use physical punishment as a preferred

method of discipline. This type of parenting demands

adherence to established norms, provides instruction

through a master–pupil or adult–child model, and is

opposed to change. Children reared by parents using

an authoritarian parenting style may achieve well aca-

demically, but they may also become rebellious or fall

victim to peer pressure.

Both authoritative and authoritarian parents have

high expectations for their children. One primary dif-

ference is that the authoritative parent uses explana-

tion and discussion, whereas the authoritarian parent

uses strong, unquestioning control.

The third type of parenting style is called permis-

sive; these parents are predominantly lenient and

indulgent. Like authoritative parents, they allow

choice and independence and do not provide clear

boundaries, guidelines, or expectations. These parents

value nonconformity. Whereas children raised by per-

missive, nondirective parents may become inventive

and creative, they often have problems when working

in structured environments such as classrooms or

offices, because they do not have experience with

appropriate behavioral expectations. In addition, chil-

dren reared in indulgent homes score higher on mea-

sures of self-esteem and social skills but are more

likely to have difficulty adjusting to school.

The fourth parenting style, neglectful parenting, is

represented by uninvolved parents who demand little

or nothing from their child, are not responsive or

aware of their child’s needs, and do not actively par-

ticipate in their child’s life.
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There have been years of research into parenting

styles; however, it remains a vital area of study espe-

cially in light of changing family demographics.

Studies of Parenting

Topics frequently included in studies about parenting

cover the direct ways parents impact the development

of their children. Research into parenting practices

can be divided into the relationship between positive

and negative influences on child outcomes. Positive

practices include supportive involvement and consis-

tent, caring monitoring.

The bulk of studies look at the ways into which

negative parenting practices, such as corporeal pun-

ishment, lack of support, or poor supervision, put chil-

dren at risk for cognitive, behavioral, social, and

health problems. On the other hand, there is research

into parental fostering of talent development, resili-

ence, and achievement. Positive parenting has been

shown to foster adaptive behaviors as well as direct

and indirect effects on adjustment.

Measures used to evaluate aspects of parenting are

predominantly self-report questionnaires and observa-

tion scales. These rate monitoring and discipline tech-

niques, relationship and interaction quality between

parent and child, family context (including adaptabil-

ity, cohesion, organization, and stress), and involve-

ment level of parent at home and at school.

Research into factors leading to learning and

school achievement has shown that there is a positive

link between the level and quality of parental involve-

ment and benefits for children. Although this research

offers compelling evidence to support ongoing stud-

ies, there are some inherent limitations. Much of the

work into issues related to the relationship between

parenting and education has been carried out using

experimental designs such as ethnographies, case

studies, or other qualitative studies that do not allow

cause and effect conclusions.

Parenting Behaviors

Jeanne Brooks-Gunn and Lisa Markman have proposed

seven aspects of parenting: nurturance, language use,

discipline, materials in the home, monitoring, manage-

ment of the home, and, direct teaching of skills to chil-

dren. Several of these dimensions, such as language,

materials in the home, and the teaching of skills, have

been directly linked to school achievement. Other

parenting practices, such as discipline, nurturance, and

monitoring, are linked to potential behavior problems.

Programs for parent training have been shown to have

an effect on parenting behaviors, as they help parents

build awareness and interaction skills.

Parental Involvement in Education

The right of every child to a uniform, consistent

education is a hallmark of America. The expansion

of public education has been praised as the most

successful progressive movement of the 19th century.

Until the 1840s, most elementary schools in the

United States were cooperatives, organized and run

by groups of parents. Children were also taught to

read in Sunday schools using the Bible. The ‘‘com-

mon school’’ movement took hold as community lea-

ders began to see the practical and social benefits of

a basic education for all children. By 1870, each state

in the United States provided free elementary school-

ing, marking a profound change in the relationship

and perceived responsibility of parents for the educa-

tion of their children.

Parents and families, who had been the center of

their children’s education, became increasingly

peripheral to the conception of education in the newly

emerging public schools and school practices. In addi-

tion, the reliance on schools as centers of education

tended to blur the distinction between a child’s educa-

tion and formal schooling. Parents were encouraged

to leave the education of their child to professional

educators. However, it is understood today that educa-

tion, as a process of lifelong learning, takes place in

all areas of life, not just in school. Therefore, home

experiences, including parental input, provide impor-

tant influences on learning, both positive and nega-

tive. For example, when children play, listen to their

parents and friends, read books, watch TV, and

engage in other activities, they are becoming educated

in a variety of ways.

Concerned parents noted the dangers of separat-

ing school and home. The formation of the Parent

Teacher Association (PTA) was an attempt by parents

to encourage collaboration and communication among

all stakeholders. In 1897, mothers and fathers, as well

as teachers, workers, and politicians, gathered for the

very first PTA meeting. By the early 1900s, the PTA

had grown dramatically in numbers and in strength,

becoming a fixture in American life and schools. The

association’s efforts led to the creation of kindergarten
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classes, a juvenile justice system, and child labor

laws. Other achievements of the PTA included the

founding of the hot lunch program, mandatory immu-

nizations for schoolchildren, physical education clas-

ses in public schools, and sex education for preteens,

as well as increased wages for teachers.

The history of the PTA, an example of how parents

usefully intervene in the education of their children,

dramatizes one of the underlying tensions in American

education. Overall, school administrators initially were

receptive to the PTA and the involvement of parents.

However, as PTA members tried to become involved

not only in the social welfare of the students but also

in the educational content of programs, tensions devel-

oped between the predominantly male administrators

and school board members, and the predominantly

female membership of the PTA. Beyond considering

such issues as whether hot lunches should be available

to their children, women desired to influence issues

such as when reading should begin and what textbooks

should be used. Some administrators resisted this

extension of the PTA’s work.

As the PTA grew and became a formidable institution

of its own, other forms of independent parent teacher

organizations (PTOs) began to emerge. PTOs are groups

that choose to remain independent of a national organiza-

tion, choosing to respond to local issues and needs. These

local groups point to one of the critical trends describing

parent involvement in the schools: Over the past several

generations, the PTA has consistently lost members.

From a record high of 12.1 million members in 1962,

membership dropped to about 6 million, despite record-

high school enrollments.

Explanations for this decline include factors that

contribute to limited involvement of parents in schools:

economic pressures on families that may require both

parents to work, the growth of single-parent house-

holds, the increased mobility of Americans, and the

resulting geographic distance between extended family

supports.

National Recommendations

Current federal legislation recognizes the importance

of parental involvement. The No Child Left Behind

(NCLB) Act of 2001 contains provisions that require

schools to provide information about student progress

in understandable and accessible language for parents.

The law also requires that schools offer professional

development activities to train educators about ways

to involve, and work with, parents in support of each

child’s education.

In the landmark 1983 report A Nation at Risk, after

making numerous recommendations for educational

reform, the members of the National Commission on

Excellence in Education directly refer to the crucial

role of parenting in education:

To Parents: You know that you cannot confidently

launch your children into today’s world unless they

are of strong character and well-educated in the use

of language, science, and mathematics. They must

possess a deep respect for intelligence, achievement,

and learning, and the skills needed to use them; for

setting goals; and for disciplined work. That respect

must be accompanied by an intolerance for the

shoddy and second-rate masquerading as ‘‘good

enough.’’ You have the right to demand for your chil-

dren the best our schools and colleges can provide.

Your vigilance and your refusal to be satisfied with

less than the best are the imperative first step. But

your right to a proper education for your children car-

ries a double responsibility. As surely as you are your

child’s first and most influential teacher, your child’s

ideas about education and its significance begin with

you. You must be a living example of what you

expect your children to honor and to emulate. More-

over, you bear a responsibility to participate actively

in your child’s education. You should encourage

more diligent study and discourage satisfaction with

mediocrity and the attitude that says ‘‘let it slide’’;

monitor your child’s study; encourage good study

habits; encourage your child to take more demanding

rather than less demanding courses; nurture your

child’s curiosity, creativity, and confidence; and be an

active participant in the work of the schools. Above

all, exhibit a commitment to continued learning in

your own life. Finally, help your children understand

that excellence in education cannot be achieved with-

out intellectual and moral integrity coupled with hard

work and commitment. Children will look to their

parents and teachers as models of such virtues.

Parenting Programs
and Emerging Models

Many educators are not convinced that parent involve-

ment can make a difference, nor do they understand

how parent involvement can be a significant help.
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A majority of teachers receive little preservice educa-

tion about how to work with parents and involve them

productively in the lives of their children. Because the

rates of return on educational experiences are greatest

for young children, it makes sense for teachers and

administrators to reach out to inexperienced parents of

children in the early grades. This is where many of the

most productive efforts involving parents in schools

have been focused in the recent past.

It should also be noted, however, that a major

impetus for the development of alternative and charter

schools has been their willingness to give parents

a greater role in the educational process than many

feel is unavailable in the public schools. For example,

the Central Park Elementary School (CPE) is a highly

successful alternative school that was founded in the

1970s by Deborah Meier to emphasize active learn-

ing. At CPE and the schools that grew out of it,

Meier succeeded by fostering a democratic commu-

nity that gave teachers greater autonomy in the run-

ning of a school along with giving parents a strong

voice. This promoted a family-oriented system. The

CPE Secondary School, with its parent–teacher team-

work, has been praised as a model of urban education

reform, characterized by an environment of nurturing

adults with high standards. Similar chronicles of suc-

cessful schools, both public and private, emphasize

the central role that parents play in the culture of such

schools and the lives of their students.

Parenting in the 21st Century

Parenting has never been more challenging than it is

today, with the entire range of issues surrounding the

raising of a child intensified by an increasing variety

of family configurations, cultural demographics, and

educational choices. Many parents feel that much

more is demanded of them than was demanded of

parents in previous generations to successfully raise

their children in such a rapidly changing world. Yet

along with all the increased demands, there are

greater resources available to assist parents than ever

before.

Legal precedents will continue to define parental

roles and allowable parental behaviors in the years

ahead, but one of the guiding principles of parenthood

might be that there is no rule for applying a rule.

Establishing and developing networks of support

between families and communities is as necessary as

cognitive understanding of the tasks of parenting and

the resources that may be available through contem-

porary research or new information technologies.

Robin Schader

See also Ethnicity and Race; Family Influences; Individual

Differences; Parenting Styles
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PARENTING STYLES

For several decades, developmental psychologists have

explored the issue of how to characterize ‘‘good’’ or

adaptive parenting, hoping to identify those parenting

behaviors that promote healthy child development.

Developmental researchers have investigated distinct

parenting styles, or general patterns of caregiving, that

have been linked either positively or negatively with

children’s overall functioning. These different styles of

parenting were first explored in laboratory and natural-

istic observations of parent–child interactions during

the 1960s. Since that time, clinical researchers have

homed in on specific parenting practices reflective

of these broad parenting styles in an effort to learn

how and why maladaptive parenting might lead to

particular childhood disorders. In recent years,

research into effective parenting has focused largely

on two global constructs that appear to positively

influence child development: responsiveness and

demandingness.

Responsiveness

Responsiveness typically refers to the interactive syn-

chrony between a caregiver and child. Responsive
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parents are able to read and respond to their children’s

needs with sensitivity and warmth. They are emotion-

ally engaged with their child and consistently meet

their child’s needs. Responsive parents also value rec-

iprocity and consider the child’s wishes and needs. In

this way, responsive parents make room for genuine

exchange with their child. Being a responsive parent

requires the ability to think flexibly, to problem-solve,

and to adjust expectations in light of children’s evolv-

ing needs and emerging personalities.

Although parental responsiveness is important

across the span of childhood and adolescence, much

of the research into parental responsiveness has

focused on the relationships between mothers and

their infants and toddlers.

Over time, sensitive care contributes to a child’s

development of secure attachment. For this reason,

responsiveness toward children is essential, even in

interactions with very young infants. In research into

parenting of infants, responsiveness is operationalized

by measuring features such as a mother’s affection

and skill when handling her baby; her sensitivity to

the baby’s crying and nonverbal signals; and her

accessibility to, and consistency with, the baby. Addi-

tional measures of responsiveness investigate the

degree to which a mother accepts the individuality of

her child and how adaptable she appears in interac-

tions with her child. As children mature and their

needs change, parents need to learn to respond in new

ways. Thus, researchers who study the relationship

between parents and older children will operationalize

responsive behaviors differently. Evidence suggests

that mothers who are consistently responsive tend to

experience greater harmony and cooperation in their

interactions with young children, and these chil-

dren tend to score high on measures of warmth and

self-regulation.

Parents who are unable or unwilling to tune in to

their child’s needs may exhibit disengaged, inconsis-

tent, neglectful, or even abusive parenting behaviors

that are detrimental to the child’s emotional, social,

moral, and intellectual development. Jude Cassidy

and colleagues have shown that children of rejecting,

unavailable, or unresponsive parents are at increased

risk for developing insecure attachment. For example,

depressed mothers tend to score low on measures of

responsiveness, heightening their children’s risk of

developing insecure attachment. Cassidy’s research

has demonstrated that when depressed mothers are

separated briefly from their children, mother and child

tend to avoid eye contact at reunion, and the child

may even react with sadness and avoid the mother.

Similar findings have linked maternal inconsistency

to mother–child interactions characterized by low

warmth and awkwardness.

On the opposite end of the spectrum, parents who

are overly responsive may be overprotective and

intrusive, which can strain their relationship with their

child as well. Empathy and care are important ele-

ments of parent–child bonding, but part of being

a responsive parent involves learning when to let go.

Warm, engaged parents support children’s exploration

of their environment, which in turn provides the chil-

dren with learning opportunities and the chance to

develop their independence. Intrusive or overprotec-

tive parents, on the other hand, may restrict young

children’s ability to explore and learn independently.

Demandingness

Demandingness is another factor that can foster

positive development in children. Demandingness

describes how parents monitor and discipline their

children. Researchers who investigate parental

demandingness might examine the closeness with

which children’s behavior is monitored, the types of

limits that are in place within a family, the dialogue

surrounding rules and values, the consequences of

rule violation, or the consistency with which rules are

enforced. Like research into parental responsiveness,

studies examining parental demandingness are shaped

by the age of the participants’ children, as parents

demand very different behaviors of adolescents, for

example, than they do of toddlers. Appropriate levels

of demandingness have been associated with positive

developmental outcomes for children.

From the time children are very small, parents

demand certain behaviors of their children. Parents

typically begin setting limits and rules with children

by their second birthday. As children grow, parents

expect more cooperation and better adherence to

rules. Age-appropriate rule setting is essential to the

child’s development of self-regulation and moral rea-

soning skills. The consistent enforcement of appropri-

ate rules is part of an ongoing learning process that

teaches children how to self-regulate and indepen-

dently form moral judgments.

In the absence of demandingness, rules may not be

set and enforced appropriately. Children whose par-

ents demand little of them may show poor self-control
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and moral reasoning skills. However, when parents

are excessively demanding, the same results may

occur. Paradoxically, parents who demand total obedi-

ence may well encounter high rates of problem behav-

ior in their children. Overly demanding parents may

also be highly confrontational, which can be oversti-

mulating for children and may provoke further non-

compliance. Grazyna Kochankska and colleagues

found that power-assertive parents often rely on tac-

tics such as coercion, pressure, harsh insistence, and

criticism as means to extort their children’s compli-

ance. These researchers have linked such parenting

techniques to negative outcomes for children, includ-

ing poor self-regulation and increased aggression and

conduct disturbances.

A final concern that emerges when parents are

overly demanding pertains to the content of their

demands. Parents need to be reasonable in setting

age-appropriate standards for their children. Overly

demanding parents may have excessively high expec-

tations for their child. When disappointed by their

child’s inability to meet these expectations, parents

may overreact in harsh or punitive ways. Michael

Lorber and his colleagues have found that these over-

active responses, in turn, may contribute to the early

onset of childhood externalizing problems.

Parenting Styles and Child Outcomes

Based on an extensive body of literature, psycholo-

gists have reached the conclusion that ‘‘good’’ or

skillful parenting is typically characterized by a bal-

ance of reasonably high levels of both responsiveness

and demandingness. Given this picture of ideal par-

enting, psychologists have also come to understand

‘‘poor’’ or impaired parenting as a lack or excess

of responsiveness or demandingness. Developmental

psychologist Diana Baumrind used this reasoning to

create three broad categories to describe parenting

styles. Baumrind believed that each different parent-

ing style would correlate with distinct patterns of

parent–child interactions and that parenting style could

ultimately be used to predict outcomes for children. If

research could demonstrate that certain parenting styles

benefit children, parents should be advised accordingly.

Likewise, if certain parenting behaviors are damaging

to children, appropriate interventions and parent train-

ing protocol should be implemented.

In 1967, Baumrind launched what is now one of

the most famous studies in developmental literature.

Her study began in a nursery school, where she

observed children carry out their daily routine for

14 weeks. Based on these observations, children were

assigned to one of three categories: energetic-friendly,

conflicted-irritable, and impulsive-aggressive. Next,

Baumrind interviewed parents and observed them

in their interactions with their children at home and

in the laboratory setting. She found an association

between the three patterns of child behavior and the

three parenting styles she had initially outlined.

The first parenting style, authoritative parenting,

describes parents who are responsive to their chil-

dren’s needs and who also manage to set reasonable

expectations and limitations (high responsiveness/high

demandingness). Authoritative parents are actively

engaged with their children, expressing pleasure and

support in their interactions with their children. These

parents adhere to core moral standards, address chil-

dren’s misbehavior, and enforce rules calmly and

firmly. However, these parents do not carry out rule

enforcement in a blind or rigid manner; they are open

to, and even solicit, input from the child. This flexibil-

ity on the part of the parent helps minimize the child’s

noncompliance.

Consistent with her hypothesis, Baumrind found

that authoritative parents tended to raise the best-

adjusted and most mature children. She argued that

because authoritative parents balance sensitivity with

moderate restrictiveness, their children feel secure in

the world and are able to learn and function indepen-

dently. Further research supports this notion, indicat-

ing that children of authoritative parents tend to

develop higher levels of self-esteem and self-reliance,

value achievement, show greater social competence

and cooperation with peers and adults, and demon-

strate lower levels of antisocial behavior than other

children.

The next category of parenting styles used in the

Baumrind study was the permissive group, which

describes parents who are attuned to their children’s

needs but fail to set appropriate limits (high respon-

siveness/low demandingness). Parent–child dyads in

this category were fairly warm and loving. However,

these parents were lax in setting and enforcing rules

and tended to yield to whining or resistance on the

part of the children. Unlike authoritative parents, who

make their expectations for independent, mature

behavior known to their children, few demands are

asserted by permissive parents, and children’s bad

behavior is not challenged.
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Children raised by permissive parents often fail to

develop age-appropriate self-regulation skills. They

tend to be more noncompliant with their parents and

other adults, and are less able to recognize and regu-

late their own emotions and behaviors, leading to

aggressive or impulsive actions. These children may

appear domineering, aggressive, and uncooperative in

interactions with peers. Without the supportive scaf-

folding provided by authoritative parents, the children

of permissive parents tend to show less goal-directed

activity and poor self-reliance. Permissive parents do

not necessarily see these behaviors as problematic

and, in fact, may believe it is unhealthy for children

to deny or suppress their urges.

Baumrind’s final parenting category, the authori-

tarian style, stands in stark contrast with the permis-

sive style. Where permissive and authoritative parents

make efforts to read their children’s signals, authori-

tarian parents are largely insensitive and unresponsive

to their children’s cues. Authoritarian parents are

overcontrolling, setting excessive limits (low respon-

siveness/high demandingness). Rules are enforced rig-

idly and harshly by authoritarian parents, and perhaps

more troubling, the rationale behind rules is not

always made clear to children. Whereas authoritative

parents are good at communicating with their children

and can thus solicit their children’s voluntary cooper-

ation, authoritarian parents may expect obedience for

its own sake. Authoritarian parents do not consistently

consider their children’s opinions.

Children of authoritarian parents tended to fall in

the ‘‘conflicted-irritable’’ group. They were more emo-

tionally volatile and sensitive to stressors, and they

expressed higher levels of negative affect. It was

Baumrind’s belief that although these children resent

their heavily restricted environments, they are hesitant

to assert themselves out of fear of punishment, and this

fear leads to feelings of anger, fear, and confusion.

Thus, whereas these children may be aggressive at

times, they may also rely on passive–aggressive tactics

or withdraw from social situations they find stressful.

A number of researchers have shown that the harsh

punishment and overcontrolling strategies used by

some authoritarian parents contribute to externalizing

behavior problems in toddlers and preschool children,

as well as conduct disorders in adolescence. Thus, just

as permissive parenting can lead to problem behavior,

so too can power-assertive parenting.

In 1983, Eleanor Maccoby and her colleagues

investigated a fourth category of parenting styles to

Baumrind’s original three. This last category, known as

either the rejecting, neglecting, or uninvolved style,

refers to those who are either unable or unwilling to

respond to their children’s needs. Additionally problem-

atic, these parents do not actively engage in monitoring

or rule setting (low responsiveness/low demandingness).

Rejecting parents are focused on their own needs rather

than those of their children.

Maccoby found that neglected children often develop

attachment issues. Others soon proved that these chil-

dren are also at risk for externalizing problems during

preschool. Not only do neglected children miss out on

the social training provided by parents, but they are

also denied important learning opportunities. This may

interrupt cognitive development and academic achieve-

ment. Neglected adolescents are at heightened risk for

antisocial behavior, including truancy, delinquency,

and early sexual activity.

Recent research has further parsed parenting styles

into specific parenting behaviors—rather than broad

parenting styles—that may contribute to particular

clinical disorders in children. These parenting beha-

viors are understood as falling along a continuum,

much like the constructs of high and low responsive-

ness and demandingness discussed earlier. For exam-

ple, the research of Jeffrey Wood and his colleagues

has shown a clear link between high levels of parental

control and childhood anxiety. Parents who exces-

sively manage children’s routines and activities, tell

their children how to think or feel, make decisions

without consulting their child, or who speak or inter-

vene on their child’s behalf when such action is

unnecessary, are typically considered overcontrolling

or intrusive.

Another global construct that has been recently

researched is the link between harsh or physical disci-

pline and childhood externalizing disorders. A large

body of evidence suggests that harsh punishment,

including physical punishments such as spanking and

hitting, encourages aggressive and hostile behaviors

in children through the process of parental modeling.

Not surprisingly, children whose parents are exces-

sively punitive appear to be at higher risk for exter-

nalizing problems and conduct disorder.

By identifying the sorts of parenting behaviors that

are associated with various childhood disorders,

researchers can better understand the mechanisms

underlying children’s dysfunctions and can incorpo-

rate this information into treatment. In other words, if

researchers can understand how parents may trigger
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or exacerbate children’s problem behaviors, treatment

can target those specific behaviors.

Limitations and Clinical Applications

Critics of Baumrind and her likeminded colleagues

have questioned the true importance of research into

parenting style. Some argue that genetic transmission

explains why strong parents tend to raise well-

adjusted children and impaired parents tend to raise

difficult children. Others have argued that it is peer

groups, not parents, who leave an indelible print on

children’s future. Though genetics and social environ-

ment are likely important factors in children’s sociali-

zation, there is strong support indicating that parents

play an important role in shaping who their children

become.

Longitudinal research suggests that the positive

implication of authoritative strategies, and negative

implications of permissive, authoritarian, and neglect-

ful styles, remain pertinent for children of all ages.

However, it is important to stress that the parent–child

relationship is by no means fixed. Through education

and intervention, impaired parents can develop new

skills and take on a different style of parenting.

Furthermore, parent–child relationships are not unidi-

rectional. Parents cannot completely control their

dynamics with their children. Children’s own geneti-

cally determined temperament, for example, can influ-

ence the types of parenting strategies used by their

caregivers. Some children are born inhibited and

reserved and rely greatly on their parents for support.

Other children who are more extraverted and indepen-

dent might perceive parental support as stifling. Addi-

tionally, some parents and children are naturally

going to be more alike in their temperament than are

other dyads. The goodness of fit between parent and

child can influence the ease with which parents navi-

gate their relationship with their child and the parent-

ing styles they choose. Siblings bring their own,

unique needs and personalities to families, and parents

will adjust their approach to parenting accordingly.

It is also important to acknowledge that parenting

exists in a cultural context. Research has shown that

normative standards for parenting in other cultures

vary greatly. In Japanese culture, for example,

mothers are extremely responsive to their infants

because the Confucian ideal of harmony is highly val-

ued in the parent–child relationship. Whereas Ameri-

cans might find these parenting patterns ‘‘clingy,’’

they are typical in Japanese culture. Likewise, Swed-

ish and German cultures encourage early indepen-

dence; thus, parenting practices common in these

nations may seem cold or demanding to American

parents. Given these differences in values and norma-

tive practices, and in light of the fact that Baumrind’s

research was based on results from a predominantly

middle-class, European American sample, it is reason-

able to conclude that Baumrind’s predictions regard-

ing parenting styles may not generalize to ethnic or

socioeconomic populations outside this norm. In other

words, authoritative parenting may not be the ‘‘best’’

option for children from different communities.

Even within the American population, this finding

rings true. For example, Beth Kotchick and colleagues

found that authoritarian parenting may be more com-

mon among African American parents in the United

States. Evidence suggests that parents may rely more

on authoritarian strategies to protect their children

from dangerous, urban environments.

No one style of parenting guarantees a positive or

negative outcome for a child. However, research on

parenting styles suggest that they are linked with

meaningful developmental outcomes in a number of

realms—social, academic, and emotional. Though the

study of parenting styles originated within develop-

mental psychology, clinical psychologists have

adapted parenting theory to explain how maladaptive

parenting can lead to negative outcomes for children,

and they have used this information to inform inter-

vention and treatment efforts. To expand and hone

understanding of effective caregiving, research into

parenting styles and child outcomes continues today.

Sarah E. Shea and Lisa W. Coyne

See also Attachment Disorder; Behavior Disorders; Child

Abuse; Family Influences; Parenting
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PARENT–TEACHER CONFERENCES

Parent–teacher conferences are a formal method of

establishing communication between parents and tea-

chers regarding the academic, behavioral, or social

strengths and needs of a child. These meetings often

provide an initial opportunity to develop a partnership

between schools and families. Such partnerships have

long been recognized as benefiting the educational

and social development of children, as well as pro-

moting positive outcomes for parents and teachers.

Although parent–teacher conferences occur in

almost all schools, the manner in which these meet-

ings take place varies considerably. Organizations

such as the National Parent Teacher Association and

National Association of School Psychologists offer

procedural guidelines and identify key components

for enhancing the effectiveness of parent–teacher

conferences.

Purposes

Parent–teacher conferences can serve several pur-

poses. First, they serve as a vehicle for bidirectional,

reciprocal communication between parents and tea-

chers. The intent of the conference is not solely

for the school to provide information to the family

but for the family to also contribute their expertise

and knowledge. Second, conferences facilitate an

exchange of information specifically related to the

child’s development in home and school settings.

Third, parent–teacher conferences provide an oppor-

tunity to problem-solve potential issues or needs.

Fourth, these meetings also serve to outline shared

responsibilities between the school and family to fur-

ther the academic, behavioral, and social develop-

ment of the child.

Global Assumptions

Betty Jo Simmons identifies three global assumptions

that are essential to producing effective parent–

teacher conferences:

1. Assume good will. This implies the belief that both

parents and teachers are coming in to the confer-

ence with positive motivations and positive results

in mind.

2. Assume competence. Maintain the viewpoint that

parents and teachers share expertise about a child,

in different arenas. In an effective conference, both

parents and teachers are able to share their expert

opinions about a child and his or her functioning.

3. Assume shared responsibility. Both parents and tea-

chers are invested in the life and development of
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a student. Both parties must agree to cooperate and

work together to seek a common solution that will

lead to a child’s success.

General Guidelines

There are several general guidelines that enhance the

effectiveness of parent–teacher conferences. First, it is

helpful to keep the meeting solution focused, following

a problem-solving framework. This prevents the meet-

ing from concentrating on what is wrong and redirects

the focus to how the issue might be addressed. It also

provides the conference with purposeful intent. Second,

strategies developed in the conference should be

strength-based. Concerns should be addressed in ways

that will build upon the strengths and resources pos-

sessed by the student, family, and teacher. Third, the

discussion should be centered on the child’s perfor-

mance. This separates the performance of a behavior

from the entity of the child. Thus, it is not that the

child is ‘‘bad’’; rather, it is that the behavior is not

desired. Fourth, it is beneficial to develop a shared

ownership of the problem solution. This enhances

everyone’s commitment, increases the fidelity of

intervention developed, and allows for a sharing of

resources and demands required in implementing the

intervention strategy. Fifth, goals developed should be

objective and meaningful. This allows for the evalua-

tion of the effectiveness of the intervention strategy

and ensures that the goals are realistic and achievable.

Finally, a system for future communication between

parents and teacher should be developed and imple-

mented. This provides follow-up information on cur-

rent issues, promotes future collaboration, and prevents

future problems from occurring.

Parent-Specific Considerations

Parent–teacher conferences are more effective when

parents approach the conference as an opportunity to

establish a cooperative partnership in which both part-

ners are working for the best interests of the child.

Andrea Canter provides steps that parents can take to

promote a positive and productive conference.

• Prepare and review appropriate materials. Parents

should gather and review materials (i.e., health

records, previous school records) that could provide

relevant information for the child’s teacher.
• Talk with your child before the conference takes

place. Parents should communicate with their child

the importance of the meeting and what will be dis-

cussed and find out what concerns the child has

related to academics or social issues.
• Develop a list of questions for the teacher. These

questions should be related to the child’s academic,

behavioral, and social performance and should focus

on both strengths and needs.
• Be ready to collaborate. Parents should provide

their expertise and opinions about the topics dis-

cussed and ask questions for clarification.

Teacher-Specific Considerations

Although the conference should be a collaborative

experience, teachers often set the tone for the meet-

ing. Simmons outlines the following teacher-oriented

considerations to enhance the conference’s effective-

ness and productivity.

• Consider parents’ physical comforts. Teachers

should provide a comfortable and inviting setting

for parents (i.e., offer refreshments, provide adult-

size chairs).
• Seek workable solutions. Teachers should invite par-

ents to share their opinions, value their perspectives,

and support parents’ endeavors to assist their child.
• Listen empathically and with understanding. Using

reflective statements and paraphrasing to summarize

what has been discussed helps ensure understanding.
• Offer information and resources. Teachers should

provide parents with additional information or

resources if desired (i.e., referral sources, Web sites,

pamphlets, parent support groups).
• Avoid jargon. When discussing the student’s perfor-

mance and progress, teachers should use terminol-

ogy that parents understand. Effective teachers also

clarify questions as they arise.
• Take a positive focus. Maintaining a solution-focused

orientation can shift emphasis from a problem-based

approach to a strength-based perspective. This can

reduce the emphasis from problem areas and help pro-

mote in parents a sense of pride in their child.
• Outline shared responsibilities. Providing a clear

summary of expectations and responsibilities for all

parties involved in the conference promotes a sense

of direction and focus. It also facilities shared own-

ership of the child’s needs and strategies developed

through the conference.

John Warren Eagle and Jessica Oeth

See also Early Intervention Programs; Home Environment

and Academic Intrinsic Motivation; Individualized

Education Program; Mainstreaming
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PEER-ASSISTED LEARNING

Peer-assisted learning can be defined as the acquisi-

tion of knowledge and skill through active helping

and supporting among status equals or matched com-

panions. It involves people from similar social group-

ings who are not professional teachers helping each

other to learn and learning themselves by so doing.

Where much older helpers work with much younger

learners, the differential in levels of ability and interest

can be understimulating for the helpers, who are

unlikely to gain cognitively. The peer helping interac-

tion is different from that between a professional

teacher and a child or young person, and it has differ-

ent advantages and disadvantages. Consequently, there

has been more interest in deploying helpers whose cap-

abilities are nearer to those of the helped. The helper is

intended to be ‘‘learning by teaching’’ and also be

a more proximate and credible model.

In this entry, peer learning is defined, and a typol-

ogy and effects are considered. The longest estab-

lished and most intensively researched forms of peer

learning are peer tutoring and cooperative learning.

Peer tutoring (PT) is characterized by specific role

taking as tutor or tutee, with high focus on curriculum

content and usually also on clear procedures for inter-

action, in which participants receive generic and/or

specific training. Some peer tutoring methods scaffold

the interaction with structured materials, whereas

others prescribe structured interactive behaviors that

can be effectively applied to any materials of interest.

Cooperative learning (CL) has been described as

‘‘structuring positive interdependence’’ in pursuit of

a specific shared goal or output. This is likely to involve

the specification of goals, tasks, resources, roles, and

rewards by the teacher, who facilitates or more firmly

guides the interactive process. Typically operated in

small groups of about six heterogeneous learners, CL

requires previous training to ensure equal participa-

tion and simultaneous interaction, synergy, and added

value.

One of the most important changes over time has

been a greater focus on implementation integrity. This

has involved sharpening awareness of the organiza-

tional variables in the delivery of peer learning, such

as the following:

• Curriculum content—knowledge or skills or combi-

nation to be covered.
• Contact constellation—the size of group can vary

from 2 to 30 or more. More intensive is PL in pairs.
• Within or between institutions—although most PL

takes place within the same institution, it can also

take place between different institutions.
• Year of study—helpers and helped may be from the

same or different years of study and/or be the same

or different ages.
• Ability—although many projects operate cross-

ability (even if they are same-age/year), there is

increasing interest in same-ability.
• Role continuity—especially in same-ability projects,

structured switching of roles at strategic moments

(reciprocal PL) can have the advantage of involving

greater novelty and a wider boost to self-esteem.
• Time—in regular class contact time, outside of this,

or in a combination of both, depending on the extent

to which it is substitutional or supplementary for

regular teaching.
• Helper characteristics—if helpers are those who are

merely average (or even less), all partners should

find some challenge in their joint activities.

Although the gain of the helped might not be so

great, the aggregate gain of both combined may be

greater.
• Characteristics of the helped—projects may be for

all or a targeted subgroup.
• Objectives—projects may target intellectual (cognitive)

gains, formal academic achievement, affective and atti-

tudinal gains, social and emotional gains, self-image

and self-concept gains, or any combination.
• Voluntary or compulsory—some projects require

participation, whereas in others, helpers select the

participants.
• Reinforcement—some projects involve extrinsic rein-

forcement for the helpers (and sometimes also the

helped), whereas others rely on intrinsic motivation.
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The following aspects of organization need to be

considered: context, objectives, curriculum area, parti-

cipants, helping technique, contact, materials, training,

process monitoring, assessment of students, and eval-

uation and feedback.

When PT or CL are implemented with reasonably

high implementation integrity, results are typically

very good in the cognitive area for all partners. Both

CL and PT can simultaneously yield gains in transfer-

able social and communication skills and in affective

functioning (improvements in self-esteem, liking for

partner or subject area). Peer counseling can be at

least as effective as adult counseling; the same is true

for ‘‘peer education’’ (peers offering credible and reli-

able information about sensitive life issues and the

opportunity to discuss these issues in an informal peer

group setting). Peer monitoring has been extended

beyond unwanted behavior to learning behavior and

operated on a classwide basis with excellent results.

Peer assessment (peers evaluating the products or out-

comes of learning of others in the group) is widely

used. Having learners ‘‘mark,’’ ‘‘grade,’’ or quantita-

tively assess the products of their peers can result in

learner social discomfort. More cognitively demand-

ing for the assessor is giving formative and qualitative

feedback, which is likely to be more socially comfort-

able and more useful to the assessee.

In recent years learners who themselves have edu-

cational challenges have been found to act effectively

as tutors to other learners. Gains for the tutors

themselves have been increasingly emphasized. Peer

learning has been noted to be among the most cost-

effective of learning strategies.

Keith Topping

See also Competition; Constructivism; Cooperative
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Social Learning Theory; Zone of Proximal Development
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PEER INFLUENCES

Humans are inherently social beings who interact with

one another over the course of life. From these inter-

actions, people change and grow over time. The term

peer influences refers to the body of research aimed at

understanding how people change and grow from

interacting with others who are of the same status or

age. Popular culture has coined terms like peer pres-

sure to describe the influence of peers on child devel-

opment. Educational psychology has been interested

in how peers influence learning and behavioral changes

in school performance. Consequently, much of the

research has focused on the peer influences of school-

age children. This entry discusses the peer influences

knowledge base broadly and then focuses on two

areas that are most important to education and school-

ing: deviant behavior and prosocial behavior.

Understanding Peer Influences

It is important to understand peer influences within the

broader area of peer relations research and differentiate

between the two. Several important peer relations con-

cepts are discussed first. Then, several important peer

influences concepts are discussed.

General Concepts of Peer Relations

The peer influences knowledge base is part of

a larger research area called peer relations, which

refers to the study of children’s social world of peers,

how they interact and form relationships, how they

change over time, and how they affect children’s

development. For example, peer relations research

examines how children make friends, how children’s

friendships change over time, and how having friends

affects children’s development of social competence.

Therefore, research on peer influences overlaps with

a rather large portion of the peer relations research

that examines how peers affect children’s develop-

ment in general. However, this entry focuses on the

narrower and more recent area of peer influences
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research that examines how children’s behavior

changes and grows in positive and negative ways

from interacting with their peers over time (e.g., how

friends negatively influence one another to smoke).

Still, because it is important to understand peer

influences within this larger context of social develop-

ment, several general themes of children’s peer rela-

tions need to be discussed. First, children’s peer

relations systematically change in form and function

as children grow. Second, peer relations are powerful

in shaping children’s development. In preschool and

early childhood, peer relations do exist, but they are

ephemeral and smaller in size and are largely affected

by adult choices (e.g., play groups, recess). From mid-

dle childhood through adolescence, children interact

with their peers more frequently than before, peer

groups tend to be larger with much less adult supervi-

sion, and peer interactions occur in more settings

(e.g., outside home and school). Children also spend

their time talking, playing organized games or sports,

and ‘‘hanging out’’ more as they get older. Therefore,

youth spend more time with their peers and are more

influenced by them during this time than ever before.

Peer relations have been studied most commonly

according to social configurations that are categorized

within two broad types: dyads and groups. Dyads

include best friends, friends, enemies, and romantic

relationships. Groups include smaller peer groups of

friends who hang out together (e.g., social networks,

cliques, crowds, counseling groups) and larger groups

such as classrooms, which typically consist of dyads

and several peer groups.

General Concepts of Peer Influences

Peer influences can occur within any of the peer

relations configurations. Typically, children change

their behavior (target) because they are influenced to

change by another peer (influencer). Importantly, tar-

gets and influencers may also be more than one child.

Change in the target is assumed to occur through

socialization or from contact and interactions with

a peer influencer. However, it is also possible that

change is not really occurring but seems to have hap-

pened because the target child selects friends who are

similar to the target child already. For example, a boy

who is nice hangs out with other nice boys because

they are alike (or nice); thus, the boy was already nice

and had not been influenced by his peers to become

nice at all. At this time, most authorities on peer influ-

ences agree that both socialization and selection

appear to be working simultaneously. Still, socializa-

tion effects are real and help explain how peer influ-

ences occur. Within a socialization perspective, there

are more specific explanations of how peer influ-

ences occur, such as reinforcement, identification with

peers, social norms, identity enhancement, and regula-

tion of social roles and dominance.

The effects of peer influences and how they work

more specifically depends on a variety of factors.

First, peer influences depend on the behavioral

domain or type of behavior, such as delinquent activ-

ity, sexual activity, academic performance, and so on.

Second, peer influences will vary depending on the

developmental age of the child and peers. Third, peer

influences will depend on the characteristics of the

influencing peers, the target child, and their relation-

ships with others. Finally, broader contextual factors

like the size of the peer group are also important to

consider. To illustrate these factors, a girl may be

more or less influenced depending on whether her

peers are influencing her to do drugs or study hard,

whether she is 7 years old or 16 years old, whether

she is an ethnic minority and her peers are ethnic

minorities, and whether she is a friend or an enemy to

her peers.

In sum, understanding peer influences is a complex

task. There are a variety of factors to consider that

affect how, and whether, peers influence each other.

In the following sections, peer influences are dis-

cussed in relation to a specific behavioral domain;

a discussion of the factors that are known to affect

peer influence for that specific behavioral domain is

included.

Deviant Peer Influence

The most popular and perhaps the most crucial area

of peer influence research focuses on the development

of deviant behavior. Affiliation with a deviant peer

group has a strong impact on the development of

delinquent behaviors (e.g., minor acts, severe offend-

ing, and substance abuse) and, even after accounting

for previous delinquency, predicts later delinquency.

The onset of problem behaviors (e.g., stealing, selling

drugs, attacking someone with a weapon) and drop-

ping out of school are also linked to having deviant

friends.
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Deviant peer groups are a primary contributor to

a variety of antisocial behaviors during adolescence.

There are two main groups of antisocial children:

early starters and late starters. Early starters experi-

ence a range of psychosocial deficits (neurocognitive,

familial, and social) that contribute to the early- and

long-term development of antisocial behavior. Late

starters do not engage in antisocial behavior until ado-

lescence, when they consider it normal to experiment

with delinquent behavior. As adolescents mature into

adulthood, they stop engaging in antisocial behaviors.

In an illustration of deviant peer group influences on

late starters, youth who were members of a deviant

peer group in the eighth grade had significantly more

encounters with the police compared with youth who

were not members of a deviant peer group. For early

starters, deviant peer groups affect the severity of

delinquent acts they commit rather than affecting

whether they will engage in them.

Teen girls are similar in that they are influenced by

deviant peers, but they are more likely to engage in

early sexual activity, substance use, and covert antiso-

cial activity. Additionally, girls appear to be influenced

by older antisocial boys. Those most susceptible to the

influence of deviant peers are girls who enter puberty

early, have learning difficulties, and have depressed

moods.

Deviant Peer Contagion

The work of Thomas Dishion, Kenneth Dodge,

and their colleagues has shed light on the specific

problem of deviant peer contagion, which they refer

to as the unintended negative side effects that occur

from grouping peers in an intervention program

designed to be therapeutic, educational, or provide

other helping outcomes. This phenomenon was first

observed by Dishion and his colleagues during a thera-

peutic group intervention for deviant and delinquent

behaviors, which aggregated youth who exhibited

deviant behaviors together in a treatment group. They

found that when youth were grouped together for an

intervention, their deviant behaviors (i.e., tobacco use

and externalizing behaviors) increased compared to

those of the control group; furthermore, these effects

persisted over a 3-year follow-up period. They found

that children provided reinforcement for deviant

behavior by laughing and giving attention to those

who talked about antisocial activities. More recently,

Dishion’s research team have theorized that the

deviant talk with peers results in having a ‘‘connection

with one another,’’ which may be the key to increased

motivation to engage in delinquency.

The phenomena of deviant peer contagion and,

more generally, deviant peer influences, is troublesome,

given that the aggregation of children and youth into

groups is a common (and often preferred) practice in

education, mental health programs, juvenile justice

interventions, and community programs. In education,

for example, children are grouped together for certain

special education services (academic interventions);

disciplinary reasons (after-school detention, alternative

schools); or psychoeducational and therapeutic reasons

(social skills or self-esteem groups). In mental health,

group counseling and therapy is frequently used as an

intervention method for children and youth. The juve-

nile justice system places delinquent youth into juve-

nile detention centers. Finally, although less common

and less understood, community programs sometimes

have youth convene in a community center without

much adult supervision.

Dishion and Dodge recommend using an ecologi-

cal framework to understand deviant peer influence

and contagion. The ecological framework they pro-

pose contains three levels: individual, program or

intervention service, and context. The individual level

refers to characteristics, such as age, gender, history

of deviant behavior, and so on, of the youth who is

participating in the intervention or program. The pro-

gram or intervention service level refers to the formal

and informal social interactions among the partici-

pants and adult leader that occur during the interven-

tion and as a result of the intervention (e.g., number

of delinquent and nondelinquent participants, number

of leaders). Finally, the context level is the setting

with which the intervention or program is integrated.

The settings are community, public school, mental

health, and juvenile justice. To comprehensively

understand deviant peer influence all three of these

levels and their interaction should be considered.

Because educational psychology is primarily con-

cerned with education and schooling, specific research

findings regarding deviant peer influence are discussed

within this area. Schools are obvious settings in which

to study deviant peer influence because they aggregate

children and youth naturally as well as in with more pur-

pose. Examples include grouping by achievement or

ability level (e.g., differentiated learning groups, gifted,

special education services); general classroom assign-

ments; the assignment of students with behavioral
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difficulties to disciplinary rooms or alternative schools;

and other educational practices (e.g., retention, suspen-

sion, and expulsion). It is also important to note that

intervention programs are increasingly being imple-

mented in schools that group students who are exhi-

biting behavioral difficulties. Research findings have

documented negative long-term effects of the natural

aggregation of aggressive students in the classroom set-

ting. Several researchers have found that classrooms

containing a high degree of class aggression negatively

influenced the individual behavior of students currently

and in the future. Still, there is not enough research evi-

dence to know whether certain educational practices

lead to deviant peer influence.

Positive Peer Influence

Although much of the research attention has been on

deviant peer influence, researchers should not neglect

the phenomenon of positive peer influence. Indeed,

peers can influence one another in positive and proso-

cial ways as well. Peers can influence each other’s

prosocial behaviors simply by being nearby during

times of need. Prosocial behaviors are positive

responses intended to help or benefit another person

or group and are often intended to put another person

in a more positive state. Examples of prosocial beha-

viors in children include standing up to bullies, help-

ing with schoolwork, and asking children to play.

Several theorists suggest that prosocial responding is

motivated by empathy.

Empathy is a set of emotional and cognitive con-

structs that allows one to experience the state of

another. When one witnesses another in distress, there

is first an automatic empathic reaction. After proces-

sing the information, one’s reaction can then turn into

sympathy or personal distress. Sympathy is a general

feeling of concern for another person because of his

or her situation. Sympathy and empathy motivate one

to help another person. These two terms are often

used interchangeably and not always differentiated in

the literature because the outcome of helping is simi-

lar. Conversely, the initial empathic reaction could

lead to personal distress.

Personal distress is characterized by an aversive

emotional reaction to the situation. The focus changes

from the other’s situation to one’s own distress. The

behavioral outcome could be helping, ignoring, or

escaping; it depends on whatever is the easiest way to

relieve one’s own distress. Experimental research with

adults has found a strong link between empathy and

prosocial behavior; the connection is not as strong in

the research with children although it appears to

increase with age. One theory is that empathy devel-

ops concurrently with one’s sense of self and others.

Thus, it is suggested that peers influence prosocial

behavior by eliciting empathic responses in others.

Peers also influence prosocial behavior through

modeling and social learning among both young chil-

dren and adolescents. For example, withdrawn pre-

school and kindergarten children become more

sociable and prosocial after regular play sessions with

other children. Prosocial behavior in kindergarten

classrooms also increases when children are encour-

aged to report cooperative or friendly behaviors to the

teacher. In addition, several studies suggest that chil-

dren who behave prosocially are also more likely to

receive prosocial behaviors from their classmates. In

fact, being the recipient of prosocial behaviors may

be the best predictor of subsequent prosocial beha-

viors. This suggests that young children respond posi-

tively to prosocial behaviors from peers, and are

likely to imitate them.

Close friendships are also likely to influence proso-

cial behavior and goals in adolescents. Through self-

and peer-reporting, adolescents’ prosocial behaviors

were found to be highly related to those of their best

friends; this relation increased over time. Group pro-

cesses and norms also moderate behaviors; classroom

motivation varies by peer group approval or disap-

proval. Overall, the research suggests that prosocial

behaviors elicit prosocial responses. In addition, pro-

social behaviors easily generalize; prosocial children

are likely to give and receive a wide variety of posi-

tive behaviors. This builds a positive, happy, and safe

classroom environment where children and teachers

can focus on academics.

Future Considerations

Peers are clearly powerful influences on human behav-

ior. A full understanding of peer influence requires

general mastery of the peer relations literature in addi-

tion to knowledge of the more specific literature on

deviant peer influence and positive peer influence.

Educators and psychologists need to understand the

complex phenomenon of peer influences through sys-

tematic research and evaluation of current educational

practices and policy. Without well-developed knowl-

edge of peer influences, schools may inadvertently
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encourage children’s deviant behavior and discourage

their prosocial behavior.

Samuel Y. Song and Natalie M. Siegel
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Social Development
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PERCENTILE RANK

There are many ways to measure and evaluate things,

but one of the most common is by comparison. Per-

centile ranks indicate the percentage of scores lower

than any given value on a scale from 1–99. For exam-

ple, if 100 students took a history test, a percentile

rank of 36 would mean that the student’s score was

better than that of 36 other students. If 200 students

had taken the test, a percentile rank of 36 would indi-

cate that the student had scored higher than 72 others.

Percentile ranks are based on cumulative frequen-

cies, which are the number of scores equal to or less

than a given value. Cumulative frequencies are found

by placing all of the scores in order from lowest to

highest and adding the number of scores (i.e., fre-

quency) for each score or range of scores beginning

with the smallest. To illustrate, Table 1 (which is the

basis for the example illustrating the procedure

outlined below) shows a simple frequency distribution

(a display of the number of occurrences of each of the

scores) for 50 people on a test with 20 questions. In

the first three columns, X indicates the value of the

scores, f is the frequency of each score, and cf is

the cumulative frequency. Thus, you can see that 3

people answered 8 questions correctly, and a total of

18 people answered 8 or fewer questions correctly

(i.e., the cumulative frequency, cf, for X = 8 is 18).

Calculation of Percentile Ranks
in Simple Frequency Distributions

Calculation of percentile ranks (PR) in a simple fre-

quency distribution is based on the assumption that

Table 1 Percentile Ranks for Scores in a Simple
Frequency Distribution

X f cf cfmp cfmp/F PR

20 1 50 49.5 0.99 99

19 1 49 48.5 0.97 97

18 2 48 47 0.94 94

17 0 46 46 0.92 92

16 1 46 45.5 0.91 91

15 0 45 45 0.90 90

14 3 45 43.5 0.87 87

13 2 42 41 0.82 82

12 5 40 37.5 0.75 75

11 7 35 31.5 0.63 63

10 6 28 25 0.50 50

9 4 22 20 0.40 40

8 3 18 16.5 0.33 33

7 5 15 12.5 0.25 25

6 2 10 9 0.18 18

5 4 8 6 0.12 12

4 2 4 3 0.06 6

3 1 2 1.5 0.03 3

2 0 1 1 0.02 2

1 1 1 0.5 0.01 1

0 0 0 0 0 1
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each score is the midpoint of a range of possible

scores (e.g., for X = 8, the interval from 7.5 to 8.5).

Finding the percentile rank of a score thus involves

finding the cumulative frequency for the midpoint of

the interval (cfmp) corresponding to the score of inter-

est and involves the following steps:

1. Find the cumulative frequency for the midpoint

of the interval (cfmp) of the score of interest by aver-

aging the cumulative frequency of the score with the

cumulative frequency of the score below it. For exam-

ple, for X = 8 in Table 1,

cfmp = 18+ 15

2
= 33

2
= 16:5:

2. Divide the cfmp by the total frequency (F) of

the distribution. Thus, for X = 8,

cfmp

N
= 16:5

50
= :33:

3. Multiply the resulting proportion by 100 and

round to the nearest whole number to find the percen-

tile rank (e.g., .33× 100= 33).

For ease of computation, the formula that sum-

marizes this procedure (in which N is the total num-

ber of scores) can be simplified as follows:

PRX =
cf + cfX − 1

2
N

× 100= cfX + cfX − 1

2N
× 100

= cfX + cfX − 1

N
× 50:

In Table 1, note that the percentile ranks of scores

of both 0 and 1 are shown as 1, even though no one

received a score lower than 1. This is true because by

convention, percentile ranks are reported on a scale

from 1–99.

Calculation of Percentile Ranks in
Grouped Frequency Distributions

When frequencies are reported in tables with intervals

greater than one (sometimes referred to as grouped

frequency distributions), percentile ranks are esti-

mated based on the assumption that the scores are

evenly distributed throughout the interval. For exam-

ple, Table 2 is an excerpt from a frequency distribu-

tion of 200 scores on a 100-point scale. Although the

intervals typically are depicted using whole numbers

(e.g., 61–65), this is shorthand for intervals that

extend beyond the values shown to their real limits

(i.e., 60.5–65.5). The computational formula for per-

centile rank of a score (PRX) is

PRX =
cfll + X −Xll

i

� �

fi

N
× 100,

where X is the score of interest, cfll is the cumulative

frequency of the lower limit of the interval in which it

occurs, Xll is the lower real limit of that interval, i is

the width of the interval, and fi is the frequency of the

interval. It can be noted that the value of cfll for

a score is the same as the cumulative frequency of the

interval below which it occurs. Thus, based on the

data presented in Table 2, the percentile rank of

someone who received a score of 64 would be

PR64 =
cfll + X −Xll

i

� �

fi

N
× 100

=
135+ 64− 60:5

5

� �

12

200
× 100

=
135+ 3:5

5
× 12

� �

200
× 100

= 135+ (:7× 12)

200
× 100

= 135+ 8:4

200
× 100

= 135+ 8:4

200
× 100

= 143:4

200
× 100

= :717× 100

= 72:

Percentile Ranks as
Milestones in Distributions

Three percentile ranks are sufficiently important and

commonly used that they have acquired special names.

The 50th percentile is referred to as the median.

Because the median is the score that falls exactly in

the middle of all scores, with half of the scores lower

and half higher, it is one of three commonly used mea-

sures of the central tendency of a distribution, along

with the mean (numerical average) and the mode (the
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score with the highest frequency). In some cases, such

as skewed distributions (asymmetrical distributions

with scores piled up at one end of the scale and tailing

off toward the other), the median is considered to pro-

vide the most appropriate measure of central tendency.

For example, house prices and annual household

incomes have positively skewed distributions, with

most at the low end of the scale and a few that run to

astronomical values (e.g., Michael Jordan, Oprah Win-

frey, Bill Gates). These atypical values have a dispro-

portionate effect on the mean, making it misleading as

a measure of the typical value. In such cases, the

median is the preferred measure of central tendency.

The 25th percentile is referred to as the first quar-

tile, because a quarter of the scores are lower than it.

Similarly, the 75th percentile is the third quartile.

These values are sometimes used to describe the vari-

ability, or spread, of a set of scores. The semi-inter-

quartile range (SEQR) is half the distance between

the first and third quartiles. For example, in Table 1,

SEQR= Q3 −Q1

2
= 12− 7

2
= 5

2
= 2:5:

Because the semi-interquartile range measures the

spread of the middle 50% of the scores, it is less influ-

enced by extreme scores than are other measures of

variability, such as the range or standard deviation.

Use of percentile ranks in reporting and interpreting

data has many advantages, including ease of under-

standing. A disadvantage of percentile ranks, however,

is that unlike standard scores (which provide a

means of interpreting a score in terms of its distance

to the average score that takes into account the overall

variability or spread of the set of scores), intervals

between percentile ranks do not have to be equal. For

example, in Table 1, the difference between scores at

the 87th and 97th percentile (19− 14= 5) is larger

than the difference between the 40th and 50th percen-

tile (10− 9= 1) despite the fact that the difference

between the two percentile ranks is 10 in each case.

Ernest T. Goetz
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PERCEPTUAL DEVELOPMENT

Sensations are units of information received from the

environment, such as a visual feature or a sound.

Perceptions are organized and interpreted sensations,

such as recognizing a face or interpreting a sequence

of sounds as a familiar song. These concepts represent

more of a historical distinction than a functional dis-

tinction; nevertheless, the distinction between sensation

and perception continues to be made by researchers

and textbook writers. Perceptual development is the

emerging capacity to detect information from the

environment and from internal sources to adapt to and

function within the world. Knowledge about the per-

ceptual development of infants has expanded more

rapidly than that of older children. This discrepancy

has occurred because the earliest appearance of vari-

ous perceptual capacities has been emphasized. In

Table 2 Percentile Ranks for Scores in a Grouped
Frequency Distribution

X Real Limits f cf

96–100 95.5–100.5 5 200

91–95 90.5–95.5 4 195

86–90 85.5–90.5 6 191

– – – –

– – – –

– – – –

66–70 65.5–70.5 10 157

61–65 60.5–65.5 12 147

56–60 55.5–60.5 9 135

– – – –

– – – –

– – – –
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addition, knowledge about visual development has

expanded more rapidly than knowledge about the

development of other perceptual systems. This dis-

crepancy has occurred, in part, because of the belief

that the visual system provides the best source of

external information.

In educational psychology, a quick review of sev-

eral introductory textbooks reveals that little attention

is given to sensation and perception. Most textbooks

mention information processing theories of knowl-

edge acquisition and include a three component

model of human memory consisting of sensory regis-

ters, short-term working memory, and long-term

memory. Within this model, the sensory registers

receive environmental input. These registers have

a large capacity to receive information, but the infor-

mation quickly fades away unless it is transferred to

short-term working memory. The other section of

educational psychology textbooks in which sensations

and perceptions are mentioned concerns students with

special needs, in particular, those with a sensory chal-

lenge such as a visual or auditory impairment. Despite

this limited coverage, much knowledge has been

obtained on perceptual development within the last

half-century and a familiarity with this knowledge

could facilitate the teaching of students.

This entry is organized in the following way. The

development of the five sensory systems that focus on

external information and on two sensory systems that

provide ‘‘internal’’ information, is presented first.

Next is a section on the coordination of information

from multiple sensory sources and on the coordination

of the perceptual and motor systems. Finally, there is

a section on brain development and on the role of

experience on perceptual development.

Development of Individual Senses

Vision

In 1890, William James described the newborn

infant’s visual world as a blooming buzzing confu-

sion. This view represents a strong empiricist perspec-

tive that perception develops through learning. It is

now known that the newborn’s view of the world is

not this confusing and also that many important per-

ceptual developments occur within the first year of

life. Some principles of looking in infancy include

opening the eyes when the light is not too bright,

making broad eye movements until an edge (an area

of high contrast) is found, and then continuing to look

in the general vicinity of the edge (while making eye

movements across the edge). These principles maxi-

mize the firing rate of neurons in the eye and brain,

which may facilitate further visual developments. Sev-

eral functions of vision are presented in the following

paragraphs, including kinds of eye movements, pattern

detection, image features, and depth perception.

Two eye movement types used to localize objects

in the environment include saccades and smooth

pursuit. Saccadic eye movements shift the eyes from

one position to another. Early in infancy, multiple

saccades may be required to get to a distant target.

Among adults, a saccade will typically bring the eye

at least 90% of the distance to the target. Smooth pur-

suit allows one to maintain fixation on a moving

object. Infants cannot use smooth pursuit to track

moving objects in the first month of life but, by 3

months of age, smooth pursuit eye movements are

common.

Pattern detection refers to the ability to perceive

whether an image has contours or edges. Visual acuity

is one of the most basic measures of pattern detection,

and it is used to determine the maximum resolving

capacity of the eyes. An eye chart is used for letter

recognition, and a ratio is reported indicating the dis-

tance at which a line of letters can be correctly seen

to the farthest distance at which a person with ‘‘nor-

mal vision’’ can read the same line. Hence, a ratio of

20/20 indicates that the viewer correctly recognizes

letters at 20 feet that one with ‘‘normal vision’’ recog-

nizes at 20 feet. Likewise, a ratio of 20/30 indicates

that the viewer recognizes at 20 feet what the average

person recognizes at 30 feet. Hence, the person’s acu-

ity is poorer than average. Infants cannot recognize

letters, but other techniques have been developed to

measure their acuity. In the newborn, acuity is 20/600

or worse, but it rapidly improves to about 20/200 by 4

months, 20/100 at 6 months, and 20/50 at one year.

One may be ‘‘legally blind’’ with visual acuity of 20/

200 or less; however, even very young infants can see

nearby people and objects.

Image features that attract an infant’s attention have

also been examined. In one technique, different pic-

tures are shown to an infant, and the infant is observed

to determine which picture he or she looks at for a lon-

ger time. Infants look longer at high-contrast images

such as stripes and bull’s-eyes than at solid-colored

objects. They also look at faces for a long time. Facial

patterns may receive special attention from infants
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because of the survival value of connecting with other

people.

Depth perception is the process of determining the

distance of objects, and it is a crucial ability for deter-

mining the spatial layout of the environment. Three

sources of information are potentially available for

determining depth: binocular information, static mon-

ocular information, and dynamic (or kinetic) informa-

tion. Infants seem to be sensitive to at least some

aspects of each of these sources of information in the

first year of life.

Two binocular cues to depth are vergence and dis-

parity. Vergence eye movements involve moving the

eyes toward or away from each other in the horizontal

plane, and this ability enables the eyes to focus on

objects of different distances. Binocular disparity is

the slightly different image that the two eyes receive

because they are set apart by several centimeters. This

information can be used to detect the difference in

depth between two objects. Humans are very sensitive

to this depth information.

Static monocular cues, or pictorial cues, are often

used by artists to create the impression of depth on

a flat surface. These cues include interposition, in

which one object partly conceals another; aerial per-

spective, in which far away objects are less clear than

close objects; linear perspective, in which the size and

space of more distant objects decreases; and relative

size, which occurs when two identical images of dif-

ferent sizes are viewed and the larger image appears

to be closer to the viewer. Sensitivity to some static

monocular depth cues has been found by 7 months

of age.

Dynamic or kinetic information may also be

obtained with only one eye, but this information

cannot be represented in a two-dimensional image.

Kinetic information is produced by changes in the ret-

inal image over time. These changes can be created

by motion of the object in the environment, for

example, the expansion of the retinal image in an

approaching object. These changes can also be cre-

ated by movement of the observer. For example, even

very slight lateral head movements may create motion

parallax in which objects in the visual field that are

closer than the fixation point move rapidly in the

opposite direction of the observer’s head movement

whereas objects beyond the fixation point move

slowly in the same direction as the head movement.

Despite the rapid development of the visual system

during infancy as indicated in several capabilities,

visual perception continues to develop and become

more efficient throughout childhood. For example,

visual skills become better focused, better organized,

and more confined to meaningful environmental fea-

tures as children age.

Audition

Like the visual system, the auditory system is also

functional at birth and is fast developing. Fetuses hear

before birth: They react to sounds by moving around,

and their heart rate increases. Newborns recognize

stories that their mothers repeatedly read out loud

before they were born, and they prefer to listen to

their mothers’ voices over those of stranger. New-

borns also prefer infant-directed speech over adult-

directed speech. Infant-directed speech (motherese,

parentese) is high in pitch, is slow, and has exagger-

ated rises and falls. This speech may help infants with

language acquisition by directing their attention to

particular words.

Infants are sensitive to sounds that seem to help

them learn about people. They prefer sounds in the

same frequency ranges in which speech occurs and

that cover a range of frequencies (like speech) over

pure tones; they prefer the language to which they are

exposed over other languages; and by 4 months they

attend to their own name.

Infants are also sensitive to many contrasting

phonemes (speech sounds), such as the distinction

between pa and ba, including phonemes that are not

meaningful in their native language. During the first

year, they lose sensitivity to many of the contrasts that

are not used in the language to which they are

exposed. Hence, their ability to discriminate sounds

not meaningful in their native language decreases as

their sensitivity to sound patterns within their native

language continues to improve.

Auditory perception continues to develop during

childhood. For example, the ability to detect low-

frequency tones develops over several years.

Smell, Taste, and Touch

Researchers have given less attention to the senses

of smell, taste, and touch than they have to vision and

hearing. These senses are functional early on, and

they may be adaptive to the survival of the infant. For

example, within the first week of life babies recognize

and turn to the smell of their own mother’s breast pad
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over that of another woman. Infants also prefer famil-

iar odors over ones to which they have not previously

been exposed. Newborns also discriminate among dif-

ferent tastes: They will suck on a sweet solution lon-

ger than on sour, salty, or bitter solutions. The sense

of touch contains many types of receptors, including

ones sensitive to pressure, pain, and temperature.

Even the fetus responds to touch, and the newborn is

sensitive to pain, for example, by crying following

a pin prick. Other aspects of haptic perception such as

the detection of shape, texture, hardness, volume, and

weight have been found to be functional within the

first one to two years of life.

Internal Senses:
Orienting and Proprioception

There are other sensory systems besides the five

classic senses used for detecting external environmen-

tal information. The orienting system is the sensory

system that allows a person to detect the position and

motion of the body in space. The vestibular organs,

consisting of the saccule, the utricle, and the semicir-

cular canals, are primarily responsible for this sense.

The orienting system is used to register linear and

rotary acceleration. It is also used to sense gravity.

Certain types of eye movements show that the vestib-

ular system is functioning. For example, when an

individual is rotated, the resulting stimulation of the

semicircular canals creates a pattern of eye move-

ments such that the eyes move slowly in the direction

opposite of the rotation and then rapidly back. These

eye movements are called vestibular nystagmus, and

they are easily observable in the newborn infant. With

respect to gravity, one interpretation of the frequently

observed behavior of infants systematically dropping

objects and watching them fall is that it is helping

them learn about gravity. Also, the sense of gravity is

so strong among 2-year-olds that they search directly

under the location where a ball was dropped even in

the presence of an opaque tube carrying the ball to

a different location. In other words, 2-year-olds do

not attend to the local information of the tube; instead

they use general information about gravity to attempt

to solve these problems.

Proprioception provides information about the posi-

tion and movement of parts of the body, that is, the status

of the muscles, tendons, and joints. Several examples

provide evidence for the early emergence of this sen-

sory system. Through ultrasound (high-frequency sound

wave reflections used to see an outline of the fetus),

fetuses have been observed opening their mouths in

anticipation of the arrival of the arm that allows them to

suck on a hand or thumb. Hence, they have some rudi-

mentary knowledge of the location of the hand with

respect to the mouth. Imitation of mouth movements

among newborns, such as opening the mouth or extend-

ing the tongue, seem to indicate a mapping between what

is observed in others and how such actions feel to the

infant. Recall that newborns cannot see their own

mouths, so they cannot visually match what they observe

in others with what they observe in themselves. At

around 2 months of age, infants are frequently observed

watching their hands move (also known as visual hand

regard or visual capture), which may help them to

develop knowledge of where the limbs are located in

space. Finally, infants have looked at monitors that show

their moving legs in real time from their own perspective

and from another perspective. They discriminate between

the two perspectives by looking longer at the unfamiliar

perspective. This discrimination requires matching how

they feel their legs to be moving with the visual conse-

quences of these movements.

Sensory Coordination

Intersensory Integration

The various sensory systems often do not operate

alone. Many objects in the environment stimulate mul-

tiple senses, for example, one may see and hear a per-

son, see and touch a toy, smell and taste food, and so

forth. Two perspectives on the coordination of informa-

tion from the sensory systems address whether differ-

entiation or integration occurs during development.

One perspective is that perceptual information is ini-

tially undifferentiated, such that a newborn is unable to

distinguish which sense is being stimulated. Some spec-

ulate that this experience may be similar to the percep-

tual disorder synesthesia, in which two or more body

senses are coupled. In infants, early demonstrations

of intersensory coordination support this perspective.

For example, 4-month-old infants were simultaneously

shown two animations with one soundtrack, which orig-

inated from a speaker located in between the two ani-

mations. The soundtrack matched the events in one of

the animations but not in the other. Infants looked lon-

ger at the animation that corresponded to the soundtrack

than at the other animation. In other examples, infants

were allowed to explore an object with their hands or
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their mouth without looking at the object. After the tac-

tile experience, they were shown two objects. One was

the object they had just been familiarized with, and

the other was a novel object. Their looking times indi-

cate that they discriminated between the two objects.

Hence, they can match how the object felt with what it

looked like. With experience and development, the child

becomes better able to differentiate among the senses

and to recognize which sense is being stimulated.

The second perspective is that the senses are initially

separate, develop relatively independently, and become

connected as they mature. The famous cognitive devel-

opmental theorist Jean Piaget argued from this perspec-

tive. Specifically, that much of the knowledge and skill

underlying intermodal perception can only be gained

through experiences that involve looking at, hearing,

smelling, tasting, and touching the external world.

A hybrid of these two perspectives is that the

senses are initially undifferentiated, then they become

increasingly differentiated, and finally they become

coordinated. Regardless of the developmental path-

way, the ability to integrate information across sen-

sory systems is important in many ways. It enables

one to recognize objects across different modalities

and to associate sights and sounds. For example,

infants learn to associate a particular voice with a par-

ticular face by 3 months of age. The ability to localize

sound is important both for guiding visual attention

and for locating sound-producing objects. Newborns

turn their head in the direction of a sound, though this

ability briefly declines before reemerging at approxi-

mately 4 months. One explanation offered for this pat-

tern is that localization is controlled in a subcortical

way at birth, that the cortex takes over as it matures,

that it is not developed enough to be very accurate at

first, but that it rapidly gets better at localizing sound.

Perceptual-Motor Coordination

Perceptual-motor coordination is the linking of

perception and self-initiated movement. James Gibson

argued that these two processes are inextricably cou-

pled. For example, in evolutionary terms, people must

perceive objects and events in the environment to sur-

vive, and survival requires that actions be guided by

perceptions. Hence, the purpose of perception may be

to guide action, and the purpose of action is to gener-

ate additional perceptual information.

One example of perceptual-motor coordination con-

cerns the acquisition of visually guided behaviors, such

as reaching. The development of reaching is facilitated

by the experience of observing the limbs during active

movement. This experience helps one to localize the

limb in space (proprioception) and link movement with

the visual consequences. It is not clear that the limbs

must then remain visible during the targeted action. For

example, normally developing infants who are experi-

enced with seeing their limbs move in space can reach

in the dark for a glowing object without being able to

see their hands.

A second demonstration of perceptual-motor coor-

dination concerns knowledge of the location and dis-

tance of sound-producing objects. When placed in the

dark, infants reach in the correct direction for a sound,

and they are more likely to reach for a sound located

within reach than for one located beyond their reach.

Calibration and Recalibration

The linking of various sensory systems and of the

perceptual-motor system is not a one-time event. A

continuous calibration of the systems maintains accu-

racy and accommodates changing circumstances, such

as the growth of the individual or the transition to more

powerful vision correction glasses. Many have argued

that vision is the most powerful sense for the process

of calibration and that it dominates the other sensory

systems. One everyday example of calibration comes

from experiencing a moving walkway at the airport.

Because the floor is moving as one walks, the effort

put into self-movement indicates that one is going

faster than that same effort would normally suggest.

Hence, if one is then immediately placed in a situation

without visual feedback, one may underestimate the

distance or time it would take to walk from one loca-

tion to another. A second demonstration of recalibra-

tion occurs when distorted stimuli are presented and

people adapt other senses and motor movements to the

distortion. For example, distorted prisms placed on the

visual system leads to adjustments in pointing and

reaching behavior as well as to adjustments in sound

localization. These distortions persist for a brief period

even after the prisms are removed.

Brain Development and Experience

Role of Experience

One theme that has been mentioned in this entry

but not explicitly discussed concerns the roles of
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experience on perceptual development. The two

extreme positions are maturation and induction. With

maturation, experiences play no role in the develop-

ment of the trait. For example, young infants can

differentiate among different odors regardless (appar-

ently) of their previous experiences. With induction,

a trait only develops as the result of specific experi-

ences. For example, in a congenitally and completely

sightless individual, the visual cortex may not develop

because it never receives any visual input. Other con-

cepts, such as maintenance, facilitation, and attune-

ment, take more of a middle position. Maintenance

represents the idea of ‘‘use it or lose it.’’ The trait

develops without any specific experiences but is only

retained with experience. For example, infants are sen-

sitive to phonemes in unfamiliar languages, but as they

get older they can only detect phonemic differences in

the language(s) they hear. Facilitation means that,

although specific experiences may hasten the rate of

development, others who did not receive those experi-

ences eventually catch up. For example, an enriched

visual environment may speed up the development of

some visual abilities, but those in a ‘‘normal’’ visual

environment would also develop those abilities. The

term attunement is used to describe an increase in the

level of development achieved on the basis of specific

experiences. For example, some perceptual-motor coor-

dination may be achieved without ever viewing the

limbs, but experience seeing the limbs may allow for

a higher level of perceptual-motor coordination.

Brain Development

Developmental changes in the brain may contrib-

ute to perceptual development in several ways. Two

of these ways include developmental changes in the

connections among neurons, and changes in the rate

of maturation of different brain structures.

Synaptogenesis is the formation of synapses or gaps

between nerve cells (neurons). Within a neuron, the

transmission of information is electrical, as the neuron

fires in response to certain stimulation. Between neu-

rons, neurotransmitters (chemicals) flow across a syn-

apse allowing neurons to communicate with each other.

In many parts of the brain, there is a distinct course of

development consisting of the overproduction and

pruning of synapses. The proliferation of synapses

early in development means that the toddler brain has

far more synaptic connections than the adult brain.

During childhood, the number of synapses decreases

to adult levels. Experience plays an important role

in determining which synapses are maintained and

which are pruned. If experiences lead to neurons fir-

ing and neurotransmitters being released, then the

synapses are maintained. If experiences do not lead to

neurons firing and neurotransmitters being released,

then the synapses wither.

The process of synaptogenesis is consistent with the

hybrid model of the development of intersensory coordi-

nation that was presented earlier. During the synaptic

proliferation phase, the senses may be undifferentiated,

allowing intersensory coordination abilities to be detect-

able very early in development. Experiences within

particular sensory systems then lead to an increased dif-

ferentiation of the senses and also to a meaningful inte-

gration of the senses.

The relative size and level of activity in different

areas of the brain changes during development. The

cerebral cortex is immature relative to other parts of

the brain throughout much of childhood. The cerebral

cortex is involved in the processing of perceptual

information, as well as many other functions. Thus,

despite the emphasis in the literature on the earliest

appearance of perceptual capacities, which is the rea-

son this entry has focused on infancy, it is clear that

perceptual development is very likely to continue

throughout childhood.

A recent theory of visual processing in the brain

has a focus on the cerebral cortex. This theory of nor-

mal visual processing was largely developed from

research on people who had a variety of visual disor-

ders due to brain damage. The theory itself does not

directly address development, though many research-

ers are applying it to developmental issues. David

Milner and Melvyn Goodale introduced this theory

of the visual brain. Structures in the cerebral cortex

relevant to the theory include primary visual cortex,

posterior parietal cortex, and inferotemporal cortex.

Briefly, two streams of visual information leave the

primary visual cortex: A dorsal stream that goes to the

posterior parietal cortex, and a ventral stream that goes

to the inferotemporal cortex. These visual streams serve

different purposes.

The ventral stream is involved in the formation of

perceptual and cognitive representations of objects and

of their significance. Take, for example, identifying an

object. The object’s identity is independent of any par-

ticular viewpoint of the object. Hence, size and shape

constancy enable enduring characteristics of the object

to be maintained across different viewing perspectives.
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The identity of objects and their spatial arrangements

should also be stored in long-term memory to maxi-

mize the efficiency of identification.

The dorsal stream is involved in the control of

goal-directed actions. Take, for example, reaching out

and grasping an object. The location of the object

must be specified in an egocentric manner (that is,

with respect to the actor) so that the actor can move

the hand to the location of the object. The object’s

size and shape also need to be specified in terms rela-

tive to the actor so that the hand and fingers can be

adjusted appropriately for grasping. Because actors

and the objects they interact with almost continuously

change relative location, only a very short memory is

required.

Hence, the requirements for a system involved

with forming representations of objects are different

from the requirements for a system involved with the

visual control of action. The first stream involves the

world independent of the observer, whereas the sec-

ond stream involves the actor’s actions within the

visual world.

The dorsal stream is consistent with Gibson’s the-

ory that perception and action are closely linked. The

ventral stream provides object recognition capacities

that are important for higher order cognitive tasks,

and it is consistent with Piaget’s theory of the con-

struction of knowledge.

Perceptual Capabilities
Beyond Infancy

Perception is used to attend to stimuli and events wor-

thy of detailed processing; to identify what is being

perceived; and to locate objects and events for guid-

ing action. The emphasis in this entry was on the

early appearance of perceptual capabilities, often in

infancy. In contrast, some of the areas mentioned in

perceptual abilities among adults, such as the cerebral

cortex, are immature in infancy and slowly mature

throughout childhood and adolescence. Hence, there

is danger in all-or-none thinking about perceptual cap-

abilities. In other words, just because there is some

evidence that infants can use certain features or infor-

mation does not mean that the processes underlying

that ability are fully formed. Perceptual development

continues well beyond infancy, though there currently

is not much emphasis on specifying how that occurs.

Michael E. McCarty

See also Autism Spectrum Disorders; Cognitive Development

and School Readiness; Disabilities; Dyslexia; Early

Intervention Programs; Motor Development; Observational

Learning; Special Education; Working Memory

Further Readings

Bukatko, D., & Daehler, M. W. (1995). Child development:

A thematic approach (2nd ed.). Boston: Houghton Mifflin.

Gibson, J. J. (1979). The ecological approach to visual

perception. Boston: Houghton Mifflin.

Greenough, W. T., Black, J. E., & Wallace, C. S. (1987).

Experience and brain development. Child Development,

58, 539–559.

Haith, M. M. (1980). Rules that infants look by. Hillsdale,

NJ: Lawrence Erlbaum.

Milner, A. D., & Goodale, M. A. (1995). The visual brain in

action. New York: Oxford University Press.

Piaget, J. (1971). The construction of reality in the child.

New York: Ballantine.

Schiffman, H. R. (2000). Sensation and perception: An

integrated approach (5th ed.). New York: Wiley.

Schone, H. (1984). Spatial orientation: The spatial control of

behavior in animals and man. Princeton, NJ: Princeton

University Press.

Siegler, R. S., & Alibali, M. W. (2004). Children’s thinking

(4th ed.). Upper Saddle River, NJ: Prentice Hall.

PERSONALITY TESTS

It has long been observed that individuals differ one from

another on many psychological dimensions. An area of

intense interest among psychologists is the measurement

of individual differences in personality. Personality is

commonly defined as the constellation of traits, or typi-

cal and relatively stable patterns of responding to the

environment, which are unique to various individuals.

An important focus of educational psychology is the

assessment of these traits and other related psychological

attributes such as interests, preferences, and attitudes.

This entry provides a brief overview of the history of

personality testing, examines important ethical and psy-

chometric issues related to the use of personality tests in

clinical and educational settings, and describes the most

commonly administered personality tests.

History of Personality Testing

Documented use of some form of testing in an effort to

place and classify individuals dates back to at least
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2200 B.C., when the ancient Chinese used such tests to

determine the placement of individuals in various civil

service positions. Plato and Aristotle noted that humans

differ in personality traits, interests, and intellectual

abilities and that these differences can be assessed in

various ways. However, it was not until the late 19th

century that interest in the scientific measurement of

human differences began. In 1869, the British psycho-

metrician and statistician Sir Francis Galton (cousin of

Charles Darwin) published the influential Classification

of Men According to Their Natural Gifts. This text

helped lay the groundwork for the field of psychologi-

cal measurement by focusing attention on precision

and accuracy in measurement and by advancing several

basic statistical techniques, such as correlation and

regression. At approximately the same time, the scien-

tific study of human mental processes was being

advanced by German psychologists such as Wilhelm

Wundt, who is generally acknowledged as the founder

of experimental psychology. In this new field, scientific

observation began to replace subjective impression and

introspection as the primary means by which to study

mental processes. James McKeen Cattell, a student of

Wundt and an acquaintance of Galton, brought the

German emphasis on measurement precision and

Galton’s work on psychological testing to American

academe. Another important advance was the 1904

publication of the first textbook on educational mea-

surement, Introduction to the Theory of Mental and

Social Measurement, by E. L. Thorndike. The major

accomplishment of this early era, however, was the

1905 publication of the first standardized psychological

test, the Binet–Simon Intelligence Scale, by French

psychologists Alfred Binet and Théodore Simon. This

test ushered in the modern era of standardized testing,

and no other single test has had a greater influence on

the field of psychological and educational measurement

than the Binet–Simon IQ test. In fact, its revision by

Stanford psychologist Lewis Terman in 1916 resulted

in the still used and widely adopted Stanford–Binet

Intelligence Scale, currently in its fifth edition.

The assessment of personality traits and related psy-

chological constructs parallels the development of the

major theories of personality and important advances

in psychometric and statistical techniques. For exam-

ple, Freud’s psychoanalytic theory, with its emphasis

on unconscious needs and drives, inspired the develop-

ment of two of the most well-known projective tests:

the Rorschach Ink Blot Test (1921) and the Thematic

Apperception Test (1938). Another example is the

more contemporary Myers–Briggs Type Indicator

(1985), based on personality types proposed by Carl

Jung, the Swiss neo-Freudian. Trait theorists, such as

Raymond Cattell, used sophisticated statistical methods

such as factor analysis to reduce lists of hundreds of

trait descriptors to the 16 most basic ones, which are

termed factors. The product of his work, the Sixteen

Personality Factor Questionnaire (16 PF), is now in

its fifth revision and is considered one of the most

psychometrically sound and useful measures of person-

ality traits in use today. Perhaps the most famous of

the empirically (or statistically) derived personality

tests is the Minnesota Multiphasic Personality Inven-

tory (MMPI), which was developed by S. Hathaway

and J. McKinley in the early 1940s. Hathaway and

McKinley used a psychometric technique called empiri-

cal criterion keying, in which scores are computed

based on their differentiation of individuals according

to some external criterion. In the case of the MMPI,

responses on each of the scales distinguished various

groups of psychiatric patients from control groups of

nonpsychiatric individuals. Another example of a widely

used empirical criterion-keyed test is the Strong Interest

Inventory (SII), originally developed in the 1920s by

E. K. Strong. During test development of the SII,

Strong found that individuals who worked in different

occupations tended to respond in distinctive ways to

various questions relating to their everyday likes and

dislikes; subsequently, responses to these questions on

the inventory were empirically keyed for different

occupations.

Personality testing today is used in a variety of set-

tings for a multitude of purposes. In clinical settings, it

is used primarily to assess for normal and abnormal

personality functioning and to monitor change during

the course of psychological treatment. In educational

and business settings, personality and interest invento-

ries are used to evaluate career interests and prefer-

ences, learning styles, and academic areas of interest.

In legal settings, personality tests may be used by

forensic practitioners as part of competency and cus-

tody evaluations, assessment of dangerousness and

malingering, posttreatment/release decisions, and other

such related uses. In research settings, personality and

related measures are used extensively in both basic and

applied research in the psychological sciences. In fact,

a review of the psychological research literature over

the past 50 years reveals that the MMPI alone has been

used in more than 6,000 published studies. Hundreds

of standardized personality tests have been developed,
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and they are second in number only to achievement

tests.

Ethical Use of Personality Tests

Because of the sensitive nature of the items (e.g., ‘‘I

have tried to commit suicide’’) and test results

obtained on personality measures, great care is taken

to ensure that they are used appropriately and ethi-

cally. The overriding goal is to encourage respect for

the individual taking the test and respect for the tests

themselves. More specifically, the professional stan-

dards are intended to keep unqualified individuals

from using and misusing such tests. Professional

organizations, such as the American Psychological

Association and the American Educational Research

Association, have guidelines for the ethical use of

psychological and educational tests. Examples of stan-

dards include

• proper training for those who use such tests;
• treating test results and other personal information

as ‘‘privileged communication’’ and keeping them

confidential (i.e., in educational settings, only

school personnel who have a ‘‘legitimate educa-

tional interest,’’ e.g., a school psychologist or guid-

ance counselor, may have access to test records);
• obtaining informed consent of the examinee (or if

a minor, parental consent);
• maintaining test security (to prevent the test from

being disseminated to the general public); and
• using the ‘‘least stigmatizing label’’ for an individ-

ual when interpreting results.

Although this list is not inclusive, it illustrates the

professional and ethical obligations required of those

who administer and interpret psychological tests.

Test-Reliability and Validity

For a test to be a useful measure of a construct, it

must, at minimum, measure that construct consis-

tently. The consistency, or accuracy of a measure, is

termed test reliability. As an example, imagine a bath-

room scale that produces substantially different read-

ings when stepped on several times by the same

person wearing the identical clothing within 1 min-

ute’s time. The fluctuation in readings reflects inaccu-

racy (or, more literally, inconsistency) in the scale.

Under these circumstances, it would be difficult to

know the ‘‘true’’ scale reading of an individual’s

weight. Psychometricians would say that this particu-

lar scale contains a substantial amount of measure-

ment error, which, in turn, contributes to its lack of

reliability. In contrast, precision measures in the phys-

ical sciences, such as thermometers that consistently

and accurately read to the millionth of a degree Cel-

sius, are considered highly reliable measures primarily

because they have a minimal amount of measurement

error. However, in the behavioral sciences, such preci-

sion is not possible for a variety of reasons, perhaps

the most basic being the inherent variability in human

behavior. Similarly, any test condition (e.g., slight dif-

ferences in the testing environment, or fluctuations in

mood states of examinees) that is not relevant to the

purposes of the test contributes to measurement error.

It is simply not possible in the psychological sciences

to construct perfectly reliable tests, so the goal is to

construct tests in such a way that measurement error

is minimized and test reliability maximized.

One of the most common methods of assessing

reliability is to compare the scores of groups of indivi-

duals on a test taken at one time with their scores on

the same test, or an alternate form of the test, taken at

another time. This is referred to as test–retest reliabil-

ity. If the test is reliable, the association, computed as

a correlation coefficient, between the two sets of scores

should be fairly high. A correlation coefficient is a

number that ranges from –1.0 to +1.0, with higher

numbers reflecting a greater degree of association

between two sets of scores. It is desirable in psychologi-

cal and educational measurement for test–retest corre-

lation coefficients to be higher than .85. Test–retest

reliability coefficients and the time interval between

test administrations should always be reported in the

test manual.

Another method of assessing reliability, particu-

larly when an alternative form of a test is unavailable

or is too expensive to construct, is internal consis-

tency reliability. In this form of reliability, the con-

sistency of individual test questions (or items) is

examined from a single administration of the test. For

example, in the split-half method, a group of test

scores from one test is split in half, with the scores on

the first half correlated with the scores on the second

half or with the scores on the odd-numbered items

correlated with the even-numbered items. The higher

the correlation is between the two halves of the test,

the better is the internal consistency of the test. In

coefficient alpha reliability, the consistency of all, not

just half, of the items on a test are intercorrelated at
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one point in time. Coefficient alpha produces a value

that ranges from 0 to 1.0, with higher values reflect-

ing greater consistency. This inter-item consistency

reflects measurement error from two sources: (1) the

content of the items being sampled (as in split-half

reliability), and (2) the extent to which all of the items

measure the same thing, or what is often termed test

or scale homogeneity. All other things being equal,

the more homogenous the behavior being sampled is,

the higher the inter-item correlations will be and

hence the better the internal consistency of the mea-

sure will be. For example, if a personality test con-

tains items that sample very different behavioral

traits, such as introversion, aggressiveness, friendli-

ness, or conscientiousness, that test will likely not be

a homogenous measure of personality and will pro-

duce a low coefficient alpha estimate of reliability.

The concept of test validity refers to what the test

actually measures and how adequately it does so. In

other words, validity examines to what extent the test

accurately measures what it purports to measure. For

example, suppose an individual takes an introductory

psychology course and studies relevant material for

the final exam. However, when the individual takes

the exam, he or she is asked questions about econom-

ics, history, and calculus. Quite obviously that test

would not be a valid measure of introductory psychol-

ogy content and should not be used for that purpose.

It is also important to note that tests cannot be valid if

they lack reliability; thus, reliability is said to be

a ‘‘necessary but not sufficient condition’’ for test

validity. Assessments of test validity are complex and

always require taking into consideration the particular

purpose of the test and the degree to which it fulfills

that purpose. Two kinds of validity procedures, both

of which are relevant to personality tests, are crite-

rion-related validity and construct validity.

Criterion-related validity entails evaluating perfor-

mance on a particular test against a separate criterion,

such as teacher or supervisor ratings, clinical diagno-

ses, or parent reports. The criterion should be one that

is logically related to the construct being assessed by

the to-be-validated test. For example, scores on the

various scales of the MMPI should be more highly

related to psychiatric diagnoses than to intelligence

test scores. Concurrent validity is when the criterion

against which the test scores are validated is measured

at approximately the same time. An example would

be MMPI scores correlated with currently available

psychiatric diagnoses. When the criterion is not

available until a certain amount of time has passed,

then predictive validity is involved. The question of

interest with predictive validity is to what extent do

the test scores predict performance on a related mea-

sure sometime in the future? For example, a test of

career interest could be given to a group of indivi-

duals at one point, and then those same individuals

could be evaluated later with respect to the careers

they actually pursued. With both concurrent and pre-

dictive validity, the relation between the criterion and

the test scores are expressed as a validity coefficient,

with higher coefficients suggesting greater validity.

Personality tests are often validated concurrently and

predictively against such criteria as clinician and

teacher ratings of personality traits, psychiatric diag-

noses, various indices of job performance, and partici-

pation in certain activities (e.g., social or religious

activities).

Construct validity is perhaps the most important

type of validity for psychological tests, particularly

measures of personality. This type of validity concerns

the extent to which a psychological test measures a

theoretical construct, such as anxiety, ego development,

introversion/extraversion, or intelligence. In fact, all

other validation procedures fall under the broad umbrella

of construct validity. Researchers examine various types

of data that may bear on construct validity—for exam-

ple, correlations with other theoretically related and

unrelated measures; differences in trait scores among

groups of individuals of different ages or among previ-

ously identified groups of people (e.g., those diagnosed

with an anxiety disorder compared with those diag-

nosed with a psychotic disorder); or the pattern of

correlations among multitrait (many traits measured by

same method) and multimethod (the same traits mea-

sured by different methods, such as self-report vs.

teacher rating) analyses of the construct. In sum, this

type of validity takes all that is currently known about

a test and its related construct and evaluates these dif-

ferent sources of information for evidence of its theo-

retical validity.

Self-Report Personality Tests

The majority of personality tests and interest invento-

ries are paper-and-pencil, self-report questionnaires.

Self-report means that test-takers are literally report-

ing on themselves; that is, they are asked various

types of questions about themselves. This technique

capitalizes on the fact that individuals generally do
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know themselves best and are normally truthful in

their responses. However, it is not without its limita-

tions, particularly when individuals are motivated

(consciously or not) to respond in a less than truthful

manner. Several such response sets have been identi-

fied, and on most major personality tests, special

validity scales are used to detect these response ten-

dencies. For example, many tests have scales that

detect or correct for the tendency to present oneself in

an overly positive light (so-called social desirability).

Other tests have validity scales that detect malinger-

ing, or ‘‘faking bad,’’ as might occur when there may

be a secondary gain associated with the assessment

outcome (e.g., needing to appear mentally ill in order

to qualify for disability). The various validity scales

cannot completely screen out all invalid test protocols,

but they do a reasonably good job of detecting the

majority of them.

Minnesota Multiphasic
Personality Inventory–2

The MMPI–2, originally developed in 1943 via

empirical criterion keying, is a 567-item true–false

inventory consisting of 10 clinical scales and 3 valid-

ity scales. There are also over 20 supplementary

scales that measure additional response sets and areas

of clinical concern, such as addiction potential and

marital distress. The clinical scales include Hypo-

chondriasis, Depression, Hysteria, Psychopathic Devi-

ate, Masculinity–Femininity, Paranoia, Psychasthenia,

Schizophrenia, Mania, and Social Introversion. The

validity scales are the Lie Score, Infrequency Score,

and Correction Score. The MMPI–2 was normed on

a sample of 2,600 male and females, 18 to 80 years

of age, from various ethnic groups and diverse geo-

graphic regions. It uses a standard T score (mean= 50,

standard deviation= 10), with clinical cutoffs for each

scale set at 65T. That is, a score higher than 65T would

indicate an area of clinical concern. As an alternative

to the laborious hand-scoring method, computerized

scoring software is provided by the publisher. The

resulting scoring profile is then interpreted in terms of

the pattern of elevations across all of the scales,

although there are more complex interpretive proce-

dures available from different test researchers. The

interpretation of an individual’s profile only provides

possible hypotheses about how that person functions

across many domains in different settings. (It is

important to note that psychological tests should be

used only as adjunct sources of information about an

individual and never in isolation.) Among the many

uses of the MMPI–2 are to assess for symptoms of

psychopathology and personality adjustment, to aid in

screening personnel for high-risk public safety jobs,

and to support treatment and management decisions

in forensic settings. Without question, the MMPI has

been the most extensively used personality test in

both clinical and research settings, worldwide.

Sixteen Personality Factor Questionnaire

The 16 PF, originally developed in 1949 by R. B.

Cattell, and now in its fifth revision, uses the factorial

approach to test construction. Factor analysis is

a data-reduction technique that analyzes sources of

variance among test scores such that only those

dimensions (or factors) that account for the largest

portion of the common variance are identified. Using

this approach, Cattell identified the 16 basic or most

primary personality traits (e.g., Warmth, Social Bold-

ness, Perfectionism, Emotional Stability, Sensitivity).

The 16 PF also provides five global factor scores

(Extraversion, Anxiety, Tough-Mindedness, Indepen-

dence, Self-Control) and three validity indices (Impres-

sion Management, Infrequency, and Acquiescence).

The current edition, consisting of 185 multiple-choice

questions and appropriate for individuals 16 years and

older, is used by psychologists for assistance with

clinical diagnosis, treatment planning, and prognosis;

vocational and career counselors for assessing occu-

pational interests and preferences; marriage and fam-

ily therapists in evaluating marital compatibility and

satisfaction; and school psychologists and counselors

to help identify students with possible social, emo-

tional, or academic problems. It was normed with

a stratified random sample based on the 2000 U.S.

Census and consisted of more than 10,000 indivi-

duals, age 16 and older. In general, the various scales

of the 16 PF have demonstrated very good estimates

of reliability and moderate to good indicators of valid-

ity. Computerized scoring and score reports are avail-

able from the publisher.

Strong Interest Inventory

The SII was first published in 1927 by E. K. Strong,

a Stanford University psychologist interested in under-

standing the characteristics of people in different kinds

of occupations. Using an approach that was unique in
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test construction at the time, he first asked people about

their everyday likes and dislikes with respect to differ-

ent kinds of activities. He then used empirical keying

to identify the pattern of responses associated with

a particular occupation. His use of empirical keying to

derive the items and scales predates even the well-

known empirically keyed MMPI. Today, the SII is one

of the most popular interest inventories and is used by

guidance and career counselors in secondary and

higher education settings and in business settings to

improve workplace productivity and employee reten-

tion. The SII has recently been re-normed and revised

to include several new interest and occupational scales.

The test now contains four major scales (General

Occupational Themes, Basic Interest Scales, Occupa-

tional Scales, and Personal Style Scales), each with

several subscales. The scales use a standard T score,

with a mean of 50 and standard deviation of 10. The

SII can be scored only by computer. The basic report

displays the examinee’s scores on all of the scales and

subscales, and an interpretive report provides informa-

tion about specific careers and occupational interests.

Overall, the SII has an excellent psychometric track

record with solid reliability and validity.

Projective Personality Tests

Among the educated lay population, the most widely

familiar personality tests are the projective tests.

Through the media, such as popular television sitcoms

like Fraser, most people have likely heard of the

Inkblot Test. The projective hypothesis, a term first

proposed by psychoanalyst Lawrence Frank in 1939

and based originally on Sigmund Freud’s early work

on projection, assumes that people interpret ambigu-

ous stimuli in terms of their unconscious inner drives,

conflicts, and concerns. That is, they ‘‘project’’ onto

vague and ambiguous unstructured stimuli what they

really feel, think, and worry about. As such, these

tests are considered a type of disguised assessment in

which the test-taker is generally unaware of the pur-

pose of the test or the possible psychological interpre-

tations derived from it. Proponents of this technique

argue that because they are a type of disguised test,

they are difficult to fake. However, others have

argued that precisely because the stimuli are so

unstructured, responses to them can reflect an array of

processes: conscious and unconscious, significant and

meaningless, real and imaginary. Thus, interpretation

of the responses is often subjective and unreliable,

a factor that undoubtedly contributes to the generally

low validity coefficients of most projective instru-

ments. Given space limitations, only the two most

commonly given projective tests, the Rorschach

Inkblot Test and the Thematic Apperception Test, are

discussed here.

Rorschach Inkblot Test

The Rorschach, originally published in 1921 by the

Swiss psychiatrist Hermann Rorschach, and currently

the most popular projective measure among clinical

psychologists and psychiatrists, consists of a series of

ten inkblots (five black and white, two red and gray,

and three multicolored). Individuals are simply asked

to tell the examiner what they might see in each blot.

After the initial responses to all the cards, the examiner

may readminster the cards to probe the test-taker for

specific responses to various features of the cards. Sev-

eral scoring methods have been proposed, the most

recent of which is John Exner’s comprehensive system.

This very complex approach (simplified here) attempts

to quantify the scoring of the responses as much as

possible by evaluating every response to each blot on

several dimensions:

1. Location (e.g., use of the whole blot or only a part

of it)

2. Determinant (e.g., use of color, form, or shading in

the response)

3. Content (e.g., references to anatomy, nature, or

fire)

4. Popularity (whether the response is common or

original)

The number and ratio of responses in each cate-

gory are then interpreted according to Exner’s guide-

lines. For example, a large number of color responses

indicates emotional lability and impulsiveness,

whereas many detailed responses might indicate an

overly controlled or compulsive personality. Although

Exner’s system represents a substantial improvement

over previous scoring systems, there is still a consider-

able amount of debate in the scientific community

about the adequacy of the Rorschach’s psychometric

properties. Specifically, while there is some support

for the use of a small number of the specific indices

found on the Rorschach (e.g., Schizophrenia Index),

the majority of studies indicate that the Rorschach
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fails to meet many of the commonly accepted stan-

dards of reliability and validity. Nonetheless, it con-

tinues to be widely used by clinicians.

Thematic Apperception Test

The Thematic Apperception Test is the second

most commonly administered projective test. It was

developed by Henry Murray and his staff at the Har-

vard Psychological Clinic in 1938 and comprises 19

black and white picture cards that depict scenes of

people in different ambiguous situations. (One card is

blank.) Individuals are asked to tell a story about what

is happening in the various scenes (with the blank

card they are asked to imagine a scene and tell about

it), what the characters are thinking and feeling, what

led up to the story, and what the outcome might be.

For example, one card depicts a young boy who appears

to be contemplating a violin that sits on a table in front

of him. An individual might respond with a story about

a little boy who feels conflicted about learning the vio-

lin and is torn between pleasing his parents and doing

what he really wants to do, for example, going outside

to play with his friends. Ultimately, he decides to pick

up the violin and commence practicing. Clinical

interpretation of the stories requires ascertaining the

main motives, needs, conflicts, and emotions pro-

jected onto the characters in the pictures by the exam-

inee. The ‘‘hero’’ or ‘‘heroine’’ of the stories is

assumed to be the examinee, with conflicts conveyed

in the stories reflecting putative stressors in the indivi-

dual’s life. Although the Thematic Apperception Test

is widely used in clinical settings, it has many of the

same psychometric limitations as the Rorschach,

although in general it fares somewhat better in terms

of validity.

Tracie L. Blumentritt

See also Generalizability Theory; Measurement
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PERSONALIZED SYSTEM

OF INSTRUCTION

The Personalized System of Instruction (PSI) is

a teaching method designed by Fred S. Keller and

J. Gilmour Sherman from Columbia University. It

focuses on mastery of knowledge or skills, as reflected

in examination performance, and is implemented typi-

cally at the college level, although reports of high

school and upper elementary implementation exist.

Students must have successful reading, writing, and

study skills to profit from PSI. Inspection of journals

and magazines devoted to teaching methods in various

disciplines indicates that PSI courses have been

offered in more than 50 disciplines, including psy-

chology, engineering, oceanography, English, sociol-

ogy, biology, physics, history, and philosophy. PSI

is derived from principles of behavior analysis, and

has five distinguishing features. This entry describes

those features and the outcomes of PSI research.

Stress on the Written Word

Communication between the teacher and the learner

is by written word, usually the standard text-

book, computer-generated documents or Web sites

developed by the instructor. Many distance learning

courses are designed in a similar fashion; PSI is an

ideal format for offering a web-based course. The PSI

instructor prepares detailed study guides by listing all

of the learning objectives for a reading assignment.

For example,

On completion of this unit on the basic principles

of PSI, be able to
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1. describe five distinguishing features of PSI,

2. analyze written descriptions of PSI courses, and

suggest improvements based upon the five distin-

guishing features,

3. give an original example in which you describe

a new PSI course; your choice of subjects.

(and so on)

Many PSI study guides contain study questions

that follow along with the text, prompting active

responses, instead of learning objectives.

Unit-Perfection
Requirement for Advancement

PSI instructors divide the content of their courses into

one to two subdivisions or ‘‘units’’ for each week of

the course. Once instructors outline a unit sequence,

they develop three to four parallel versions of quizzes

for each unit. Unit quizzes usually contain multiple-

choice and short-answer essay questions and typically

take 10 to 20 minutes to complete. Students take tests

on each unit as many times as necessary until they

reach ‘‘mastery,’’ which is generally defined as 90%

correct. Students are not penalized for errors. As Sher-

man often said, we judge our art masterpieces not by

the number of preliminary sketches discarded along

the way, but by the final product produced. Once stu-

dents achieve a mastery score on a unit quiz, they pro-

ceed to the next unit.

In traditional classrooms where mastery is not the

goal, time to learn objectives or a module or topic is

held constant and, as a result, quality of learning var-

ies. Both time and quality cannot be held constant. At

the end of a time period, a teacher may test students’

competencies, or projects may serve as evidence of

progress. Progress will vary from the most to least

‘‘capable’’ learners. In contrast, in PSI, quality of

learning is held constant and time is allowed to vary.

As with other mastery learning approaches of the

1960s and 1970s, PSI advocates argue that the aspect

of teaching that should vary is ‘‘time to completion’’

of a course of study, not ‘‘quality of learning.’’ The

mastery philosophy of learning recognizes that indi-

vidual differences exist among students and that these

differences are reflected in the learning process. Some

learners may need extra test opportunities for a variety

of reasons, including learning challenges, family cir-

cumstances, and other demands on their lives and

times. But these differences are more adequately

described by differences in rate of learning, not by the

final level of learning achieved.

Student Pacing

Student pacing allows each individual to proceed

through the unit sequence in a PSI course as slowly or

as rapidly as possible, achieving virtual mastery of

the course material in either case. Students are neither

left behind nor painfully bored. If circumstances arise

that make effective study impossible, or if students

have real difficulty learning the material, they can

delay taking a unit quiz, and progress more rapidly at

a later point in the course.

Use of Proctors

PSI instructors enlist the services of students who

have already mastered course content to serve as

proctors. The proctor (a) immediately scores and eval-

uates students’ performance on successive quizzes,

(b) indicates any relevant portions of material that

a student may need to restudy before retaking a quiz,

(c) suggests ways of improving study behaviors and

examination skills, (d) prompts consistent progress

through the course, and (e) ‘‘personalizes’’ a PSI

course. Indeed, the proctor staff in many ways deter-

mines the success or failure of a PSI course. Most

PSI courses recruit proctors to create a 1:10 proctor/

student ratio.

External Proctors

The proctor is typically an undergraduate or grad-

uate student who has been chosen for his or her mas-

tery of the course content and positive approach to

the field of study. Eighty percent of all PSI courses

use external proctors. Students who complete a PSI

course at a high rate are often recruited for pro-

ctoring during a subsequent term. The instructor and

current team rate potential student proctors on char-

acteristics such as ‘‘sociability,’’ ‘‘dependability,’’

‘‘knowledge of materials,’’ and ‘‘overall ability to be

a manager.’’ They also review the students’ quiz

folders. Those who are rated highest may then be

invited to be proctors. External proctors typically

receive two to three hours of ‘‘independent study’’

course credit. The proctor’s grade may be based on

a number of factors, including class attendance and
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performance on an exam over course content. Some

departments establish a ‘‘Teaching Assistant’’ course

number for proctors and may require their participa-

tion in a seminar.

Internal Proctors

In some PSI courses, students concurrently enrolled

in the course serve as internal proctors. Students

who have successfully mastered the greatest number

of units may volunteer their services as proctors for

that day. In a class of 100 students, the 10 students

who serve other students best are chosen. These

proctors then score all units up to the last unit that

they have mastered. In this system virtually everyone

has a chance to proctor by gaining the lead in prog-

ress through the units in the course. Slower students

get their chance when the first wave of students com-

pletes the course. The instructor must maintain more

direct contact and closer involvement with internal

proctors than external proctors, due to their relative

lack of sophistication in handling student difficulties

with course content.

Many PSI courses have a two-tiered proctoring

system, in which external proctors are used in a 1:20

proctor/student ratio; they supervise additional, daily

internal proctors, thereby reducing the ratio to the

ideal of 1:10.

Lectures and Demonstrations
as Motivational Devices

If lectures are interesting and informative, they can

be important and highly reinforcing events. Since

the PSI instructor uses study materials, self-paced

evaluation, and mastery to present essential informa-

tion, lectures can be based on material that is not

absolutely essential to the actual course content

but is interesting and informative in its own right.

Such lectures can be a refreshing change from the

usual course lecture that presents essential but often

routine or boring course content. The lecture can

become a pleasurable experience for both student

and instructor. To promote unit progress, the lec-

turer can require that students must reach a certain

level or pass a predetermined number of units before

they are allowed to attend the lecture. The lecture in

a PSI course is not eliminated, as in many other

forms of individualized instruction, but serves a dif-

ferent and highly useful function.

Three Levels of Evaluation

Research on the effectiveness of PSI has examined

student grade distributions, studies comparing PSI

with conventional teaching methods, and component

analyses of PSI.

Student Grades

Numerous descriptive reports of PSI in college

classrooms have described large differences in the

final grade distributions of PSI and more traditionally

taught classes. Students in PSI courses receive a much

greater proportion of A and B grades than do students

in conventionally taught sections of the same course.

Some reports have also indicated that, in comparison

to previous terms, the same professor assigns many

more As and Bs when using PSI to teach the same

course. The effectiveness of the explicit contingencies

given to students in a PSI course (what to learn, how

to show it on a test) appears to produce a ceiling on

grades awarded, especially when grades are based on

tests. Some reports note a higher incidence of

‘‘Incomplete’’ grades, and ‘‘Withdrawals’’ in their PSI

courses, but researchers have not reported systematic

differences.

Comparison Studies

Several reviews have indicated that average stu-

dent performance in PSI courses ranges 8% to 15%

better than student performance in traditionally taught

courses. For example, one review of 39 studies com-

paring PSI to lecture–discussion methods reported that

34 studies (87%) showed that PSI students performed

statistically higher on exams. Four studies favored PSI

but were not statistically significant; only one favored

lecture/discussion, but the results were not statistically

significant. A more recent meta-analysis produced sim-

ilar results. As a point of comparison, 51% of 88 stud-

ies on college teaching favor the lecture method,

whereas 49% favor a discussion method. No one has

reported that any other college teaching method pro-

duces better exam performance than PSI.

Nine retention studies have compared PSI to con-

ventional instruction; 100% showed that PSI produced

statistically higher retention on exams. Four studies

have shown statistically higher grades in subsequent

courses after taking an introductory PSI course; one

study showed higher grades after a PSI course, but

the results were not significant. No studies have
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shown that a conventionally taught course produces

statistically higher retention or transfer when com-

pared to a PSI course. Nine studies have compared

student ratings in PSI and conventional courses.

Seven statistically favored PSI ratings, one favored

PSI but was not significant, and one favored a lecture/

discussion method but was not significant.

Component Analysis

The mastery criterion may represent the most pow-

erful contingency in PSI courses. Studies have shown

that student performance levels will typically match

whatever mastery criterion an instructor sets—70%,

80%, or 90%—probably because grades are powerful

incentives for most students. Mastery criteria are not

as effective in the absence of small units, frequent quiz-

zing, and immediate feedback. Student performance

varies inversely with increased unit size, although

advantages of smaller unit size are clear only when the

differences in unit sizes compared are large.

Restricting student pacing, either with a minimum

rate line for unit completion, or with deadlines for

early or all units, has shown no effects on final exam

performance, although decreases in ‘‘Incomplete’’ and

‘‘Withdrawal’’ grades have been noted. Students

highly favor flexible pacing conditions, and choose to

perform under such conditions when given the oppor-

tunity. Student pacing may also teach self-scheduling

skills, although no research has investigated this pos-

sibility. The vast amount of research on the pacing

component of PSI appears to be the result of problems

generated by the incompatibility between self-pacing

and traditional university, college, and other institu-

tional policies.

The provision of study questions has a powerful

effect on student generalization and recall performance.

Monitoring student answers to study questions before

they take quizzes improves student pacing and first-

trial quiz performance. Grading study-question answers

instead of quizzes produces lower final exam perfor-

mance, probably because generalization and mainte-

nance of performance is better when students must

respond to new quiz exercises. Both oral and written

quizzes appear to result in high-quality student perfor-

mance, but the comparative results are not conclusive.

PSI courses are usually more effective with

a review procedure. The use of either review items on

unit-mastery quizzes or separate review tests has dem-

onstrated positive effects on student performance and

retention. The relative gains of elaborate review unit

programming have not been investigated. When

a mastery criterion in PSI courses is shifted from 90%

correct to a time-based measure—for example, six

math word problems solved correctly in 3 minutes—

retention dramatically improves. Review items or

units may be superfluous when a mastery criterion is

both time- and accuracy-based.

Immediate feedback on quiz performance from

proctors also has powerful effects on student exam per-

formance, although it is difficult to separate the effects

of immediate feedback from the use of proctors. Train-

ing proctors in administrative, social, accuracy, and

prompting behaviors increase those behaviors in the

PSI classroom, and the positive effects of proctor

prompting and accuracy behaviors on student perfor-

mance have also been demonstrated. In the absence

of proctor training, internal and external proctoring

appear to be equally effective. Students prefer feed-

back from proctors to other feedback arrangements;

they also appear to learn more when they engage in

proctoring. One report on the use of internal proctors

showed that proctor evaluations of their proctor-

ing opportunities were consistently positive. Internal

proctors showed significant shifts toward choosing

the particular discipline as their major area of study,

reported greater interest in the course as compared to

their other courses, indicated a high likelihood of

returning in a later term to be an external proctor,

and stated that they will probably use these same

procedures to teach their classes, if they become

teachers. Comparisons of trained versus untrained;

external, internal, and self-proctoring; on student

performance and preference need to be conducted to

determine the most optimal proctoring procedures.

Kent Johnson

See also Applied Behavior Analysis; Distance Learning;

Effective Teaching, Characteristics of; Operant

Conditioning; Teaching Strategies
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PHONICS

Phonics is the correspondence between letters

and spoken sounds, or letter–sound correspondences.

Today virtually all approaches to early reading instruc-

tion in the United States include instruction in pho-

nics. The various approaches differ in the units of

sound taught and how they are taught. Some teach

letter–phoneme correspondences and others teach

letter–onset and letter–rime correspondences. Some

teach phonics out of context and others teach it in

context. However, all approaches share the same

goal: to help beginning readers become independent

readers.

Spoken Sounds

In English, the sounds employed in phonics instruc-

tion can be phonemes or they can be onsets and

rimes.

Phonemes

Traditionally, the unit of sound used in phonics

instruction has been the phoneme. The phoneme is

the smallest unit of speech that makes a difference in

the meaning of a word in a given language. For exam-

ple, in English, if we drop the first /s/ in the spoken

word smiles, we have miles. All languages have pho-

nemes, but the range of sound in any given phoneme

differs from language to language. For example, /b/

and /v/ are distinct phonemes in English but variations

of the same phoneme in Spanish.

Children who have not yet learned to read have

trouble analyzing spoken words into phonemes.

Adults who have learned to read can analyze spoken

words into phonemes when the phonemes correspond

with the spelling (as in cat) but have trouble when

they do not (as in box). (The three letters of box rep-

resent four phonemes /b/, /o/, /k/, and /s/.)

Onsets and Rimes

In the 1970s, linguists discovered that spoken syl-

lables in English consist of two natural parts: (1) any

consonants before the vowel and (2) the vowel and

any consonants that come after it. They named the

first part the onset, and the second part the rime. In

the spoken word smiles, for example, /sm/ is an onset

and /��lz/ is a rime. Syllables may or may not have

onsets but all syllables have rimes. For example, the

word smiling has two syllables and, hence, two rimes

but only one onset.

Although many languages have onsets and rimes,

not all languages do. The psychological unit of

the Spanish syllable is the syllable, not onsets and

rimes.

Onsets and rimes may consist of one phoneme (as

the /g/ and the /o/ in the word go) or more than one

phoneme (as the /s/ and /m/ and the /��/, /l/, and /z/ in

the word smiles). In words composed entirely of one-

phoneme onsets and rimes (as go), there are as many

units of sound at the onset–rime level as there are

phonemes. In all other words there are fewer units at

the onset–rime level than phonemes. The spoken

word smiles, for example, has two units at the onset–

rime level (/sm/ and /��lz/) but five units at the phone-

mic level (/s/, /m/, /��/, /l/, /z/). Most words have more

than one phoneme in the onset or the rime in at least

one syllable.

Onsets and rimes are so intuitive to native speakers

of English that linguists call them the psychological

units of the syllable. Long before linguists discovered

onsets and rimes, poets and educators used them but

called them by different names. Poets speak of alliter-

ation and rhymes, and educators speak of word fami-

lies. When there is more than one phoneme in an

onset or a rime, English-speaking children who have

not yet learned to read are able to analyze spoken

words into their constituent onsets and rimes when

they cannot analyze them into their constituent pho-

nemes. For example, they can analyze the spoken

word smiles into /sm/ and /��lz/ but not into /s/, /m/,

/��/, /l/, and /z/.

Letter–Sound Correspondences

Letter–Phoneme Correspondences

In English, the relationship between letters and pho-

nemes is complex. Most letters, either alone or coupled
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with other letters, can represent more than one pho-

neme. For example, the letter s can represent /s/ (as in

the beginning of the print word smiles), /z/ (as in the

end of the print word smiles), and /sh/ (as in the print

word sugar). Sometimes a combination of two or more

letters, known as digraphs, can represent a phoneme

(as the ph in phonics, the th in the, the ght in light,

the oa in boat, and the oo in book). Sometimes a let-

ter e at the end of a print word can influence the

pronunciation of a noncontiguous a; e; i; o; or u that

occurs two letters before it (as the e in the print

word smile). In one case a letter represents two pho-

nemes: the letter x after a vowel represents /k/ and

/s/ (as in the word box). Sometimes letters are pro-

nounced in some words but are ‘‘silent’’ in others.

For example, the letter m is pronounced in the print

word smile but not in the print word climb. The let-

ter l is pronounced in the print word smile but not

in the print word walk.

Sometimes the pronunciation of print words is

influenced by factors other than letter–phoneme corre-

spondences. In words known as homographs, the

pronunciation depends on the word’s grammatical

function (as the word read in ‘‘I didn’t read this but

I read that’’). In some words the spelling is morpho-

logical rather than phonetic. That is, the spelling

represents meaning, not pronunciation (as the ed in

the print word dropped). The pronunciation of print

words is also influenced by the reader’s dialect. For

example, depending on one’s dialect, the word again

can rhyme with ten or with rain.

Conversely, when converting speech to print, often

a phoneme can be represented by more than one letter

or set of letters. The phoneme /k/, for example, can be

represented by the letter k (as in kangaroo) and by the

letter c (as in cat). The phoneme �o�o can be repre-

sented by the letters o, ew, oo, ue, iew, and ough (as

in to, blew, too, blue, view, and through).

Phonics generalizations based on letter–phoneme

correspondences are not reliable. For example, one

commonly taught generalization is the ‘‘silent e’’ gen-

eralization. According to this generalization, ‘‘When

there are two vowels (i.e., the letters a, e, i, o, u), one

of which is a final e, the first vowel is long and the e

is silent, or, as some versions put it, ‘‘the first one

says its name’’ (as in the print words smile, bone, and

cake). However, in approximately one third of the

print words with a silent e at the end of the word, the

letter representing the vowel is not ‘‘long’’ (as the o

in done and the a in have). Another commonly taught

generalization is the generalization that ‘‘When two

vowels occur together, the first vowel is pronounced

as a long vowel and the second vowel is silent.’’ This

generalization works in approximately half the words

where ‘‘two vowels occur together’’ (as in the print

words bead and seat) but doesn’t work in the other

half (as in the print words chief and been).

In their search to develop reliable letter–phoneme

generalizations, Betty Berdiansky and her colleagues

found, among one- and two-syllable words within chil-

dren’s listening vocabularies, more than 211 letter–

phoneme correspondences that apply to five or more

words.

Letter–Onset and
Letter–Rime Correspondences

The relationship between letter–onset and letter–rime

correspondences is also complex. There are as many—

if not more—letter–onset/letter–rime correspondences

as there are letter–phoneme correspondences. As in the

case of letter–phoneme correspondences, letter–onset/

letter–rime correspondences can represent different

sounds (as the letter g in the print words go and giant

and the letters eak in the print words beak and break).

Regardless of whether one is analyzing sounds into

onsets and rimes or into phonemes, the pronunciation

of homographs still varies by their grammatical func-

tion, words that are spelled morphologically are still

spelled morphologically, and the pronunciation of

words still varies by dialect.

Nevertheless, letter–onset/letter–rime correspon-

dences are less complex than letter–phoneme corre-

spondence: when there is more than one phoneme in

an onset or a rime, there are fewer onsets and rimes

per spoken word than phonemes. Most words have

more than one phoneme in the onset or the rime in at

least one syllable.

Children who have begun to read make analogies

between familiar and unfamiliar print words to pro-

nounce unfamiliar print words, and they make these

analogies at the onset–rime level. For example, a child

who has learned to read the print words smile and

small and has also learned to read the print words cart

and part can figure out that the letters sm are pro-

nounced /sm/ and the letters art are pronounced /art/.

Then, when she encounters the print word smart, she

is able to pronounce it using her knowledge of letter–

onset and letter–rime correspondences in print words

she already recognizes.
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Phonics Instruction
Out of Context Versus In Context

Since the first century A.D., educators have first taught

children letters and/or letter–sound correspondences

out of context and then asked children to read words

and/or text. However, with the discovery in the 1960s

that early readers read words better in context, as in

stories, than in isolation, as in lists or on flash cards,

some educators have shifted to teaching phonics in

the context of text that children have already learned

to read.

In this approach, teachers first teach children to

read text through instructional techniques such as the

language experience approach or shared reading. In

these techniques, the teacher points to the print in full

view of the children as he or she reads to them. Once

the children have learned to read the text, the teacher

then teaches them letter–sound correspondences in

words in the text.

Children taught phonics in the context of learning

to read meaningful stories are more successful in

using phonics to figure out new print words than chil-

dren taught phonics out of the context of learning to

read meaningful stories. This can be explained by the

fact that when readers read in context they use multi-

ple founts of knowledge to read, not just one fount.

They simultaneously use (a) their knowledge of the

language represented in the text, (b) their background

knowledge on the topic of the text, and (c) their

knowledge of letter–sound correspondences to read.

Children learning to read bring a competency in spo-

ken language to learning to read that they don’t yet

have in letter–sound correspondences, and they use

this language competency, along with their develop-

ing phonic awareness, to read.

Implications

English letter–sound correspondences are complex.

However, instruction in letter–onset/letter–rime corre-

spondences has two advantages over instruction in

letter–phoneme correspondences: (1) Children who

have not yet learned to read can analyze spoken words

into onsets and rimes when they cannot analyze them

into phonemes, and (2) there are fewer onsets and rimes

than phonemes in most words.

Children who have begun to read use their knowl-

edge of letter–onset and letter–rimes correspondences

in familiar print words to figure out unfamiliar print

words. Children who are taught phonics in the context

of learning to read meaningful stories are more suc-

cessful in figuring out new print words than children

who are taught phonics out of context.

Margaret Moustafa

See also Cognitive Development and School Readiness;

Literacy; Reading Comprehension Strategies; School

Readiness; Spelling
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PHYSICAL DEVELOPMENT

Broadly stated, physical development refers to the ele-

ments and processes involved in the expression of the

biological potential of humans at multiple levels of

organization: microbiological, cellular, anatomical,

behavioral, and functional. And, inasmuch as humans

are material, physical development is at the core of

human conative (directed thought and behavior),

affective (emotion), and cognitive (mental processing)

functioning and development. For these reasons,

appreciation and study of physical development is

necessary for the advancement of any discipline
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concerned with human behavior, such as educational

psychology.

Identifying work from a variety of disciplines—

anatomy, physiology, evolutionary biology, physics,

genetics, chemistry, the cognitive sciences—what fol-

lows in the next sections are a brief history of physi-

cal development as an element in the study of human

development and a review of the systems, including

discussion of issues amenable by students and practi-

tioners of educational psychology.

Conceptual Foundations

For most of the 20th century, views of human devel-

opment were conceptually driven by Cartesian splits,

wherein proponents of one position or another jostle

for supremacy. These either/or options of what drives

human development include continuity/discontinuity,

constancy/change, nature/nurture, and stability/insta-

bility. Of these, physical systems are most often dis-

cussed in terms of nature/nurture. In debating the

primacy of nature (biology) versus nurture (environ-

ment), physical systems of development are ascribed

to the nature end of the argument. Theoretical posi-

tions favoring a passive view of physical systems

generally reflect a mechanistic viewpoint. Here, envi-

ronment was viewed as the driving force behind

human development, and the organism was seen as

reactive, as evidenced in the work of Watson and

Skinner. Organismic theorists—early Hall, Gessell,

Piaget—suggested that physical systems played an

active role in human development. Development was

seen as epigenetic—an unfolding of human nature via

maturation. At the extreme end of this argument, bio-

logical processes are primarily involved in activating

the cascade of activities whose teleological end is

‘‘humanity,’’ an idea best expressed by the recapitula-

tion that phylogeny (history of the species Homo sapi-

ens sapiens) is seen in ontogeny (embryonic history

of an individual).

Modern conceptions of human development assert

a more contextual orientation, said to result from

interactions among physical, cognitive, affective, and

conative systems and the environment. Contrary to

earlier perspectives, systems are seen to depend on

other systems for expression. Such interdependence

makes the isolated discussion of any element of

human experience problematic. Equally important is

recognition that systems exist temporally; develop-

ment is a fluid process and ‘‘snapshot’’ observations

are often misleading. Among research communities

investigating physical development, two assumptions

frame data interpretation: the laws of thermodynamics

and theories of human evolution. Physicists remind

us that the organization of all matter—including

humans—follows the laws of thermodynamics. First,

energy—such as in cells—cannot be destroyed, only

transferred to another source. Next, all physical

systems move toward states of entropy or maximum

diffusion. Evolutionary theories suggest distal mechan-

isms for how Homo sapiens are structured and how

these structures are passed from generation to genera-

tion among populations.

Though Darwin is universally linked with evolu-

tion, he was certainly not the first to consider it (i.e.,

Lamarck, Saint-Hilaire). He was, however, the first to

express evolution as operating through the generation

of population variance among traits and natural selec-

tion of those traits in a survival of the fittest. After

150 years of often visceral debate, the central tenants

of evolution by natural selection have remained

unchanged: Species are capable of overproducing

offspring, and resources for support of offspring are

limited. Therefore, a struggle for existence among

individuals ensues. And, if individuals differ in traits

(via adaptations, co-opted outcomes, or evolutionary

noise) that enable them to survive and reproduce, and

at least some variation in these traits is heritable, dif-

ferent populations will produce, to some degree, dif-

ferent offspring. The how of heritability took longer

to fathom. Not until Hamilton’s treatise on the evolu-

tion of social behavior did the explanatory power of

genes enter the discussion of how traits are passed

from one generation to the next. Prior to this, heredity

was believed to operate at an individual or group

level; species evolve because the fittest individuals or

groups have a greater potential to reproduce. Instead,

Hamilton’s work demonstrated that, ultimately, evolu-

tion does not occur through individual or group sur-

vival. It occurs through survival of the fittest genes.

Cellular and Anatomic Systems Basics

How genes are evidenced brings this discussion back

to physics. Like other forms of matter, the basic che-

mical building block of humans is the atom. Complex

groups of atoms, or molecules, conjoin to form the

simplest of substances, many of which are nucleic

acids. Nucleic acids are organic molecules involved

in the genetic transmission of traits. Two types are
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identified: deoxyribonucleic acid (DNA) and ribonu-

cleic acid (RNA). Genetic material in each cell is

made of segments of DNA called genes. Genes regu-

late protein synthesis in cells and determine which

traits are inherited. RNA carries information from the

genes that direct the construction of amino acids into

proteins, determinants of the physical and chemical

properties of cells. In all, researchers have identified

approximately 200 different cell types (e.g., nerve,

red blood, epithelial, sperm) among the 100 trillion

cells in the average adult human.

Groups of cells and related materials form tissues

of which there are four basic types—connective, epi-

thelial, muscle, and nervous. In turn, the joining of

two or more tissue types forms organs. Related organs

with shared function work in tandem to form the

eleven anatomic systems of the human body. Systems

include the integumentary (skin, oil glands); skeletal

(bones, joints, cartilages); muscular; nervous (brain,

spinal cord, nerves); endocrine (hormonal glands);

cardiovascular (heart, blood, blood vessels); lym-

phatic and immune (tonsils, spleen, lymph nodes);

respiratory (lungs); digestive (esophagus, stomach,

intestines); urinary (kidneys, bladder, urethra); and

reproductive (gonads, vagina, penis) systems. In terms

of cognitive, affective, and conative functioning, the

nervous system is primarily important. As the seat of

sensory processes and functions, the brain and related

tissues form the ontological center for the human

experience.

Developmental Benchmarks

For organization’s sake, the listed developmental

benchmarks reflect reflex, perceptual, and gross/fine

motor skill development and are identified in the age

periods in which they occur, on average. Use of age

periods is not to be construed as an endorsement of

a discontinuity perspective of physical development

over a continuity perspective nor should discussion of

the ‘‘average individual’’ conceal variation among

individuals. Periods and the ages covered include:

prenatal (fertilization–birth), infancy (0–2 years old),

early to late childhood (2–11), adolescence (11–22

years old), early to late adulthood (22–65+ years). As

it is both foundational and of interest for the study of

K–12 settings, emphasis is on earlier periods of

development.

Recall the assumption that the form and function

of the human body has been shaped for millennia via

natural selection. Complicating this idea is that every

fertile human that has ever lived has either been bio-

logically male or female. Throughout evolutionary

history, selection pressures have differed to some

degree for males and females; greatest among these

are the conditions that gave rise to the traits that

ensure conception, birth, and survival of offspring.

Downstream from these traits are secondary sexual

characteristics, many of which are evidenced during

puberty for males (i.e., spermarche, facial hair) and

females (menarche, widening hips); other characteris-

tics are evident throughout the school years and

include physical performance abilities and risk-taking

behavior differences between the sexes. All of this

serves as a reminder of the fluidity among the physi-

cal systems of development (microbiological, cellular,

anatomical, behavioral, functional) when observing or

estimating developmental benchmarks.

Prenatal (Fertilization–Birth)

The prenatal period spans from fertilization to birth

and is divided into the embryonic and fetal periods.

The embryonic period covers the first two months of

gestation. After fertilization, the zygote quickly

divides into a collection of cells called a blastocyst

and covered by another layer of largely nutritive cells,

the trophoblast. Approximately a week after fertiliza-

tion, the blastocyst is implanted into the uterine wall.

Within 2 weeks, the blastocyst is differentiated into

the ectoderm, mesoderm, and endoderm. Eventually,

the ectoderm becomes the lining of the intestinal and

respiratory tracts, whereas the mesoderm and ecto-

derm become bone, muscle, or connective tissues, and

the skin or nervous systems, in a process termed

organogenesis. The beginning of the third month of

prenatal development marks the start of the fetal

period. Lasting until birth at around the 38th week of

gestation, the fetal period is primarily characterized

by continued development of the organs.

Infancy (0–2 Years of Age)

At birth, physical development is the measure

of the individual, literally. Health care providers

throughout the world routinely use two measures of

physical performance to determine the fitness of the

child at birth: the Apgar index and the Brazelton

Neonatal Behavioral Assessment Scale. Whereas the

Apgar is used to measure body color, heart rate,
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muscle tone, reflex irritability, and respiratory effort,

the Brazelton is used to measure neurological devel-

opment, including response to people and reflex stim-

uli. Reliance on such tests as the Apgar and Brazelton

are reminders of the relevance of physical develop-

ment for development in general. That the attainment

of physical development benchmarks is the best

immediate predictor of future cognitive and affective

potential highlights the complex relationship among

the different systems of human development.

In normally functioning infants, several reflexes

are evidenced, each with a specific survival purpose.

The sucking and rooting reflexes, for example, aid

infants in securing nourishment, whereas the Moro,

grasping, and Babinski reflexes are implicated in

bringing infants back to equilibrium after averse stim-

uli (e.g., falling, loud noise). Though all of these

reflexes disappear by the end of the first year—some

just months after birth—other reflexes, such as breath-

ing or blinking, remain for life. In all instances, the

newborn’s reflexes provide a scaffold for the develop-

ment of voluntary behavioral responses. This is not to

say that a newborn passively responds to his or her

surroundings. Even at birth, sensory perception and

largely undetectable motor skills allow individuals to

selectively attend to environments.

Of the sensory capacities of newborns, only visual

acuity and, to a lesser degree, hearing are not equal to

that of adults. Taste, smell, and touch are fully func-

tioning at birth. And, though newborns’ eyesight has

been estimated to be between 20/400 and 20/800 and

they cannot hear many of the softer sounds adults

can, by age 2, infants’ sensory abilities equal those of

adults, including the ability to synthesize information

from multiple modalities. Sensory perception is com-

plemented by emerging motor skills. During the first

year, infants rely on gross motor skills, with fine motor

skills improving by age two. Throughout infancy—and

beyond—motor skill development reflects two trends:

cephalocaudal (from the head down) and proximo-

distal (from torso to limb extremities). The cephalocau-

dal trend is evidenced, for example, in the transition

from ability to lie in a prone position with head up

(1 month of age) to using arms for support (3 months of

age) to sitting with support (6 months of age) to stand-

ing with support (8 months) to, eventually, standing

alone (11 months). Optimal conditions for physical

development of infants include extended amounts of

sleep (>15 hours/day) and a calorie-rich diet (twice the

calories per pound compared with adult intake). The

results are marked. By the end of the first year, the

average infant’s weight triples and length increases

by 50%.

Early to Late Childhood (2–11 Years of Age)

Following infancy, the pace at which physical

development occurs during childhood seems quite a bit

slower. In many ways, this is true. The brain never

grows faster than it does during infancy. Intermodal

sensory perception is complete in the first year. And,

regarding motor skills, for example, the rapid progres-

sion from being unable to control one’s movements to

the ability to walk independently is followed by the rel-

atively long amount of time needed to progress from

initial use of a pincer grasp (sometime during the first

12 months) to adult-level hand and finger control (10

years of age). In other ways, physical development

continues apace; we are never more active than we are

as children, and yearly height and weight gains tend to

be consistent from infancy throughout childhood.

Adolescence (11–22 Years of Age)

Reproductive maturity is a hallmark of adolescence.

By the end of puberty, males produce sperm; females

produce ova. Internal processes of gamete production

are announced to the world via secondary sexual char-

acteristics. Male characteristics include an increase in

height; pubic, facial, and body hair growth; deepening

of voice; increased muscle mass; broadening of the

shoulders; penile growth; and spontaneous erections.

Female characteristics are height increases, breast

enlargement, widening of hips, pubic and body hair

growth, and deepening of voice. Though the ages in

which males and females enter puberty tend to differ

(males= 12½ years of age; females= 10½ years of

age), changes in hormonal levels are implicated in

both. All humans produce estrogen and testosterone.

During puberty, males demonstrate a significantly

greater increase in testosterone production compared to

females, and females produce significantly more estro-

gen than males.

Early to Late Adulthood
(22–65+Years of Age)

By their early 20s, most people have reached a max-

imum height. For many of us, weight continues to

increase, but this is a function of a sedentary lifestyle
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and poor nutrition rather than maturation. That said,

signs of aging reflect the second law of thermodynam-

ics and are demonstrated in every physical system. The

heart muscle, for example, becomes less efficient over

time. Elasticity lessens, and fatty deposits tend to form

on the walls of arteries, which makes the heart work

harder than when younger, often leading to hyperten-

sion. More apparent examples include side effects of

menopause, osteoporosis, arthritis, and a general weak-

ening of sensory perception potential.

Physical Development
Crises in U.S. Public Education

Since the inception of the normal school, the focus of

teacher education programs has been on the training

of candidates in specific curricular theories and

pedagogy. Modern accountability movements have

strengthened the tendency. Most early childhood and

physical education teacher training excluded, teacher

education often omits extended consideration of how

optimal physical development is related to learning

and motivation. Often, an educator’s first exposure to

the deleterious effects of a crisis of a physical system—

that is, poor nutrition, eating disorders, substance

abuse, sexually transmitted diseases—is after training

has been completed. Traditionally, students with these

problems are referred to support staff, such as school

nurses, guidance counselors, and coaches. But K–12

teachers revisit the effects every day in their class-

rooms. Here, the work of educational psychologists,

among others, can be instructive.

Nutrition, Exercise, and Body Image

The World Health Organization (WHO) identifies

a body mass index (BMI) greater than 25 kg/m2 as

overweight. The United States leads the world in the

number of children who are overweight or at risk for

being overweight (> 30%), yet rates are high around the

world, including Australia, China, Eastern Europe, the

Middle East, Pacific Islands, and the United Kingdom.

Recent estimates suggest levels in the identified

regions have nearly tripled compared to those of 25

years earlier. These children face increased risk for

bone and joint problems, cardiovascular disease, type

2 diabetes, dyslipidemia, and asthma, in addition to

academic and social discrimination. And, as public

schools are among the larger food service providers

to children, K–12 settings have a significant role in

this problem. A long-standing response has been to

provide adequate nutrition education for students. To

date, all public schools offer some form of nutrition

curriculum, but elementary-school students receive

the most attention in this area.

Though childhood obesity is a serious medical prob-

lem, most children with physically active lifestyles can

consume copious amounts of sugars, unsaturated fats,

and so forth, with few short-term effects. Child and

adolescent basal metabolism rates (BMR) are higher

than adult BMRs and, when coupled with an active

lifestyle, children can usually maintain a healthy

weight. Historically, public education has included

physical education as part of the K–12 curricula, again

with a focus on the elementary-school years. Now only

about half of students attend physical education classes

at least once a week and only a third attend daily.

Recent trends show a decrease in the amount of time

students are engaged in physical activity during school

hours. This pattern means that less than a third of high-

school students get recommended levels of physical

activity (i.e., exertion resulting in increased heart rate

and respiration for at least 60 minutes a day for 5 of 7

days of the week). Add this to researchers’ findings

that school-age children spend approximately three

hours a day using multimedia outside of school, and it

is not surprising that most children develop inactive

lifestyles as adults. Willingly or not, K–12 settings play

a significant role in a modern health crisis.

The other end of the continuum is seen in the grow-

ing number of preteens and adolescents who suffer

from body image disorders. As much as 10% of U.S.

females suffer from such disorders some time during

their lives. Males suffer at a far lower rate. Whereas

most K–12 students have a healthy concern for body

shape and size, for others, attention to body image is

a life-threatening addiction. Disorders include anorexia

(starvation), bulimia (binge and purge), or bigorexia

(steroid use). In all instances, the health of students is

in imminent danger if disorders go unchecked. Educat-

ing teachers about the warning signs is imperative,

because, more often than not, these students are socially

competent high achievers and, thus, are less likely to

draw concern than other students.

Substance Use

Worldwide substance use varies, but the health

risks for substance users are consistently documented.

Because of their underdeveloped bodies, substance
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use among school-age populations causes an even

greater risk than for older populations. Among those

students who use illegal substances, the overwhelming

majority are adolescents, who are more likely to use

illegal substances as adults than are their drug-abstinent

peers. To this end, drug education curricula are in place

in K–12 settings and supported by both government

and nongovernment agencies. In the United States, for

example, drug use prevention programs are aided

through the efforts of Drug Abuse Resistance Educa-

tion (D.A.R.E.), which is offered by local law enforce-

ment, and programs offered by the Office of National

Drug Control Policy (ONDCP). Evaluation of the

effectiveness of drug prevention programs is mixed,

but it is evident that a large portion of teenagers world-

wide have experience with substance use. And, though

much of the drug use is considered experimental, the

potential for long-term health risks causes alarm among

educators.

Drug use among students usually refers to alcohol,

tobacco, or marijuana. Among these, alcohol is, far

and away, the most used drug by school-age students

in the United States and Europe. In a recent study of

U.S. students, researchers suggested that almost 3 in 4

high-school students have tried alcohol and close to 2

in 4 have tried it in a 30-day period. One in four stu-

dents has engaged in binge drinking (five or more

drinks) in a given month. Tobacco is another com-

monly used drug among students, especially high-

school students. More than half admitted to having

tried tobacco (cigarettes, cigar, and smokeless), and

more than a quarter report being current users. Alco-

hol and tobacco use among European teenagers is

even higher, yet American teens seem to use drugs

such as marijuana, cocaine, acid, and Ecstasy at

higher rates than their European peers. In the United

States, research suggests approximately 40% of high-

school students reported smoking marijuana, and 1 in

5 had smoked at least once in a 30-day period. Other

drugs are consumed in significantly lower quantities.

Drugs and use among students at least once in their

lives include inhalants (12%), cocaine (8%), hallucino-

gens (9%), methamphetamines (6%), MDMA (6%),

and heroin (2%).

Sexual Activity, Pregnancy,
and Sexually Transmitted Diseases

Researchers have consistently documented that

worldwide at least 50% of school-age children have

had sexual intercourse by the end of their last year of

compulsory education. Some estimates suggest the

rate is as high as 70%. Yet, despite the relative parity

in activity level across the globe, the United States

has double the teenage pregnancy rate of other indus-

trialized countries; the United Kingdom is second on

the same list. Socially and academically the conse-

quences of teenage pregnancy are significant. More

than half of teenage mothers end up on government

assistance, and less than a third of teenage mothers

complete their compulsory education. Condom usage

is lower among teens in the United States and United

Kingdom than it is in comparable countries. Both

facts, researchers suggest, are related to greater reli-

ance on abstinence-only education in the United

States and the United Kingdom than in countries that

provide sex education. More comprehensive sex edu-

cation (curricula including topics of birth control, mas-

turbation, or parenting) has been the norm in many

Asian (e.g., India, Mongolia, South Korea, Sri Lanka)

and European (e.g., France, Germany, Sweden) coun-

tries since the 1970s. To a lesser degree, more compre-

hensive curricula include information on lesbian, gay,

bisexual, and transgender orientations and types of

intercourse.

With a higher rate than pregnancy, sexually trans-

mitted diseases (STDs) wreak havoc on the physical—

not to mention affective and cognitive—development

of school-age children. Educators are in a double bind

when it comes to STD prevention. STD symptoms are

often mild or absent for years after an infection is con-

tracted so can be misinterpreted by adolescents and

adults as no cause for concern. But, if left untreated,

STDs can be life-threatening; the most serious STD is

HIV/AIDS. Opportunistic infections and myriad cancers

that affect nearly every physical system of the human

body are symptomatic of advanced HIV infection. Use

of antiretroviral therapy has been shown to extend life

postinfection by more than five years. Of course, as the

viruses and treatment options evolve, survival estimates

will change. Bacterial infections such as chlamydia,

gonorrhea, and syphilis also have health consequences

if left untreated. Unlike HIV infection, some bacterial

infections are evidenced differently for males and

females. In males, for example, chlamydia shows little

effect, but in women it is associated with pelvic inflam-

matory disease and, in some cases, infertility. Gonor-

rhea affects females in ways similar to chlamydia; in

males, it can cause epididymitis, which can also lead

to infertility. More commonly, school-age children
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contract human papilloma viruses and genital herpes.

Viral infections result in less debilitating conditions

than other STDs; symptoms include genital sores, flu-

like symptoms (herpes), and warts (HPV). However,

presence of HPV or herpes increases an individual’s

susceptibility and transmission of HIV. Like other dis-

turbances of physical systems in school-age children,

STDs disproportionately affect specific cultural groups.

In the United States, for example, African American

and Native American females have significantly higher

STD rates than any other ethnic/gender grouping. In all,

sex education—including abstinence only—has been

shown to work. Exposure to sex education curricula is

associated with decreased STD rates and lower teenage

pregnancy rates. Recent success, for example, in slow-

ing the AIDS epidemic in Africa is attributed to the

educational efforts of the United Nations and nongov-

ernment organizations such as the WHO.

Future Directions

In the past century, educational psychology has

emerged as a field that contributes greatly to a collec-

tive understanding of the behavior of school-age chil-

dren. Though the roots of educational psychology as

a field of study emerged from basic principles of

physical development, interest in the topic waxes and

wanes. Toward the middle and end of the 20th cen-

tury, research in educational psychology reflected the

assumption that human experience is largely a recapit-

ulation of an infinitely plastic culture. Unfortunately,

a concern over essentialism or nativism turned into

a disdain for research suggestive of a role for the

physical in cognitive, affective, and conative develop-

ment. More recently, there has been a gradual reawa-

kening of the role of physical development in the

human experience via fields such as the cognitive

sciences and evolutionary biology. In all things, edu-

cational psychology is best informed when all systems

of development are considered in tandem.

Sean Alan Forbes

See also Abstinence Education; Drug Abuse; Eating

Disorders; HIV/AIDS; Malnutrition and Development
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PIAGET’S THEORY

OF COGNITIVE DEVELOPMENT

To properly understand Jean Piaget’s theory of cogni-

tive development, it is important to consider it within

the larger context of his work. Although Piaget is

recognized as one of the greatest developmental psy-

chologists, he described his own work as ‘‘genetic

epistemology.’’ Genetic (Greek genno= give birth)

here refers to the origin and development of knowl-

edge, rather than to genes, as the word is used today.

The main goal of Piaget’s epistemology was to

explain the generativity and rigor of human knowl-

edge. Generativity refers to novelty and invention,

whereas rigor refers to logical necessity, that is, that

an answer must necessarily and logically be true,

could not be otherwise, and must universally hold to

be true for all rational persons.

Even though Piaget also approached the genesis of

knowledge from the perspectives of phylogeny and

the history of science, the major portion of his work

addressed this issue by studying the development of

knowledge in children. In this way, Piaget addressed

fundamental epistemological questions about the ori-

gin, development, and validity of knowledge in gen-

eral. He concluded that the development of knowledge

is a constructive process, and he emphasized the child’s

active role in the construction of knowledge: Knowl-

edge is constructed through a process of active

exchange between the individual and his or her envi-

ronment. Piaget’s constructivist theory is essentially

a theory of dynamic self-organization, which is rooted

in biological functioning, with cognitive development

representing the extension and continuation of this pro-

cess of biological self-organization to a new level of

functioning. This process of cognitive development

results in the construction of increasingly advanced

forms of thinking that Piaget described as progressing

through a series of stages.
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Piaget’s Constructivist View
of Knowledge and Development

Theories of development are based on views of the

nature of knowledge, and therefore, Piaget argued that

it is essential to examine foundational assumptions

about the nature of knowledge. He argued against

‘‘copy theories’’ of knowledge, according to which

knowledge consists of acquiring images, pictures, or

representations that match reality. A flaw in these the-

ories is that it is not possible to check the accuracy of

such copies except by comparing them to reality

itself. But such comparisons are not possible accord-

ing to copy theories, because the point of the copy

was to provide knowledge of reality; if we could

directly access reality in order to compare our repre-

sentations against it, we would not need such repre-

sentations in the first place. Therefore, this view does

not explain the development of knowledge about the

world; instead, it already presupposes its existence.

For Piaget, knowledge, rather than consisting of

images or representations, is built up through action

on the world and through coming to know what can

be done to aspects of the world. Acquiring knowledge

through action begins in infancy with simple acts such

as pushing and pulling, and continues throughout

development, because, according to Piaget, even the

most sophisticated forms of thought are interiorized

actions, now carried out mentally. Knowledge is not

innately preexisting within the child, nor does it arise

solely from empirical experience with objects, such

that this experience produces a simple copy of the

object. Rather, the essential characteristic of Piaget’s

constructivism is that intelligence is constructed

through the child’s continuous interaction with the

world. In this sense, Piaget considered his constructiv-

ism a third way that avoids the problems with both

nativism and empiricism.

Central in describing the process of development

are Piaget’s concepts of scheme, assimilation, and

accommodation. These concepts describe the func-

tional relation between the individual and the world at

any point in development. A scheme is a general struc-

ture that is applied in a particular situation, and it is

that aspect of any activity that can be generalized. For

example, at the sensorimotor level, schemes are general

patterns of activity that can be repeated, such as the

sucking scheme, which can be applied to different

objects. Assimilation is the incorporation of objects or

events into an already acquired pattern of activity, or

scheme. By integrating objects and events into preex-

isting knowledge structures or schemes, assimilation

gives them meaning (e.g., ‘‘suckable’’). Infants not

only suck on nipples, but also on fingers; that is, a fin-

ger may be assimilated to the sucking scheme. But

because of differences in the experience of sucking

a finger (e.g., it provides no nourishment), the infant

differentiates this experience, and accommodation is

said to have occurred: Patterns of activity differentiate

to allow for the assimilation of novelty. Assimilation

and accommodation are inseparable and describe two

fundamental aspects of any activity in the process of

adapting to the world, that is, acquiring knowledge.

The concepts of assimilation and accommodation

have several implications. First, they express the idea

that development is a continuous process that, at the

same time, leads to structural change (differentiation

and integration of knowledge structures). Second,

activity is always organized in the sense that it is

based on a structure (otherwise objects interacted with

would be devoid of meaning). Structures, however,

do not exist as an entity in the mind that results in

reasoning; rather, they exist as potential coordinations

of operations. Third, assimilation and accommodation

continue, on a functional plane, the material process

of self-organization (metabolism), thereby securing

the continuity between biological and psychological

functioning.

Based on this constructivist view of knowledge,

Piaget described a series of stages, or forms of

thought, in the development of intelligence. These

stages build on each other and, therefore, necessarily

develop in the following sequence.

Sensorimotor Intelligence

During the first stage of cognitive development,

infants interact with the world through sensorimotor

patterns of activity that gradually come to be differen-

tiated and coordinated, as a result of interaction with

the world. Because of the relative lack of differentia-

tion and integration of action patterns, infants’ experi-

ence of the world is undifferentiated from and fused

with their own activity on the world. Piaget argued

that infants’ initial experience of the world is centered

on their own bodies, which he referred to as egocen-

trism. This does not mean that infants are focused on

themselves (self-centered), but rather that they have

not yet constructed an understanding of themselves as

objects existing among other independent objects.
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Over the first one and half to two years of life, this

initial egocentrism, or centration on the self as the ref-

erence point of epistemic experience, is gradually over-

come, thanks to the functional interplay of assimilation

and accommodation. Piaget described this process as

occurring over a series of six substages. To get a sense

of how radical Piaget’s theory is, consider that it is dur-

ing this period that, according to Piaget, the infant

gradually constructs a sensorimotor, practical under-

standing of what will only later be reflectively under-

stood as space, time, causality, and objects. For adults,

such a conception of the external world is simply taken

for granted, and assumed to be given by perception.

Yet, according to Piaget, infants must gradually con-

struct such an understanding of the external world.

Particular interest was generated by Piaget’s descrip-

tion of infants’ development of object permanence; that

is, infants’ growing understanding that objects exist as

‘‘things out there,’’ independent of their own activity.

During the sensorimotor period, object permanence

undergoes a systematic, stagewise development. For

example, at substage 3 in the development of object per-

manence, infants will not search for an object if it is

completely covered, but they can retrieve an object if

part of it is still visible. At substage 4, infants can suc-

cessfully search for an object even it is completely cov-

ered. However, if they have found it under cover A, and

then they see it placed under cover B, they will still con-

tinue to search for it under A. This curious phenomenon,

referred to as the A not B error, has generated a great

deal of research. Piaget’s explanation for this character-

istic error is that the object is not yet sufficiently sepa-

rated from the infant’s own action of finding it in the

first location. With increasing integration and combina-

tions of schemes, the object will eventually be conceived

of as external to and separate from the infant’s own

activity: The more an infant can do with an object (e.g.,

grasp, suck, look, drop), and the better they can coordi-

nate these action schemes, the more the object takes on

an existence independent of the infant’s activity.

Sensorimotor intelligence is practical or lived

knowledge, which means that such knowledge is

dependent on interaction with objects and is not yet

reflective in nature. Further development requires

a gradual process in which this knowledge is concep-

tualized and reconstructed at a higher level within the

organization of the succeeding stage. The sensorimo-

tor stage ends with the emergence of the symbolic or

semiotic function, which is the ability to use symbols

or signs to represent objects or events that are not

present. The semiotic function is made possible by

the interiorization of imitative actions such that these

actions are performed internally and serve as images

for the signification of schemes.

Preoperational Intelligence

Thanks to the emergence of semiotic functioning,

cognition at the preoperational stage is no longer

limited to the immediate here and now, but can

re-present objects that are not in the immediate spa-

tio-temporal field. As a result, the interplay between

assimilation and accommodation becomes more com-

plex because it involves both perceptual and represen-

tational levels of functioning, and thus absent objects

as well as present objects. The development of the

semiotic function requires that the child laboriously

reconstruct, on the new representational plane, the

practical concepts of object, space, causality, and time

that had been constructed and only practically under-

stood at the sensorimotor stage; Piaget termed this

process of reconstructing concepts at a qualitatively

different plane vertical decalage.

The semiotic function manifests itself in a number of

different activities such as deferred imitation (i.e., imita-

tion in the absence of the model), pretend play, drawing,

psychological functions based on mental images (e.g.,

recall memory), and language. These activities are prac-

ticed and refined during the first substage of the preop-

erational stage, which Piaget termed preconceptual

thought. Preconceptual thought is no longer tied to par-

ticular objects or events, but it fails to distinguish

between individual members of a concept and the gen-

erality of concepts. In the second substage of preopera-

tional thought, lasting from about 4 to 6 or 7 years and

termed intuitive thought by Piaget, representational

schemes become increasingly coordinated, and children

become capable of relating two representational

schemes to each other by means of a unidirectional logi-

cal relation. For example, thought and attention may be

centered on one dimension, such as using height in

order to infer amount of liquid, even though neglecting

the width of the container. However, intuitive thought is

incapable of understanding the simultaneous reversible

and bidirectional nature inherent to logical operations.

Concrete Operational Intelligence

During the next stage of development, concrete

operational intelligence, the semiotic functions of the
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preoperational level come to be coordinated into what

Piaget called operational systems. Operations are

actions (e.g., putting like objects together, putting

objects into one-to-one correspondence) that are inte-

riorized and reversible. Reversibility means that trans-

formations that have occurred in reality can be

compensated for on the representational plane by

incorporating these transformations into a system of

logical relations. As a result, the child at the level of

concrete-operations is liberated from centering on

only one aspect of a situation (e.g., a perceptually

salient aspect of situation).

Piaget constructed a number of tasks to assess con-

crete operational thought. Many of these entail forms

of conservation. Conservation refers to the understand-

ing that a whole remains intact despite undergoing

transformations. For example, the number of objects in

a collection, as a whole, does not change if the objects

are rearranged. An operative understanding of conser-

vation, therefore, is logical in nature—it is a logical truth

that is not given by empirical observation of transforma-

tions. Piaget’s conservation tasks were designed such

that children who lacked an operative understanding of

conservation would be misled by the appearance of

transformation in the tasks. For example, conversion

of liquid requires understanding that the amount of

liquid does not change even if its shape is transformed

by being poured into a tall thin glass.

A limitation, however, of concrete operational

thinking is that although it is logical, it is still restricted

to reasoning about actual objects. For example, con-

sider an experiment in which a child is faced with an

experimenter holding a poker chip in his hand saying,

‘‘Either the chip in my hand is green or it is not

green.’’ The child is then asked if the statement is true

or false, or if he or she cannot tell. The child using

concrete operational reasoning would be uncertain and

would have to ask to see the chip. However, the state-

ment is a tautology; it has to be true regardless of the

chip in the experimenter’s hand. That is, the statement

is necessarily true based on its form, and therefore,

looking at the actual chip is not required.

Formal Operational Intelligence

The next stage of development, formal operational

intelligence, involves operating on logical classes or

forms rather than on concrete objects, which are

specific instantiations of logical classes. Piaget con-

sidered hypothetico-deductive reasoning to be the

hallmark of formal operational thinking. This form of

thinking involves the reversal of the direction between

reality and possibility: Whereas on the level of con-

crete operations, possibility remains an extension of

reality, on the level of formal operations, reality is

subordinated to possibility. As a consequence, the

adolescent can now reason about possibilities. Bärbel

Inhelder and Piaget studied the emergence of formal

operations by presenting children and adolescents

with problems involving concrete material to be

manipulated in order to discover scientific laws. For

example, the pendulum task involves discovering

which of several factors (length of string, weight of

object, height of dropping point, or force of push)

determines the frequency of the pendulum’s oscilla-

tions. These experiments revealed that children dif-

fered qualitatively in their approach to scientific

problems compared to adolescents. Although children

were capable of classifying and cross-classifying an

independent variable along one dimension, and of

putting these seriations into correspondence with their

effects on the dependent variable, they still failed to

design systematic experiments, and, as a result, did

not supply adequate proof for their statements. By

contrast, adolescents formulated hypotheses and tested

them systematically by controlling all variables except

the one under investigation (isolation of variables) in

order to gradually converge on the correct hypothesis.

Piaget recognized that there is more to thinking

than logic, but logic and formal operational thinking

about possibilities are not separate from social life

and are intertwined with adolescents’ construction of

a scale of values that underlies their plans as they

enter adult society. Thus, affective life, for Piaget, is

not separate from cognition.

Structure,
Equilibrium, and Equilibration

The coordination of operations (interiorized actions)

into structures leads to Piaget’s solution to the pro-

blems of generativity and rigor of human thought.

Generativity of thought is due to the coordinations of

actions, resulting in a range of new possibilities.

Rigor, or necessity—understanding that an answer is

necessarily correct—follows from the completion of

a structure, which then entails logical necessity. For

example, a child who fully understands the concept of

numbers knows that 5 plus 7 is necessarily 12. The

equilibrium and closure of a structure results from the
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operations being reversible; every operation, such as

addition, can be compensated for by another opera-

tion, such as subtraction. Higher forms of knowledge

involve more adequate forms of equilibrium. Devel-

opment is a process leading to increasingly more sta-

ble (complete and consistent) forms of equilibrium,

and, therefore, development is progressive; it is not

mere change. Equilibrium can involve a balance

among a child’s own activities (organization) or

between the child and the environment (adaptation).

Disequilibrium could be cased by gaps or contradic-

tions in knowledge, and equilibration is the process

of achieving a new, and often more complete, form of

equilibrium following disequilibrium.

Although Piaget’s stage theory is the best-known

aspect of his work; this has been at the cost of neglect-

ing his theory of equilibration. Perhaps because Piaget

was trained as a biologist, it was natural for him to

classify children’s thinking into different stages or

forms of thought. Yet, for Piaget, this was only the

first step in understanding the development of knowl-

edge. The second and more important task was to

explain development from one form of thinking to

another. This was the goal of Piaget’s theory of equil-

ibration, which brings out his interactive process

account of development. Piaget emphasized equilibra-

tion as a process rather than equilibrium as a state.

Every point of equilibrium is only partial. Piaget

argued that equilibration is an essential factor in

development, in addition to maturation and experi-

ence with the physical and social environment.

Piaget’s later work focused on delineating in more

detail the specific processes involved in equilibration.

In this work he emphasized the roles of consciousness,

affirmation and negation, contradiction, and reflective

abstraction. Essentially, Piaget suggested that in the

course of their interaction with the environment, and in

the context of encountering obstacles to their actions,

children become increasingly aware of their knowledge

schemes and the coordinations involved in their

actions. By reflecting on the coordinations of these

actions, children become aware of the coordinatory

structure involved in their actions. Reflective abstrac-

tion, thus, can be seen as a mechanism that, at each

level of knowing, abstracts form (i.e., the coordinatory

structure of action) from content and, in turn, projects

this form to a higher level. With each new and higher

stage, the forms become increasingly abstract. Through

the mechanism of reflective abstraction, then, develop-

ment proceeds by way of successively conceptualizing

the forms or structures of knowledge underlying previ-

ous knowing levels.

Understanding
Piaget’s Theory Through

Evaluating Common Criticisms

Although Piaget has been extremely influential in

developmental psychology, his theory has been misin-

terpreted in numerous ways, partly because his goals

have not always been recognized. There are now two

views of Piaget’s theory: the familiar ‘‘received view’’

that has become entrenched in textbooks, and a more

recent and close reading of Piaget’s work advanced by

Michael Chapman and others that differs in striking

and important ways. From the perspective of the

received view, Piaget is acknowledged as a pioneer in

many areas but nonetheless is heavily criticized for

a number of reasons. The implication is that Piaget has

little to offer current research and theory in develop-

mental psychology. Therefore, to give a contemporary

summary and assessment of Piaget’s theory, it is now

necessary to discuss both views of his work.

The primary diversity of interpretation of Piaget’s

theory revolves around the concept of developmental

stages. Piaget’s idea of stage is commonly interpreted

to imply that once children demonstrate a form of rea-

soning, such as concrete operational reasoning (e.g.,

conservation tasks), they are in this stage and there-

fore should be able to pass all other concrete operational

reasoning tasks. That is, the principle of conservation is

the same, whether the concept conserved is substance,

volume, weight, or liquid. However, there is now over-

whelming evidence of inconsistency in reasoning across

tasks that have identical logical formal properties, such

as conservation. This inconsistency is known as hori-

zontal decalage. For example, children’s understand-

ing of conservation develops in the following order,

with each type being separated by approximately two

years: substance (7–8 years), weight (9–10 years), and

volume (11–12 years). This evidence is generally seen

as a fatal flaw for Piaget’s theory. However, Chapman

pointed out that Piaget never did make this claim so

often attributed to him about consistency in reasoning

within stages, and, in fact, Piaget stated the opposite

in several of his writings. If we begin from Piaget’s

basic insight that thought originates in action, then

horizontal decalage is not an embarrassing surprise at

all; rather, it ought to be expected. That is, as children

engage in new forms of actions (e.g., displacing
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water, weighing with a scale), new understandings

(e.g., types of conservation) should emerge. This dis-

cussion also highlights the point that Piaget was clas-

sifying forms of reasoning (knowledge) as the object

of his study; he was not classifying children as being

at one particular stage, as is commonly understood.

It has also been claimed that Piaget underestimated

children’s abilities because his tasks include extrane-

ous factors (i.e., factors not intrinsically related to the

concept being tested). Consequently, researchers have

modified Piaget’s tasks and removed what they con-

sidered to be extraneous factors in order to uncover

children’s true competence. For example, the conser-

vation of numbers task was administered with two or

three objects instead of five objects, and younger chil-

dren did pass this simplified task. However, this work

was later criticized because it became evident that

children could pass the simplified tasks with different

forms of reasoning. That is, the simplified tasks were

no longer assessing the form of reasoning that they

were originally designed to assess. Furthermore, this

line of research overlooks the crucial point that,

within Piaget’s theory, age is only an indicator not

a criterion for children’s competence. The issue that

competencies develop in an ordered, sequential man-

ner was more important to Piaget than the question of

when these competencies emerge.

Piaget has been criticized for neglecting the impor-

tance of social factors and language in development.

Moreover, it is generally assumed that he took

a strictly individualistic perspective on development.

However, in several of his books Piaget emphasized

that social interaction is an essential factor in develop-

ment but that it is necessary to go beyond such obvi-

ous statements to clarify how particular forms of

social interaction influence development. Early in his

career, Piaget argued that reasoning develops from

the social process of argumentation. Later, Piaget rec-

ognized the roots of logical thought in infants’ prelin-

guistic activity and thus argued that although social

factors are necessary, they are not in themselves suffi-

cient as a complete explanation for cognitive develop-

ment. Social factors are important in knowledge being

imparted from one generation to another, but this

could not explain how new forms of knowledge

emerge, nor how children develop to the point at

which they can begin to assimilate such socially avail-

able knowledge. Although Piaget did focus on the

child’s physical action on the world, for a full appre-

ciation of Piaget’s thought, his research should be

viewed in the context of the larger framework in

which he worked.

Implications for Education

Interpretations of Piaget’s theory as individualistic

might suggest that his theory has little to offer educa-

tion. However, Piaget himself was explicitly con-

cerned with education, and his theory is a general

approach to cognitive development that has implica-

tions for social–cognitive development and for educa-

tion. Piaget’s theory directs our attention to the

child’s level of development because a child can only

understand instruction if he or she has developed

structures or forms of understanding with which to do

so. Furthermore, according to Piaget, knowledge is

constructed through interaction with the world, and he

emphasized the child’s active role in the constructive

process. This suggests that rote memorization or pas-

sive reception by children is not the best way to learn.

However, Piaget’s theory does not imply that there is

no role for teachers; teachers are essential in creating

situations that facilitate children’s ability to develop

understanding.

Another example of the implications of Piaget’s

work for education follows from his approach to

moral development in which he emphasized the role

of two types of relationships: constraint and coopera-

tion. Relationships of constraint involve unilateral

respect and the imposition of views from authority. In

contrast, relationships of cooperation are best suited

for the development of knowledge because they

involve mutual respect, and each person is obliged to

listen to the other and to fully explain themselves.

This situation is most likely to lead to mutual under-

standing, which is essential in the development of all

forms of knowledge.

Jeremy I. M. Carpendale, Ulrich Müller,

and Maximilian B. Bibok

See also Conservation; Constructivism; Egocentrism;

Equilibration; Object Permanence
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POVERTY

Poverty has historically been defined as some form of

expression for material and/or financial hardship that

results in the inability to meet basic human needs.

The most publicly acceptable versions are focused on

income- or resource-based definitions of poverty.

These definitions include the following: absolute pov-

erty (insufficient income to meet basic human needs)

and relative poverty (a level of income that does

not allow for consumption that meets community

standards or goes below a particular percentage

threshold of the total population, e.g., 25% or less of

median income).

Recent scholars have suggested that social exclu-

sion be also included among the definitions of pov-

erty. Social exclusion can be a result of racial/ethnic

discrimination, gender discrimination, geographic iso-

lation, educational attainment, or other such sociode-

mographic characteristics that are associated with

social isolation.

Other scholars, such as Robert Chambers, have sug-

gested that there are four clusters of definitions that

have defined poverty historically: (1) income-poverty,

(2) material lack or want, (3) capability deprivation,

and (4) a multidimensional view with material wants

as only one of several ‘‘mutually reinforcing dimen-

sions’’ (p. 2).

Income poverty in this categorization relates to the

previously mentioned absolute poverty threshold. For

material lack or want, the conceptualization relates to

not only income poverty but also the ability to secure

such needs as clothing, shelter, transportation, and

other essential assets. The third cluster of definitions,

capability deprivation, relates to the aforementioned

social exclusion. The ability of individuals to thrive is

compromised as a result of restrictions on what one

can and cannot do and what can and cannot be. The

fourth cluster takes an ecological, systems-theory

approach to poverty that incorporates multiple dimen-

sions and processes.

Theories of Poverty

Ted Bradshaw has outlined what he believes are the

five competing theories that drive antipoverty strategies:

1. Individual deficiencies

2. Cultural belief systems that support subcultures of

poverty

3. Political–economic distortions

4. Geographical disparities

5. Cumulative and circumstantial origins

In the individual deficiencies framework, adherents

suggest that poverty results primarily from a person’s

personal attributes (e.g., intelligence and diligence) or

from poor choices (e.g., dropping out of school). In

the individual deficiencies theoretical framework,
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poverty is the nexus between individual deficiencies

that have been passed down from previous genera-

tions and inherent/genetic individual deficits. A sug-

gestion by Richard Herrnstein and Charles Murray

that the nexus between race and intelligence are tied

to economic well-being has generated significant con-

troversy and has been generally discredited. This set

of theories, however, has a long history.

The Virginia Legislature in 1619 ordered any idle

able-bodied person be bound over for compulsory

labor, and early conceptualizations of poor persons

categorized them into two groups: the ‘‘deserving’’

and ‘‘undeserving’’ poor. The undeserving poor were

those who were deemed able to work but not cur-

rently working. They were believed to be poor as

a result of their lack of initiative, intelligence, or some

other personal deficit. Deserving poor were those who

were poor through circumstances beyond their con-

trol; for example, orphans and the elderly.

The second theory, often referred to as the ‘‘culture

of poverty,’’ suggests that over generations, belief

systems, values, and skills have been transmitted to

successive generations that perpetuate their poverty.

Perhaps the most famous expression of this ideology

was given by Senator Daniel Patrick Moynihan in his

report from the U.S. Department of Labor titled,

‘‘The Negro Family: The Case for National Action,’’

or more popularly known as the ‘‘Moynihan Report.’’

The report’s main tenet being that the ‘‘crumbling’’ of

the ‘‘negro’’ family had substantially contributed to the

‘‘cycle of poverty.’’ The report met with scathing criti-

cism from civil rights groups of the time for ignoring

the social realities of African Americans at that time.

The third and fourth theories are related in that

their adherents frequently reject individual and cul-

tural explanations of poverty in favor of explaining

the etiology of poverty through dysfunctional social

and economic systems. The third theory, the ‘‘political

and economic distortions’’ theory, suggests that the

social, political, and economic systems perpetuate

poverty. As Bradshaw notes, perhaps the most famous

early proponent of this theory was Karl Marx, who

believed that capitalism created a permanent unem-

ployed class in an effort to keep wages low. Racial/

ethnic, gender, age, and other forms of discrimination

that result in low-wage employment or unemployment

fall under this theory. The ‘‘geographical disparities’’

theory of poverty suggests that where one lives influ-

ences the likelihood of one being in poverty. William

Julius Wilson has suggested that for the urban poor,

the flight of well-paying jobs into the suburbs has

resulted in a form of economic isolation that creates

substantial barriers to gainful employment (e.g., trans-

portation). Those who are able to leave these areas to

be closer to jobs, avoid crime, and have their children

attend better schools do so, thus leaving behind an

increasingly marginalized population. This cycle con-

tinues as employers do not place their firms in areas

deemed unsafe, where infrastructure in deteriorating,

and/or where the availability of well-trained workers

is limited.

The final theory in Bradshaw’s taxonomy of pov-

erty theories, published in 2006, is the cumulative and

circumstantial theory of poverty and is more com-

monly referred to as the ‘‘cycle of poverty.’’ He

believes that this is the most intricate of the theories,

in that it incorporates the previous four elements in

describing a pattern of poverty that is perpetuated by

an interlocking set of circumstances and personal

characteristics (some driven by circumstances) that

results in impoverishment.

Measuring Poverty

The poverty line that has been used in the United

States since 1963 was developed by Mollie Orshansky,

then working for the U.S. Social Security Adminis-

tration. Orshansky, previously a home economist,

took the amount of income necessary to meet the

‘‘economy’’ food plan as set by the U.S. Agriculture

Department for a family of four and multiplied that

number by three. The multiplier was derived from

a previous survey, the 1955 Agriculture Depart-

ment’s Household Food Consumption Survey, which

had determined that the normative expenditures for

food for a family of three or more persons equated

to a third of all family expenditures. Poverty thresh-

olds based upon differing family sizes were devel-

oped by Orshansky in 1965. Currently, the Census

Bureau varies thresholds based upon the size of the

family and the ages of the members. The threshold is

updated annually using the Consumer Price Index

for All Urban Consumers (CPI-U). For a four-person

family with two children under the age of 18, the

poverty threshold was $20,444 in 2006.

Internationally, income poverty definitions differ

remarkably from country to country. In 1990, the

World Bank, to assess poverty in developing coun-

tries, adopted a measure of US$370 per person per

year (in 1985 dollars) as a rule-of-thumb benchmark.
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It is commonly referred to as the ‘‘dollar per day’’

poverty line. This indicator has now fallen out of

favor in the international development community.

The poverty line, as adopted by the U.S. govern-

ment, has generated significant controversy. Some

have argued that the poverty line does not fully

describe the experiences of those in or near poverty,

as the proportion of expenditures on housing relative

to overall income has changed dramatically over the

years. These changes have resulted in a decrease in

the amount of disposable income that can be used for

other basic needs. Geographical variations in housing

costs are also not accounted: The line is the same

whether one lives in Manhattan or in rural Arkansas.

The line has also been criticized because other costs

that decrease disposable income are not accounted

(e.g., transportation and child care costs). Changes in

family composition and the definition of family over

time have also been noted. Others have argued that

income definitions do not account for in-kind trans-

fers and governmental support programs that do not

fall under the definition of income (e.g., housing

allowances and food stamps). Many suggestions have

been forwarded and conferences convened that have

attempted to create a measure of poverty that more

accurately reflects the number of individuals and

families that struggle with meeting basic human

needs. In 1995, the National Academy of Sciences

(NAS) introduced a series of experimental measures

and recommendations for assessing poverty in the

United States. In short, the participants suggested

that the poverty line be based upon a budget for

a series of basic needs (food, clothing, and shelter

with utilities) and small additional amounts allocated

for personal needs). Consumer expenditure data

would be assessed to determine the cost of this basic

bundle of goods and services and would be updated

annually. Geographic variations would be incorpo-

rated, along with differences in family composition,

for the purpose of determining the threshold. To

determine if a family met the threshold for poverty,

in-kind and near-cash governmental assistance (e.g.,

food stamps) would be counted as resources along

with the traditional definition of income. These trans-

fers are included because the assistance can be used

to purchase goods and services within the basic

needs budget. However, expenditures for child care,

work-related transportation, and other personal

expenses (e.g., health care) would be subtracted from

the amount of disposable resources.

To date, these suggestions have not been imple-

mented, though the U.S. Census Bureau reports the

National Academy of Sciences alternative figures

annually. Though the debate continues, Orshansky’s

definition has remained the metric of choice, with

minor variations, for more than 40 years.

Poverty in the United States

Taken from the Current Population Survey, 2006

Annual Social and Economic Supplement, the U.S.

Census Bureau estimates that approximately 37.0 mil-

lion individuals were in poverty in the United States

in 2005. This figure represented 12.6% of the entire

population. The highest rate was calculated in the first

year of measurement, 1959, when an estimated 22.4%

of the population fell below the poverty line. The low-

est point that it measured was in 1973, when 11.1%

of the population was estimated to be below the pov-

erty line. As recently as 2000, poverty had been as

low as 11.3% of the population.

Persons of color represented a disproportionate

number of poor individuals in the United States. Afri-

can Americans and Hispanics had higher rates of

impoverishment relative to non-Hispanic Whites.

Whereas among Whites, 8.3% were deemed to be

below the poverty line, among African Americans,

24.9% were estimated to be below the poverty and

Hispanics 21.8%.

Children also represent a disproportionate number

of those who fall below the poverty line. For children

under the age of 18, 17.6% fell below the poverty

line, representing 12.9 million children. For 18- to

64-year-olds the poverty rate was 11.1% and among

persons 65 and older, 10.1%.

Poverty and Education Outcomes

Poverty has been linked to greater likelihoods of poor

child development from infancy onward and poor

education outcomes on a variety of measures. An

exhaustive review of the literature by Jeanne Brooks-

Gunn and her colleagues of the research surrounding

poverty and education/child development outcomes

suggests that income poverty has extremely deleteri-

ous effects on child development and subsequent edu-

cation success. In the prenatal and infancy period, low

income is associates with a host of poor outcomes,

including timeliness of prenatal care, smoking during

pregnancy, and low birth weight. Among children
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who were born at a low birth weight, low income has

been associated with continued poor education out-

comes. In the early childhood years intelligence test

scores and behavior problems are negatively influ-

enced by income poverty. These poor outcomes con-

tinue to affect children throughout their development.

In later years of development, income poverty has

been shown to be associated with the likelihood of

high school dropout, independent of other factors

related to poverty. Scholars have found that the

amount of time a family spent below the poverty line

was associated with an increased likelihood of drop-

out. More recent research by Guang Guo and Kathleen

Mullan Harris suggests that the impact of poverty on

intellectual development is mediated by home environ-

ment mechanisms that are directly affected by poverty.

Using a structural equation model, Guo and Mullan

found that the effect of income on intellectual develop-

ment was completely mediated by the proposed fac-

tors. They concluded that the cognitive stimulation in

the home and parenting style were the most significant

mediating factors that affected intellectual develop-

ment in children. The authors suggested that in lieu of

income transfers, interventions designed to address

these issues in the home may be a viable substitute.

Royce A. Hutson

See also Cultural Diversity; Ethnicity and Race
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PRAXIS�

PRAXIS� is a series of exams and assessments used

for determining teacher certification and licensure in

43 states as well as the District of Columbia and

Guam. The exams are administered by Educational

Testing Service (ETS), a private, nonprofit organiza-

tion. The PRAXIS Series� is a trademark of Educa-

tional Testing Service. ETS administers the exams on

specific dates each year. State education departments

determine individually which exams and assessments

will be used for their teacher certification process.

Each state sets its own passing scores, or qualifying

scores. PRAXIS� raw scores (questions answered

correctly) are converted to scaled scores.

PRAXIS I� Exams:
Pre-Professional Skills Assessments

The PRAXIS I� (Pre-Professional Skills Test, or

PPST�) exams are used by many colleges and univer-

sities to evaluate individuals who would like to

enter their teacher education programs. The PRAXIS

I� PPST� exams are typically taken early in the

student’s college career.

Each state sets their own qualifying scores, and

many educational institutions require students to meet

qualifying scores to enter their teacher education

program. The PRAXIS I� PPST� exams are available

in two formats: paper based and computer based
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(offered by appointment through a national network

of Prometric� Testing Centers). The PPST� exams

measure basic skills in reading, writing, and

mathematics.

The PPST� reading exam measures skills in lit-

eral comprehension, the ability to clarify a written

passage and understand how the material is orga-

nized, and the ability to make reasoned, qualitative

judgments about the nature and merits of a written

passage. What follows is a sample question from

the ETS Tests at a Glance for the PPST� reading

exam:

Marguerite Duras’ achievement as a filmmaker was

marked by refusal to become a professional of the

cinema, with all that this implies in terms of pres-

tige, influence, financial backing, and even know-

how. Although she made many films, she said that

she knew very little about the technology of cinema

and that she had no reason to learn any more: ‘‘I

want to remain where I am, on the first grounds of

cinema, in the primitive zones.’’

The passage is primarily concerned with

(A) condemning critics’ failure to appreciate the

work of a particular filmmaker

(B) describing the attitude of a particular

filmmaker

(C) analyzing the style of a particular filmmaker

(D) criticizing the technical shortcomings of

a particular filmmaker

(E) discussing the content of the works of a par-

ticular filmmaker

The PPST� writing exam assesses the test-taker’s

ability to use the English language appropriately. The

test-taker must be able to identify proper grammar

usage in multiple-choice questions as well as compose

a written essay. A sample essay topic from the ETS

Tests at a Glance for the PPST� writing exam is the

following:

Minimum-wage jobs are a ticket to nowhere. They

are boring and repetitive and teaching employees

little or nothing of value. Minimum-wage employ-

ers take advantage of people because they know

they need a job.

Discuss the extent to which you agree or disagree

with this opinion. Support your views with specific

reasons and examples from your own experience,

observations, or readings.

The PPST� mathematics exam measures mathe-

matical skills that an educated adult or teacher

might need. Test-takers must be able to solve

problems and reason in a quantitative process. The

ability to interpret graphs and determine ratios, per-

centages, and measurements are components of the

exam. Test-takers must also be able to practice

informal geometry and use other formal methods of

mathematical reasoning. A sample question from

the ETS Tests at a Glance for the PPST� mathemat-

ics exam is this:

Which of the following fractions is least?

(A) 11/10

(B) 99/100

(C) 25/24

(D) 3/2

(E) 501/500

PRAXIS II� Exams:
Subject Assessments

The PRAXIS II� exams assess specific content

knowledge that educators will teach in the classroom

as well as teaching skills. States using the PRAXIS

II� exams require candidates who are seeking initial

teacher certification to meet qualifying scores for

licensure. PRAXIS II� exams are Subject Assess-

ments (pertaining to general and specific content

knowledge and skills), Principles of Learning and

Teaching Tests (pertaining to general pedagogical

knowledge) and Teaching Foundations Tests (peda-

gogy in five areas: multisubject [elementary], English,

language arts, mathematics, science, and social sci-

ence). In many states, colleges and universities

encourage teacher candidates to take and pass their

appropriate PRAXIS II� exams before their required

student teaching. A sample question from the ETS

Tests at a Glance for the Social Studies Content

Knowledge PRAXIS II� exam follows:

Which of the following is an example of a concur-

rent power:

A. The printing and coining of money

B. The power to declare war

C. The process of naturalization

D. The levying of taxes
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PRAXIS III� Assessments

PRAXIS III� assessments are classroom performance

assessments that are actually completed within a class-

room setting to assess the skills of a beginning teacher

in some states. The PRAXIS III� system uses a three-

pronged method to assess the beginning teacher’s evi-

dence of teaching practice that includes direct obser-

vation in the classroom, review of documentation

prepared by the teacher, and interviews with trained

assessors. PRAXIS III� helps teachers identify peda-

gogical areas in which they may benefit from addi-

tional development. The PRAXIS III� Classroom

Performance Assessments contains 19 assessment cri-

teria in four interrelated domains. These domains

embrace the teaching and learning experiences of the

beginning teacher in curriculum planning, creation of

learning environments, instructional methods, and

teacher professionalism.

Tracy Hack

See also Assessment; Evaluation; Testing
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PRECISION TEACHING

Precision teaching is a method for learning and prac-

ticing skills and strategies until they are fluent or

automatic. It was developed in the mid-1960s by

Ogden Lindsley, who had been a student of B. F.

Skinner at Harvard University in the 1950s. Precision

teachers assert that these procedures ensure that stu-

dents retain the skills they are taught, can perform

them for extended periods, and can easily apply them,

both to new learning requirements and in the course

of their daily lives. This entry describes the evolution

of precision teaching and its accompanying standard

celeration chart.

History

Lindsley began by developing a graph, which he ini-

tially called the standard behavior chart. His vision

was that teachers could be scientists, plotting each

student’s performance data on the chart, watching the

trends in each student’s performance as they learned,

and prescribing interventions to improve their growth.

By always using the same chart, teachers could also

communicate the results of their efforts with each

other in a standard way instead of inventing new

graphs for each communication. After a few years,

Lindsley developed an orderly system for using the

chart, which he called precision teaching.

Precision Teaching Method

The method prescribes five steps. First, teachers

define a learning objective, which he called a pinpoint

because it precisely pinpoints a skill, fact, concept, or

principle to learn. Second, they arrange materials and

procedures for learning and practicing the pinpoint.

Precision teachers who are teaching a group of stu-

dents usually provide instruction on a skill and then

give students worksheets, flashcards, or some other

arrangement to practice that skill. Precision teachers

who are tutoring individual students often begin

immediately with timed practice, guiding the stu-

dent’s performance with ‘‘tips and quips’’ and cheer-

leading. Third, teachers and students time the

student’s performance and count its frequency. The

timing may be as short as 10 seconds or as long as 15

minutes or more. Students increase their frequencies

by repeatedly practicing a skill in a series of short

timings, often 1 minute in length, over successive

days. Students in classroom settings often work in

pairs, with one student monitoring the other’s perfor-

mance and giving feedback as they take turns practic-

ing. A fluency aim is set for each skill, specifying the
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frequency of tasks that should be completed in the

timing period. Fourth, students and teachers chart the

student’s performance on the standard celeration

chart. They then compare their frequency to the flu-

ency aim and keep practicing until they reach it.

Depending on the skill, they could reach fluency in

1 day, several days, weeks, or even months. Fifth, stu-

dents and teachers review trends of performance on

the chart and make decisions about possible interven-

tions to improve performance. Some precision tea-

chers set minimum celeration aims to help ensure that

students achieve fluency aims in a timely manner.

Peers coach and cheerlead each other to do better on

each successive timing. Lindsley developed a motto

for the method: ‘‘Pinpoint, record and chart, change,

try try again.’’

Features

Performance Measurement

Several features of precision teaching are notewor-

thy. First, the focus is on measuring performance.

Lindsley was confident that if teachers keep precise

track of how their students are learning, they will fig-

ure out what to do to improve performance. Thus,

precision teaching is not directly a teaching method;

rather, teaching methods derive from the precise mea-

surement of learning.

Frequency Measurement

Second, Lindsley prescribed measuring each stu-

dent’s frequency of performance in a period of time

(count per minute). Frequency measurement is much

closer to direct observation of behavior than are deri-

vations such as percentage correct. Frequency is a sen-

sitive measure of behavior change. In one research

project, three groups of subjects (children and adults

with developmental disabilities, public school elemen-

tary students, and teachers and psychologists) engaged

in simple tasks such as copying numerals 0 to 9, nam-

ing pictures, counting by rote, and putting tiles into

a can. Performance was measured for 1 minute, and

the median frequencies for each group were calcu-

lated. There were no differences in the percentages of

correctly completed tasks among the three groups;

members of each group performed the tasks at 100%

correct. However, when performance frequency was

plotted, there were large differences between each

group: students with developmental disabilities per-

formed between 5 and 20 per minute, public school

students performed 20 to 40 per minute, and teachers

and psychologists performed more than 100 per min-

ute. The differences one would intuit among the

groups were masked by the grosser percent correct

calculations but revealed by measuring frequency.

Standard Celeration Chart

A third noteworthy feature of precision teaching is

its use of a special graph or chart, currently called the

standard celeration chart. The standard celeration

chart is a tool that embodies the characteristics of

measurement typical of the natural sciences. In natu-

ral science, units such as distance (e.g., centimeters),

mass (e.g., grams), and time (e.g., minutes) have three

properties. First, they are standard, having the same

meaning wherever and whenever they are used. Sec-

ond, they are absolute; that is, their value does not

change from one use to the next. Third, they are uni-

versal, applying to every instance of the unit as it

occurs in nature. Frequency (count per minute) and

time (calendar days) are standard, absolute, and uni-

versal aspects of behavior. Lindsley created a chart

with frequency on the y axis and calendar days on the

x axis. Users convert and plot all frequencies as

‘‘count per minute,’’ regardless of the actual time

allotted in a timing—-another standard feature of the

chart. All human behavior frequencies can be plotted

on a standard celeration chart, from .001 per minute

(approximately once a day) to 1,000 per minute.

When frequencies are charted on successive days,

a line with a slope is created. The slope is a measure

of celeration, that is, (count/time)/time, a speed mea-

sure divided by time. Celeration is the root word of

acceleration and deceleration, terms from algebra and

physics. The chart creates a picture of the change in

frequency over time. Precision teachers use the chart

to quickly see celerations in frequency and make

interventions to alter them if necessary. The celeration

picture on the chart is standardized. For example,

a celeration line that forms a diagonal slope shows

a doubling in celeration across time. The doubling

celeration can occur in any frequency range. Because

the picture is standard, teachers can look at any chart

and tell at a glance how learning is improving and

whether they need to make interventions to correct

the learning trend, that is, accelerate correct perfor-

mance or decelerate incorrect performance.
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Lindsley created a family of charts: ‘‘daily’’ (count

per minute), ‘‘weekly’’ (count per week), ‘‘median

count per minute per week,’’ ‘‘monthly’’ (count per

month), ‘‘monthly summary,’’ ‘‘yearly’’ (count per

year), and ‘‘timing charts’’ on which students and tea-

chers graph frequencies for each timing completed.

Standard celeration charts are used by a wide variety

of people. They can be used in a one-on-one arrange-

ment or with a group of people, each of whom keeps

his or her own chart. Teachers record performance and

decide whether to change curricula or add interventions.

Marriage counselors help couples track progress in their

relationships and decide whether to make life changes.

Sales people measure the effectiveness of different cam-

paigns. Administrators, CEOs, planners, policymakers,

and politicians detect historical and economic trends

and project future conditions. Chart users can compare

data across individuals, schools, industries, laboratories,

and disciplines, without needing any other charts or

graphs.

In the first decade of precision teaching, teachers

measured and charted the full duration of the tasks

they assigned to students. For example, if students

were assigned to read a passage in a textbook, tea-

chers would record the frequency of words read in the

time it took to read the passage. In the 1970s Eric

Haughton experimented with using brief, 1-minute

timings for classroom learning of basic skills such as

reading and arithmetic and compared them to mea-

surements of the full duration of the performance.

Would tracking performance in brief timing periods

be sufficient to guide the teacher’s teaching, decision

Figure 1 Standard Celeration Chart

Note: This chart shows a student’s frequency of performance over successive days, with celeration lines indicated for each week.
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making, and interventions for student growth? Indeed,

for many pinpoints, 1-minute timings were sufficient

and provided other benefits as well. Short timings

could be repeated and charted, and a measure of

growth (or celebration) incorporating more data points

could be determined.

Learning Aims

Haughton also experimented with setting perfor-

mance standards—aims or goals that students should

achieve during learning and practice. Achieving these

aims indicated fluency of the performance. A formal

definition of fluency evolved that related to multiple

learning outcomes. It was Haughton’s conviction that

students should practice a performance until they

achieved certain frequency aims, because frequency

building produces fluency. Aims were set as a function

of whether reaching them predicted that the skill

would be (a) retained, (b) enduring (i.e., the students

could engage in the skill for longer periods of time

without fatigue), and (c) easily applied to new and

more complex learning. Haughton stated an acronym

as a challenge to guide teachers: Teach your curricu-

lum to REAPS (Retention Endurance Application Per-

formance Standards). He encouraged teachers to set

goals for these and other learning outcomes. His chal-

lenge to teachers was to teach to multiple, high-

performance standards. In recent years, others have

added to the acronym, for example, practice skills

until they are stable (i.e., not subject to distraction)

and practice skills until they easily combine with

other skills as necessary to figure out how to engage

in a more complex skill that has not yet been taught

(RESAAPS: Retention, Endurance, Stability, Applica-

tion, Adduction Performance Standards).

Thus, precision teachers set frequency aims for flu-

ency building. For example, students of precision tea-

chers practice until they can complete math facts at

80 to 100 per minute with no errors, solve 12 to 15

math word problems in 5 minutes with no errors, add

and subtract fractions at the rate of 80 to 100 steps in

5 minutes with no errors, orally read 180 to 220

words per minute with two or fewer errors, find the

main idea in 8 to 10 short passages in 5 minutes with

no errors, and write persuasive paragraphs at 20

words per minute.

Precision teachers may also set celeration aims

for student performance. A celeration aim indicates

the amount of time it takes to reach a frequency

aim. For example, a teacher may set a celeration

aim at ‘‘times 2’’ for learning math facts, requiring

a doubling in performance per week. Teachers and

students draw a minimum rate-of-improvement line

on their charts to indicate times-2 growth. The slope

of the celeration line indicates how quickly or

timely the student is to achieve fluency. As students

practice, they plot their own improvements and

compare their progress to the minimum rate lines.

Their comparisons tell them whether they are mak-

ing sufficient progress to reach fluency in a timely

manner or whether they need to ask the teacher or

another student for help.

Headsprout Early Reading is an Internet-driven,

cartoon-based, beginning reading program that auto-

mates the setting of frequency and celeration aims.

Student performance frequency is directly tracked

online as the student proceeds through the program.

The program progresses as a function of when the

learner meets or beats fluency and celeration aims.

Setting frequency and celeration aims has implica-

tions for the arrangement of practice. Precision tea-

chers make sure that students have enough exercises

to complete in the time they are allotted. For example,

to reach an aim of 80 to 100 math facts per minute

with no errors, students need more than 100 problems

at their disposal. To provide students with fewer than

100 problems places what precision teachers call

a ceiling on the frequency a student can achieve. For

example, if the teacher gave the student only 30 math

facts to complete in 1 minute, the highest frequency

they could chart would be 30. Students learn that they

cannot possibly complete all of the exercises a preci-

sion teacher gives them for completing a timing.

With precision teaching, teachers can arrange condi-

tions to teach important goal setting, self-monitoring,

self-management, organizational, and cooperative learn-

ing skills. For example, students may learn self-

management and self-determination through freedom

to take their own performance breaks and still meet

their expected goals, skip lessons when they can dem-

onstrate mastery, move through the curriculum at their

own pace, select their own arrangement of tasks to

accomplish in a class period, and choose their own free

time activities.

Kent Johnson

See also Applied Behavior Analysis; Effective Teaching,

Characteristics of; Operant Conditioning; Special

Education; Teaching Strategies
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PREMACK PRINCIPLE

B. F. Skinner developed the operant conditioning learn-

ing framework to explain how organisms work to

receive rewards and avoid punishment. Skinner also

noted, via the results of animal experiments, that beha-

viors could be changed in relation to the consequences

paired with the behaviors. Specifically, behaviors are

responded to in one of two ways: reinforcement or pun-

ishment. Unlike punishment, which aims to decrease

the frequency of a behavior, reinforcement seeks to

increase the desired behavior’s frequency. Positive

reinforcement occurs when a pleasant stimulus is added

following the occurrence of a behavior, such as giving

a treat to a dog every time it successfully follows a com-

mand to sit. Negative reinforcement occurs when an

aversive stimulus is removed following the occurrence

of a behavior, such as when pressing a button (behav-

ior) causes loud noises (aversive) to be taken away.

Despite the widespread applicability of operant condi-

tioning, there are limitations of the framework. Particu-

larly, operant conditioning does not detail why an

organism carries out a low-frequency behavior and

does not delineate what reinforcers are.

David Premack acknowledged this limitation and

conceptualized a way to explain how to reinforce

a low-frequency behavior by using an existing high-

frequency behavior. He stated, ‘‘Any response A will

reinforce any other response B, if and only if the inde-

pendent rate of A is greater than that of B’’ (p. 31).

Premack termed this notion the Premack Principle

(also known as the differential probability principle).

He explained that the principle operates based on

a reinforcement hierarchy, which is a list of actions

that are ordered from the highest to the lowest proba-

bility behaviors. To further illustrate the principle it is

useful to consider the work of W. J. Johnson. Johnson

used the Premack Principle to encourage a young

man with depression to practice positive self-talk. He

told the young man to trigger a positive thought (low-

frequency behavior) from reading a statement on an

index card every time he urinated (high-frequency

behavior). After the young man continued this exer-

cise for several weeks, he began to think of positive

statements without the index cards before urinating.

Soon after that, he was engaging in positive self-talk

on a regular basis and not solely in the context of the

high-frequency behavior. In this example, positive

self-talk could not have been learned and reinforced if

the experimenter had paired it with behavior that

occurred at a lower frequency than the current rate of

self-talk.

Premack further described the reinforcement hier-

archy by stating that if A, B, and C are any three

responses, with A having the highest frequency fol-

lowed by B and then C, then A will reinforce both B

and C, B will reinforce C but not A, and C cannot

reinforce either A or B. The Premack Principle also

elaborates on contingency (i.e., dependence). Organ-

isms are taught through trial and error that relation-

ships exist between behaviors and the environment.

Specifically, certain behaviors produce particular

changes in the organism’s environment, so that

changes in the environment are contingent upon the

identified behaviors. In reference to the Johnson

example, if urinating is contingent upon thinking of

positive thoughts, then positive thoughts will occur.

In his own experiment, Premack allowed a group of

children access to a pinball machine and candy. He

observed which behavior occurred with higher fre-

quency: manipulation of the machine or eating of the

candy. Nearly half of the children were more inter-

ested in eating candy than manipulating the machine,

whereas the remainder of the children displayed the

opposite pattern. For the children that preferred play-

ing with the pinball machine, experimenters made it

so the children would have to eat the candy to be able

to manipulate the pinball machine. Conversely, for
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the children who preferred eating candy, experimen-

ters told them they had to play the pinball machine if

they wanted to eat candy. Results showed that when

the high-frequency behavior of the child was contin-

gent upon the low-frequency behavior, the child

would engage in the low-frequency behavior. This

experiment supported the Premack Principle in that it

demonstrated that organisms could be influenced to

carry out a behavior if the desired behavior is depen-

dent upon the less-desired behavior.

The utility of the Premack Principle is undeniable.

That is, Premack incorporated components of Skinner’s

operant conditioning framework and went further by

detailing the process of reinforcing low-frequency

behaviors and identifying an organism’s reinforcers.

Moreover, the principle highlights the ability to manip-

ulate or motivate the behaviors of organisms by utiliz-

ing high-frequency behaviors already in existence. The

principle can be enacted in a variety of settings (e.g.,

home, school) and may be modified dependent on

which high-frequency behaviors typically occur in par-

ticular settings.

Rachael Elizabeth Kroening and Kerri Lynn Kim

See also Applied Behavior Analysis; Behavior Modification;

Classical Conditioning
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PRIVATE SPEECH

Private speech (also known as private dialogue, self-

talk, collective monologue, noncommunicative speech,

or egocentric speech) is speech that is directed to the

self and not to others. Private speech serves as a tool

for thinking that facilitates problem solving and is

also a tool that mediates people’s self-regulatory

capacity. John Flavell coined the term private speech

in 1964 as a means of distinguishing Lev Vygotsky’s

understanding of this phenomenon from the interpre-

tation given to us earlier by Jean Piaget. The earliest

documentation of egocentric speech surfaced in the

1920s by Piaget. He observed young children playing

together while emitting verbal monologues without

any apparent concern for the listener. The children

appeared to be unable to take the perspective of the

listener into account and instead were verbalizing

their thoughts on two very separate topics. Jean Piaget

reasoned that these collective monologues were evi-

dence of children’s cognitive and social limitations.

These limitations caused young children to converse

in an egocentric manner. Piaget reasoned that such

speech was evidence of immature social or communi-

cative speech.

Soon after, Vygotsky became aware of Piaget’s

observations and offered another interpretation for this

so-called egocentric speech. Vygotsky believed that

private speech was a qualitatively distinct type of

speech directed to the self and provided specific func-

tions to individuals rather than a communicative func-

tion with others. This self-talk was a mediational

means by which young children are able to collaborate

with themselves to solve tasks, motivate themselves

toward attaining goals, and regulate their behavior.

Vygotsky argued that egocentric speech was actually

a tool for thinking and represented the point in devel-

opment when two functionally separate systems, devel-

oping parallel with each other, converge, thus allowing

our thought system to become verbal and our speech

system to become rational. Vygotsky also believed that

this new qualitatively distinct form of speech was

essentially overt inner speech. Private speech is the

precursor to covert verbal thought and, with time, goes

‘‘underground’’ to form inner speech.

It is important to understand the role that this

developmental phenomenon plays in children’s devel-

opment of self-regulation. Vygotsky suggested that

private speech was the means by which higher psy-

chological processes like voluntary control and volun-

tary attention develop in young children. There exists

a significant body of empirical literature that supports

Vygotsky’s view of private speech as a tool of

thought, and there is an emerging body of literature

that also supports Vygotsky’s view that private speech

is the basis of people’s motivations.

Contemporary research has shown that private

speech plays a critical role in the transition from

external social regulation to internal, autonomous

self-regulation. Private speech emerges soon after

children are able to engage in social, communicative

speech. Once children are able to communicate, they

begin to communicate with themselves as a means of
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planning, guiding, and orchestrating their cognitions

and actions. Research has shown that children begin

to use private speech at approximately 2 years of age

and increase their use to about 5 to 6 years of age.

After the age of 6 or 7, private speech diminishes as

children are able to engage in dialogue with them-

selves covertly. Although it was once thought that pri-

vate speech would disappear after the age of 7 or 8,

current research on older children and adults has

shown that it emerges relative to task demand and

individual’s need to self-organize and self-direct

thoughts, motivations, and actions.

Private speech also has been investigated in tod-

dlers, adults, and the elderly. Private speech has been

shown to serve various self-regulatory functions in

a number of task situations and in a number of con-

texts. It is dynamically related to children’s current

and future task performance and is produced relative

to task demand. Private speech is also dynamically

related to social situations and, in particular, to the

type and quality of guidance children receive while

working with more competent peers or adults in

a scaffolded manner. Private speech is also produced

relative to one’s perceived self-efficacy and one’s

inner resources for motivating a course of action.

Many researchers in their study of private speech

have developed category systems. Many category sys-

tems differentiate the content of private speech utter-

ances, whereas other systems differentiate between

hypothesized functions of private speech. Other cate-

gory systems have differentiated between the various

forms or physical properties of private speech utter-

ances, whereas others have examined the variety of

environmental contexts in which private speech is

emitted.

Private speech has been studied in many cultures

and by numerous international scholars in the private

speech field. Qualitative and quantitative methodolo-

gies have been used in the design of private speech

studies. Direct observational methods have been used

as well as survey/questionnaire methods to gather

information about children’s and adult’s use of private

speech. Various task situations have been developed to

study private speech and various social situations also

have been used. Both laboratory and naturalistic settings

have been used and comparisons of children’s indoor

and outdoor learning environments have been con-

ducted. Researchers have learned that private speech is

related to language development, memory processing,

bilingualism, academic motivation, self-awareness,

creativity, and problem solving in the classroom.

Current private speech research programs have

expanded their attention on private speech to exam-

ine its relationship to children with special needs

(e.g., those with autism spectrum disorders or atten-

tion deficit hyperactivity disorder), whereas others

have incorporated recent advances in neurobiology and

cognitive neuroscience, such as functional magnetic res-

onance imaging and positron emission tomography.

Current private speech investigators are also studying

how private speech mediates the development of execu-

tive functions, action control, and academic motivation.

David J. Atencio

See also Language Disorders; Social Development
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PSYCHOANALYTIC THEORY

Psychoanalytic theory began with the work of Sig-

mund Freud, often considered the founding father of

psychology, in the late 19th century. Psychoanalytic

theory is broad in scope and offers unique, controver-

sial insights into how the human mind works. Freud’s

work has been the catalyst for the development of

other psychodynamic theories and other theories that

developed out of resistance and opposition to psycho-

analytic notions. Psychodynamic theories and ideas

have permeated our society. This entry (a) provides

an overview of psychoanalytic theory, (b) describes

the core concepts of its structural model of personal-

ity, (c) describes the purported developmental stages

associated with psychoanalytic theory, (d) presents

a critique of the theory, and (e) provides a brief over-

view of other theories that have developed out of psy-

choanalytic theory.
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Overview

According to Freud, there are three components to the

human mind: the conscious, which represents our

present awareness, including our thoughts, feelings,

and perceptions; the preconscious, which represents

things we are not presently aware of but can become

aware of with little effort; and the unconscious mind,

which represents things we are unaware of but which

still affect our functioning. The unconscious mind

includes both forces that originate there (our basic

instincts and drives) as well as unacceptable thoughts

and memories that may have been pushed back

because of their threatening nature.

The core of psychoanalytic theory is that all behav-

ior, thoughts, and emotions are influenced by uncon-

scious processes and internal forces. These internal

forces are considered to be dynamic in nature and

thus always changing. The ways in which the internal

forces interact with one another gives rise to behavior,

thoughts, and emotions. When the forces are in con-

flict, abnormal behavior arises. Psychoanalytic theory

has a deterministic assumption, meaning that no

symptom or behavior is accidental, but rather it is all

determined. In particular, it is determined by past

experiences, particularly those during early childhood.

Structural Model of Personality

Freud believed that there are two basic forces that

motivate human behavior: the sexual drive (referred

to as the libido) and the aggressive drive. The energy

created from these drives continually seeks to be

released but can be channeled by psychological sys-

tems. The psychological systems that help regulate

the drives are the id, the ego, and the superego.

The id is the innate system from which the libido

and aggressive drives emerge. The id is located in the

unconscious mind and operates from the pleasure

principle, which seeks immediate gratification of sen-

sual needs and drives. Freud viewed infants as operat-

ing on nearly purely the id. For example, an infant

who is hungry will seek his or her mother to breastfed

or scream and cry if the mother is not available.

When direct action cannot be taken, fantasies or

memories are created to meet the id’s needs. In the

case of the infant, the infant may imagine the sight of

his or her mother’s breast. This process is referred

to as primary process thinking, or wish fulfillment.

The id is loosely associated in organization, holds

a distorted cognitive representation of the world, and

is best seen in dreams.

As children develop, they begin to recognize that

they cannot have immediate wish fulfillment without

potentially negative consequences. Over time they

develop the ego, a part of the psyche that seeks to ful-

fill wishes in more appropriate and socially acceptable

ways. The ego is the center of consciousness and fol-

lows the reality principle, which is the drive to satisfy

needs within the limits of society’s rules, rather than

the pleasure principle. The ego attempts to regulate

conflict between the instinctual drives of the id and

the demands of the external world and, in doing so,

seeks maximal gratification of instincts while main-

taining relationships with the outside world. The ego

uses secondary process thinking, or rational delibera-

tion, as its primary mode of operation. For example,

a preschooler who wishes to continue breastfeeding

may realize this is no longer allowed or considered

acceptable and thus may satisfy herself with snug-

gling with her mother instead.

Later in childhood, the superego develops out of the

ego. The superego represents the ethical and moral atti-

tudes of a child’s parents and society more broadly. It

is purported to develop out of the internalization of the

moral and ethical standards of society, and as such, it

holds the rules and regulations to be followed. We

internalize these moral standards because following

them feels good and reduces anxiety. The superego is

often the source of feelings of guilt and instructs

humans on all of the things they should do; thus, it is

typically thought of as the heart of our conscience.

The three components—the id, ego, and superego—

are frequently in conflict, with competing wishes and

demands on the person. The interactions among them

typically occur in the unconscious part of the mind,

where we are completely unaware. Wishes, desires,

needs, and memories occasionally work their way into

the preconscious from the unconscious mind, but

rarely do they enter the conscious mind. Our uncon-

scious and preconscious work to protect our conscious

from the wishes, needs, and memories that represent

our basic instincts and drives because these are often

unacceptable to the individual person or society at

large.

Defense Mechanisms

When unconscious wishes seep into the conscious

mind, it can be distressing to individuals. As a way of
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coping, individuals develop defense mechanisms to

help disguise or transform the unacceptable, uncon-

scious desires. All people use defense mechanisms on

occasion to protect themselves from their unconscious

desires. Freud argued that the particular pattern of

defense mechanisms a person uses helps shape his or

her personality. When maladaptive mechanisms are

used or when an individual’s behavior becomes gov-

erned by the defense mechanism, then it can lead to

abnormal behavior.

The defense mechanisms described by Freud are as

follows:

1. Repression—not allowing painful or dangerous

thoughts to become conscious (e.g., a person who

witnessed a murder may completely repress the

memory and have no recollections of the incident)

2. Denial—refusing to acknowledge the existence of

an external source of anxiety (e.g., a parent insist-

ing her fatally ill child will be all right)

3. Projection—attributing one’s own unacceptable

impulses, motives, or desires to others (e.g., a hus-

band who is sexually attracted to a friend accuses

his wife of being unfaithful to him)

4. Rationalization—creating socially acceptable rea-

sons for an action that actually reflects unattractive

motives (e.g., a student who did not get his job of

choice rationalizes that he did not like the city the

other job was in anyway)

5. Reaction formation—adopting a behavior that is the

exact opposite of the impulses one is afraid to

acknowledge (e.g., a man who is afraid of being too

feminine joins several ‘‘tough, manly’’ sports teams,

such as football and hockey to prove his masculinity)

6. Displacement—displacing hostility away from

a dangerous object and onto a safer substitute (e.g.,

a wife is angry at her boss but cannot safely express

her anger to him and so she goes home and yells at

her family)

7. Regression—retreating from an upsetting conflict

to an earlier developmental stage to prevent anxiety

and assuage current needs (e.g., a previously toilet-

trained preschooler begins to have accidents after

his new baby brother is born)

8. Identification—adopting the ideas and values of

someone in a superior position (e.g., prisoners

adopting the attitudes of their captors)

9. Sublimation—expressing sexual or aggressive

energy in ways that are acceptable to society (e.g.,

a man with strong aggressive impulses plays pro-

fessional football)

10. Intellectualization—adopting cold, clinical, dis-

tanced perspectives on issues that in reality create

strong, unpleasant feelings (e.g., a husband going

through a divorce is extremely emotionally dis-

tressed and daily discusses the technical logistics

of court proceedings with colleagues, with an

emotional detachment)

Although rigid repeated use of defense mechanisms

can be problematic, not all of these defenses are

unhealthy coping strategies. Within sublimation are love,

work, altruism, and even humor—all of which involve

rechanneling raw sexual and aggressive impulses.

According to Freud, love is an especially powerful form

of sublimation because it allows people to achieve

sexual gratification in a socially acceptable context.

In fact, all forms of sublimation were viewed as con-

structive mature defense mechanisms by Freud, and

research by George Vaillant has demonstrated that

people who engage in such mechanisms are physi-

cally healthier, materially more successful, and more

resistant to mental illness than people who do not

display such defenses.

Psychosexual Stages of
Personality Development

Psychoanalytic theory contends that a child’s early

childhood relationships, particularly those with his or

her caregivers, are important influences of personality

development. Freud claimed that as children develop,

they go through a universal series of psychosexual

stages. Each stage of development has psychological

conflicts to be addressed by the id, ego, and superego,

and each stage focuses on a different sexually excit-

able zone of the body. The psychological issues and

conflict within each stage must be successfully negoti-

ated for the child to become a psychologically healthy

adult.

The way a child learns to fulfill the sexual desires

associated with each stage becomes an important com-

ponent of his or her personality, and the caregiver’s

responses to the child’s attempts to satisfy basic needs

and wishes can greatly influence whether a given stage

is negotiated successfully. If a child does not success-

fully adjust, then fixation occurs, wherein the child can

become trapped at an earlier stage.
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The first stage is the oral stage, which occurs during

infancy to approximately 18 months of age. In this

stage libidinal impulses are satisfied through stimulation

of the mouth area, usually through feeding or sucking.

If the caregiver is not adequately available, the child

can develop a deep sense of mistrust and fear of aban-

donment. Fixation at this stage results in excessive

dependence on others and habits related to the mouth,

such as smoking and excessive eating and drinking.

Next is the anal stage, which lasts from age 18

months to approximately 3 years. The focus of gratifi-

cation in this stage is the anus, with children expres-

sing great interest in passing and retaining feces. If

parents are too harsh or critical with toilet training,

the child may become fixated at this stage and have

traits such as being stubborn, overcontrolling, stingy,

and too focused on orderliness.

Following the anal stage is the phallic or Oedipal

stage, which occurs from age 3 to 6 years. In this

stage, the focus of pleasure is the genitals. The phallic

stage is where the most important sexual conflicts

occur: the Oedipus complex for boys and the Electra

complex for girls. Boys must work through the Oedi-

pus complex, wherein they are purported to fall in

love with their mothers and fear their fathers will

retaliate by castrating them. The fear of castration is

quite strong for boys and is the source of motivation

for resolving this conflict. Resolution of this results in

a strong superego and identification with their father’s

values. The Electra complex is the equivalent for

girls. Girls’ movement through this stage involves the

experience of falling in love with their fathers and

fearing retaliation by their mothers. However, Freud

argued that there is no castration anxiety for girls

because they were already castrated. As a result, girls

do not have as strong of a motivation for developing

their superegos and thus are argued to not be as

moral. Freud argued they are instead motivated more

by emotions than morals and by penis envy. Accord-

ing to Freud, unsuccessful resolution of the phallic

stage results in not adopting appropriate gender roles

or a heterosexual orientation and excessive seductive-

ness in relationships.

Next is the latency stage, which covers middle

childhood, from age 6 to 12. During this stage, libidi-

nal drives are more at rest and there is a tendency to

avoid the opposite sex. The focus is now more on

developing skills and interests. Last, is the genital

stage, which begins around age 12 at puberty. If chil-

dren have successfully resolved their previous stages,

their sexual interests turn to heterosexual relation-

ships. During this stage they pursue and develop

romantic relationships and learn to negotiate romantic

and sexual encounters with the opposite sex.

Beyond Freud

Critiques of Psychoanalytic Theory

Freud’s psychoanalytic theory has been the object of

numerous critiques over time. In particular, his theory

is most often criticized for its biases regarding gender

and sexual orientation. Many objections to his work

stem from his propositions that girls can never be as

moral as boys given that they have never had the strong

castration anxiety as motivation. Additionally he is criti-

cized for the idea that girls and women are motivated

out of the envy and desire of having a penis rather than

by morals and intellectual processes. Other objections

focus on his assumptions that homosexuality is abnor-

mal and a result of a fixation caused by early conflict.

The idea that heterosexual relationships are the only

possible mature outcomes of successful stage resolution

is objectionable to many. A third main criticism to his

theory is the strong focus on sexuality as the driving

force behind development and behavior. Freud devel-

oped his theory during the Victorian era with its strong

suppression of sexuality, and so it is not a coincidence

that his work is so strongly influenced by the context in

which he worked. Given the changes in society, how-

ever, the theory may not be as applicable. Another criti-

cism centers on notions of determinism. Many people

object to the idea that all behavior is predetermined by

past behavior, as it does not allow for simple mistakes,

is too rigid in assuming people will always act based on

what they learned early in childhood, and does not

allow for the possibility of change. Finally, a crucial

problem with the theory is the difficulty in scientifically

testing its fundamental assumptions.

A New Generation of
Psychodynamic Theorists

Criticisms aside, many elements of Freud’s work

can be seen in more modern psychodynamic theories

such as object relations, which argues that our early rela-

tionships create representations of ourselves and others

which influence all of our subsequent relationships.

Elements of psychoanalytic theory can also be seen in

Carl Jung’s theory of the collective unconscious,
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which consists of memory traces of past generations

rather than just those based on early childhood. Alfred

Adler placed less emphasis on the sexual and aggres-

sive drives and viewed the self as serving a more

meaningful purpose, such as seeking to fulfill our-

selves to fullest extent possible. Others found different

areas of emphasis from Freud, such as Karen Horney,

who believed that basic anxiety stems from social

rather than biological sources, and Harry Stack Sulli-

van, who focused on the issue of the personality being

inextricably intertwined with the social context in

which it operates.

Sigmund Freud’s psychoanalytic theory was the

first comprehensive theory of the mind and personal-

ity. It served as a framework for understanding nor-

mal and abnormal behavior, provided techniques for

addressing abnormality, and spawned a wide range of

other theories, including those within the psychody-

namic umbrella but which have a slightly different

emphasis, as well as those that were developed out of

complete objection to his ideas, such as behaviorist

and cognitive-behavioral theories. In spite of the

many criticisms of this theory, it holds an important

place in psychological history and has shaped much

of psychology and psychiatry in the past century.

Tina D. Du Rocher Schudlich
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PSYCHOSOCIAL DEVELOPMENT

Psychosocial development can be defined as the pro-

cess by which an individual attempts to become part

of a society while maintaining his or her individuality.

This process does not occur with the individual being

the sole actor but rather occurs through the act

of socialization. Socialization is how an individual

develops the values, behaviors, and knowledge about

the societies in which that individual lives, and

because a person lives in multiple simultaneous socie-

ties and subsocieties (communities, schools, homes,

peer groups, etc.), it can be a complex task to inte-

grate all of them.

Two types of psychosocial development exist. The

first, social roles, helps the individual understand how

to act appropriately in his or her social world, as

social roles are the expectations of others with regard

to a person’s rights, obligations, and behaviors. The

second, personality, is an individual process, although

society still has a large effect, and combines the feel-

ings, behaviors, intelligence, temperament, and inter-

ests of the individual.

This entry focuses on multiple examples of how the

individual develops socially throughout the life course

and examines all developmental stages from infancy to

adulthood. Other issues that develop throughout the life

course, including language development, moral devel-

opment, and gender construction, are also discussed.

Lastly, a discussion of problematic psychosocial devel-

opment is included.

Infancy

Infancy marks the first contact with life outside the

womb, and although it could be argued that psychoso-

cial development begins prenatally, the research typi-

cally focuses on infancy as holding the beginning of

its development; thus, this entry begins its discussion

here. Infancy and childhood mark development pat-

terns that have been found to have profound effects

on later development and mental/physical well-being.

Perception of Faces

An infant’s ability to perceive faces is the first sign

that the child is developing a bond and interest with

the human form. It was found through research that

between 1 and 2.5 months, infants preferred a photo of
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a schematic face over a photo of a scrambled face,

which suggests that newborns have an innate prefer-

ence for the human form. Recently it has been found

that motion may have a large effect on this preference.

Social Smiling

Social smiling represents the first social activity of

an individual. Smiling begins at 1 to 2.5 months of

age but occurs at any external stimulation the child

receives. It is not until 2.5 to 3 months that infants

smile to reciprocate another’s smile, or to have their

smile reciprocated. This event typically begins to

establish a new emotional bond between the child and

the child’s caregiver as well as show how the infant is

beginning to create a sense of self and others in his or

her environment, although this is a very basic sense.

Temperament

Temperament is an example of the nature side of

psychosocial development, in that it is the innate char-

acteristics or personality of a person. Temperament is

thought to consist of activity level, approachability,

adaptability, intensity of reaction, quality of mood,

distractibility, attention span, and other qualities.

Three types of infant temperaments have been named:

1. Easy babies are those who are adaptable, typically

happy and playful, and not easily distracted.

2. Difficult babies are not adaptable, usually irritable,

and easily distracted.

3. Slow-to-warm-up babies take a little more time to

adapt, are less active but happy, and are usually not

very distractible.

Temperament is thought to extend throughout the

life course and remain fairly stable.

Attachment

Attachment not only is an important developmental

milestone in infancy but also has deep effects on the

rest of the life course. Harry Harlow, with the use of

his monkey studies, was the first to realize that attach-

ment was not created out of the need fulfillment of

nourishment but was more strongly associated with

feelings of comfort and safety. In his groundbreaking

study Harlow placed two pseudo-mothers in to raise

infant monkeys: one who provided nourishment but

was made of a bare wire body and one that did not

provide nourishment but was wrapped in warm, com-

fortable blankets. The infants more often relied on

and spent more time with the non-nourishing mothers.

Formation of Attachment

John Bowlby stated that attachment provide the

infant with both safety and the ability to be autono-

mous, which allows him or her to have varied experi-

ences. He proposed a four-phase model of attachment

development.

1. Preattachment develops between birth and 6 weeks.

The infant remains close to whomever provides food

and comfort and does not feel distressed when left

with strangers.

2. Attachment in the making occurs between 6 weeks

and 6 to 8 months. The infant shows preference

toward primary caregivers and slight distress toward

strangers.

3. Clear-cut attachment takes place from 6–8 months to

18–24 months. The child expresses a great deal of

stranger anxiety, and the primary caregiver becomes

the secure base from which the child explores.

4. Reciprocal relationship is the final phase of attach-

ment and occurs after 18 to 24 months. The child

spends increased amounts of time away from his or

her primary caregiver, and either the mother or the

child interrupts the other to establish renewed con-

tact every once in a while.

Types of Attachment

Four types of attachment exist and are defined

based on the infant’s response to a social experiment

called the Strange Situation procedure. In this experi-

ment the child is placed in a room to play. The child’s

primary caregiver is also in the room. A stranger

enters the room and attempts to sit near the child

while the primary caregiver exits the room. The child

typically reacts by crying, and the stranger attempts to

console the child. The caregiver then reenters the

room and attempts to console the child if needed.

Securely attached children (65% of children)

respond by playing contently when the caregiver is

present, becoming upset when the caregiver leaves,

and being comforted only when the caregiver returns,

usually quieting very quickly. Insecure anxious/avoi-

dant children (23% of children) respond by being indif-

ferent when the caregiver is in the room, sometimes
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becoming upset when the caregiver leaves, and if they

are upset the stranger can console the child as often

as the caregiver. Insecure anxious/resistant children

appear anxious and stay close to the caregiver, are

upset when the caregiver leaves, and are not consoled

when the caregiver returns. These babies seem to

desire the renewed contact while simultaneously push-

ing away from it. Disorganized children appear con-

fused and fearful and seem disoriented; they react with

little emotion.

It has been shown that caregivers of insecurely

attached children are inconsistent in their response to

their babies’ cries and have little physical contact with

them. Children with disorganized attachment are often

neglected or abused. Studies have shown that attach-

ment breeds healthy social competence, whereas

unhealthy attachment can lead to aggression; unfulfill-

ing, insecure adult relationships; and more serious

concerns, including psychopathology.

Social Referencing

Social referencing refers to infants’ use of their pri-

mary caregiver to keep them safe while they explore

their social world. As infants encounter an unknown

object or person, they will look to their reference

point (primary caregiver) to notice their reaction to

the same stimulus. If the caregiver looks wary, the

infants will be hesitant or avoid the stimulus; if the

caregiver looks content or neutral, the infants will be

less likely to avoid the object. This becomes a primary

method of communication between the caregiver and

the infant.

Self-Concept

Infancy marks the beginning of the individual’s

understanding and recognition of himself or herself as

a unique person. It is during this time that the individ-

ual first recognizes himself or herself in a mirror,

something only humans and great apes accomplish,

which occurs gradually over the first year of life.

End of Infancy

At the end of infancy, children begin to have less

distress when separated from their caregiver, and their

sense of themselves becomes distinctive. They begin

to have standards similar to adults and recognize a vio-

lation of these standards, such as when they notice the

difference between old, broken toys and new toys. It

is at this transition that children begin to develop sec-

ondary emotions, like embarrassment, guilt, and envy,

which begins to show their realization of how they

have an effect on others in their social world.

Childhood

Childhood continues to increase the individual’s level

of self-understanding through engagement in friend-

ship and peer groups as well as the changing relation-

ship with his or her parents.

Self-Concept

As children enter school age, they begin to hold

descriptions of themselves that include gender, friend-

ship/group relations, as well as physical and psycho-

logical traits. This is the age at which they begin to

compare themselves with other children, which shows

their understandings of what is desirable in their

social environment as they envy the traits of others.

Their views of themselves are important because

research has shown many beneficial outcomes for

children who have positive self-concepts, including

more confidence, autonomy, assertion, sociability, and

a greater outlook on life. This age group begins to

recognize and expect the stability of these traits and

behaviors in themselves and others.

Self-Esteem

Self-esteem is how positively or negatively a per-

son feels about himself or herself, and it is an impor-

tant attribute of stable mental health. Positive self-

esteem is enhanced by parental relationships that are

warm and accepting while having clear and under-

stood limits.

Self-Regulation

Along with their self-conceptions and self-esteem,

children develop a sense of self-regulation, which

means they learn how to act in socially appropriate

ways and how to stop themselves before acting in

inappropriate ways. This is a difficult task for the

child to develop because they must learn how to stop

behavior that has already begun. Play with other chil-

dren has been shown to have a large effect on devel-

opment of self-regulation because children learn how
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to control their behavior and their emotions while

watching and interacting with other children who may

be more or less advanced than themselves.

Friendship and Peer Groups

Friendships and peer groups are an important

aspect of psychosocial development because they pro-

vide the major social context in which youths interact

with each other. As youths begin to separate from

their familial relationships these social groups begin

to establish greater influence and pressure on a child’s

life. These peer groups and friendships increase the

development of important social skills. Playing games

requires following rules and engaging in prescribed

behaviors, both of which help children to understand

larger and more complex rulings in their social envi-

ronment. Children also begin to understand their place

in the social world through their membership in cli-

ques and crowds, which are the most common form

of child and adolescent peer groups.

Peer Pressure

Although peer pressure is a common phenomenon

within friendship and peer groups, it has been shown

in research that youth are much more likely to go

along with prosocial pressure than pressure to engage

in antisocial behaviors. Peer pressure is believed to

peak at the age of 15.

Influence of Parents

Two major changes occur as a child begins to

associate more with peers and less with parents:

(1) Parents’ expectations and demands on domestic

chores increase along with their demands and expec-

tations on academic achievement, and (2) parental

control is achieved less through direct methods and

more through discussion and reasoning, sometimes

with the inducement of guilt. The relationship and

monitoring of parents can have a profound effect on

peer relationships and later development.

Adolescence

Research has identified four major changes in the

structure of adolescent social life:

1. A great deal more time is spent in peer relationships.

2. Guidance from adults lessens in quantity and

directness.

3. There are large increases in mixed-sex interactions.

4. The participation in large social groups becomes

important.

Beyond these changes in adolescents’ social life,

their search for identity and intimacy also have effects

on their psychosocial development.

Identity

Identity is the individuality of a person and is com-

posed of relatively stable personality traits that are

especially prevalent in certain situations (role beha-

viors such as being a parent) and is thought of as the

primary social concern for the adolescent. Although

a development of identity occurs throughout the life

course, most focus is placed on the adolescent years.

According to Erik Erikson, a person must resolve his

or her adolescent crisis before the person can confront

the next stage crisis; thus, some sort of solution must

be made with regard to identity, making it a rather

important topic. Identity development is not a simple

task; it is a process of understanding and synthesizing

childhood experiences and memories, family history,

present self-awareness and acceptance, and future

goals or ideals. Beyond this internal process the per-

son must also combine his or her relationships with

persons and things external to the person.

Intimacy

Adolescents’ search for intimacy includes their

creation of new friendships and dating relationships,

and these relationships increase adolescents’ under-

standing and development of autonomy.

Gender Differences in Intimacy

As in childhood there are gender differences in rela-

tionship formation during adolescence. Females are

more caring and emotionally open in relationships,

whereas men are seen as being more independent, self-

reliant, and closed off. Males are seen to be more asser-

tive and domineering, while showing little emotion, and

females are seen as more flirtatious and emotional. These

gender differences peak in later adolescence, and by the

age of 50, they are much more diminished.

Separation from Parents

During adolescence, while youths are attempting

to forge their own identities, they begin to separate
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from their parents. This causes a decrease in the

amount of influence a parent has on the youth; how-

ever, research has shown that most adolescents main-

tain their parents’ values, even though they may be

more likely to verbally question them. Consistently

throughout the research there is evidence that the

most beneficial developmental outcomes stem from

parents who take an authoritative stance toward their

adolescent, meaning they exhibit warmth and respect,

while holding clear, firm rules.

Adulthood

Adulthood is not always seen as increasing the devel-

opment of a person; in fact, the early theorists stopped

discussing development at the termination of adoles-

cence. There are, however, a number of changes

occurring throughout adulthood that affect our psy-

chosocial development.

Early Adulthood

Early adulthood is considered a person’s 20s and

30s and typically begins with a continued search for

intimacy and progresses through the creation of a fam-

ily unit.

Love and Loneliness

Erikson stated that this is a time in which the psy-

chosocial crisis centers on intimacy versus isolation;

another way to put this is love versus loneliness. One

way in which young adults obtain this sense of love

or intimacy is through their continued friendships,

which tend to increase in the amount of emotional

closeness, even in males but especially in females.

Loneliness is said to be a large concern for college

freshmen because it is usually associated with transi-

tions in a person’s life.

Types of Adult Status

Adults comprise six status types, which are not

linear in dimension and thus do not form a hierarchi-

cal structure. Single adults are becoming an increas-

ingly viable option for this age group, with many

individuals remaining in this status throughout early

adulthood. Many negative connotations of ‘‘single-

hood’’ have been replaced with positive ones. Coha-

biting adults is another status that has been on

a recent rise. Research has shown that this type of

relationship has either no effect or, if any, a negative

effect on marital satisfaction and divorce. Married

adults have been on the decline since the 1960s but

still represent many individuals in early adulthood.

Divorced adults have started to slow their rapid

increase in numbers in the recent years. This is a status

that can have large emotional effects on future rela-

tionships and intimacy, although research suggests

that, for most people, these effects are temporary.

Remarried adults typically bring with them a combina-

tion of families, creating stepfamilies that can create

a large adjustment for all members involved; it has

also been found that only one third of all remarriages

survive. Lastly, gay and lesbian adults have had much

change in recent years concerning their right to be

married. Research has shown that these adults are

very similar to heterosexual adults. There are cur-

rently many misconceptions about gay and lesbian

adults, including the belief that they are not good par-

ents, when in fact they are similar in this regard, and

the majority of children raised in these households

grow up heterosexual.

Stages of Family Life Cycle

The family life cycle is seen as progressing through

six linear stages: (1) leaving home and becoming a

single adult, (2) joining of families through marriage,

(3) becoming parents, (4) families with adolescents,

(5) the midlife family, (6) the later life family.

Middle Adulthood

Middle adulthood creates a new set of challenges

concerning psychosocial development when adults

must deal with the transition of their children leaving

home and in many cases their aging parents moving in.

Generativity Versus Stagnation

Erikson stated that the 40s and 50s were concerned

with the crisis of generativity versus stagnation which

meant that the person was left with the choice of help-

ing the next generation, which is typically associated

with leading a useful life, and not assisting the next

generation and remaining stagnant.

Life Events Approach

Life events approach took a separate approach to

Erikson’s theory of psychosocial stages, saying that

stage models are not as useful in later life because

events sometimes happen out of order, or are skipped
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in entirety, due to life events. This approach states

that life events affect the individual not only due to

the event itself, but also to how the person adapts to

the event and the context of the event.

Marriage and Divorce

With regard to the life events approach, marriage

and divorce can severely affect the development of

a person in middle adulthood. It has been found that

those who divorce in midlife are less likely than those

in young adulthood to have a negative relationship

with their divorced partner. It has also been found that

divorce can have a positive effect on the female’s

emotional well-being; the opposite was found with

men, who have more positive emotional states during

marriage.

Parents and Children

Midlife is typically the period when children leave

the home, creating the ‘‘empty nest.’’ However,

despite popular belief, this event typically increases

the satisfaction of the parents, particularly dealing

with marital satisfaction. This can also be a time in

which the family must deal with bringing in the aging

grandparents who may be in poor health, which cre-

ates what is called the sandwich generation (having

both one’s own children and one’s parents to be

responsible for).

Late Adulthood

Late adulthood is typically a time of life review, in

which a person looks back onto his or her life in

either satisfaction or disappointment.

Integrity Versus Despair

Erikson’s final stage of psychosocial development

concerned the crisis of integrity versus despair, which

was reworked by Robert Peck to include three develop-

mental tasks faced by older adults. (1) Differentiation

versus role preoccupation concerns the redefinition

of the individual’s worth beyond his or her work

roles now that the individual has retired. (2) Body tran-

scendence versus body preoccupation concerns the fact

that older adults must accept their declining physical

well-being. (3) Finally, ego transcendence versus ego

preoccupation concerns the need for older adults to

accept the fact that they will die and that they have

made an impact on the future of others.

Level of Activity and Social Support

An important component of older adulthood con-

cerns remaining active. Studies have shown that older

adults who remain active are more likely to look onto

their lives with satisfaction. Social support from fami-

lies or peer organizations has also been linked with

longer lives and increased physical and mental health.

Gender Changes in Older Adulthood

A final change in the psychosocial development of

an individual concerns gender. It has been found that

gender differences all but disappear in older adult-

hood, and in some cases actually reverse. Males

become more nurturing and sensitive while females

are more assertive.

Life Course
Psychosocial Developments

Some important changes in psychosocial development

occur throughout the life span and thus are discussed

separately.

Language Development

One of the most important developments in a psy-

chosocial world is the ability to vocalize our thoughts

and emotions. Language development begins in

infancy as the child begins to hear speech in his or

her social world, and continues through childhood, all

the way into adulthood as it becomes more complex

and varied. At approximately 9 months, children utter

their first words, but their ability to use words to com-

mand attention does not exist until around 12 months.

At 18 months they are forming two-word sentences

with a large increase in vocabulary, and finally at 24

to 30 months, they are beginning to take the listener’s

perspective into account and responds to indirect

requests. This development increases the individual’s

place in the social world dramatically because the

individual can now be a direct actor in his or her

social world and achieve a numerous variety of goals.

Moral Development

The development of morals is a rather complex

topic that begins in childhood and lasts into adulthood

with few adults obtaining the highest levels of moral-

ity. Lawrence Kohlberg stated that the early stages of

morality are considered preconventional reasoning
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that typically ties together morality and punishment,

which stems from an external authority. A child in this

stage believes in imminent justice in that if a rule is

broken, a punishment will occur immediately regard-

less of whether there is a witness. The later stages of

postconventional reasoning consist of social contracts

and individual rights, as well as universal ethical princi-

ples of universal human rights.

Gender Construction

Gender is defined as the social construction of being

male or female. An individual typically has an estab-

lished gender by the age of 3. Gender roles are socialized

norms of how a person should act and feel dependent on

his or her gender. Most children develop gender roles

initially based on those of their parents; however, these

roles develop and are rewarded or punished by peers

throughout life.

Defining an Identification

Defining one’s identification may be confused with

defining an identity, although identification does cre-

ate strong roots for a person’s identity later in life.

Identification is the way a person attempts to look,

behave, and feel, as well as who the person identifies

with in his or her social world. Individuals also iden-

tify through the creation of gender roles which was

discussed earlier.

Problematic
Psychosocial Development

Not all individuals develop in the same way con-

cerning psychosocial development. Some develop in

a problematic way, typically because of some deficit

or excess in their life course.

Possible Causes of
Problematic Development

Some links that have been found associated with

problematic development include negative or absent

attachment, child abuse, and negative or inconsistent

parenting styles. Other important causes outside the

parent–child relationship are too much television,

which can expose the child to increased violence and

diminish creativity and verbal skills, and large work

schedules of adolescents, although up to 20 hours per

week of part-time work during high school has been

shown not to have a negative effect on development.

Psychological Disorders
Associated With Problematic Development

In some cases the psychosocial development pro-

cess can have large effects on an individual’s mental

health and create psychological disorders, including

substance use, antisocial behavior, depression, suicide,

autism spectrum disorders, and many others.

Matthew J. Davis

See also Attachment Disorder; Autism Spectrum Disorders;

Cliques; Erikson’s Theory of Psychosocial Development
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Q
Torture numbers and they’ll confess to anything.

—Gregg Easterbrook

QUALITATIVE RESEARCH METHODS

Qualitative methods are used typically in research pro-

jects that take a human-focused perspective in the

design and implementation of the investigation. Quali-

tative research, as a paradigm or worldview, is designed

to explore the human elements of a topic under investi-

gation; in this context, qualitative methods (such as in-

depth interviewing or ethnographic observation) are

used to examine how individuals see and experience the

world around them. Researchers typically talk to people

directly or observe their behaviors in various contexts to

understand what those individuals view as important

about a particular phenomenon. Although qualitative

research is often described in opposition to quantitative

research, and although the goals and intentions of these

paradigms are quite different, many scholars are now

using mixed and multimethod approaches and engaging

in interdisciplinary research. In these projects, both

qualitative and quantitative paradigms are used to more

fully investigate a research problem. Indeed, many

researchers now use qualitative methods to inform

future quantitative research designs (and vice versa) or

to add a richness of experience to an investigation by

combining qualitative interviews or diaries with find-

ings from large-scale questionnaires or experimental

interventions.

The Qualitative Research Paradigm

The use of qualitative methods has a rich history in

the social sciences, health sciences, and humanities.

In the field of education, many research problems are

best addressed by qualitative approaches, so the use

of qualitative methods is very much the norm. In edu-

cational psychology, case studies, interviews, and

other techniques have been used recently to explore

a range of research topics. Although Gary Shank

noted in 1994 that qualitative research had ‘‘made

very little headway’’ (p. 340) in educational psychol-

ogy at the time, the rise in the number of qualitative

projects over the past decade points to a positive

shift toward including more qualitative approaches.

The rise of qualitative methods in the field of psychol-

ogy itself, as noted in Sean Kidd’s review of core

journals, also points to the value of using qualitative

approaches to investigate problems in disciplines that

have been focused traditionally on quantitatively ori-

ented research practices.

Research of high quality, regardless of paradigm,

demands that appropriate methods are used to address

the research problem at hand. To select appropriate

methods, researchers must first understand the types of

data they will obtain with each approach. To assess

student satisfaction with in-school counseling, for

example, a researcher should start by asking, ‘‘What do

I want to know?’’ and ‘‘What method will allow me to
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address this question?’’ Unfortunately, new scholars

(or those unfamiliar with the intent of qualitative meth-

ods) often make the mistake of starting a project by

saying, ‘‘I want to use an online questionnaire’’ or ‘‘I

want to design an experiment,’’ even when that method

may not be the best one to provide data for a particular

research problem. Understanding the intended goals of

qualitative research is essential to selecting appropriate

methods and to assessing the results.

Qualitative methods are best for addressing many

of the ‘‘why’’ questions that education researchers

have in mind when they develop their projects.

Whereas quantitative approaches are appropriate for

examining ‘‘who’’ has engaged in a behavior or

‘‘what’’ has happened (e.g., How many students

approached school counselors for help last year? For

what types of problems did they seek help?), and

whereas experiments can test particular interventions,

these techniques are not designed to explain why cer-

tain behaviors occur. Quantitative approaches are best

used to document characteristics of the world around

us, that is, what we see and what the implications are

when we test hypotheses related to specific phenom-

ena. As Ted Palys and Chris Atchison note in their

text, Research Decisions, quantitative researchers pre-

fer the deductive method, whereby a researcher

deduces a hypothesis from a theory, gathers data to

test the hypothesis, and then revises (or discards) the

theory or looks for another situation in which to test

the theory again; here, the ‘‘true experiment’’ is the

method of choice, as this allows the effects of certain

variables to be assessed while all other influences are

held constant. Qualitative approaches, on the other

hand, are typically used to explore new phenomena

and to capture individuals’ thoughts, feelings, or inter-

pretations of meaning and process. Many qualitative

texts (e.g., David Silverman’s book, Doing Qualita-

tive Research: A Practical Handbook), provide an

overview of the preferences of qualitative researchers:

to gather qualitative data that are naturally occurring,

to explore meanings rather than behaviors, to reject

the natural science model, and to craft studies that are

inductive and hypothesis generating rather than ones

that involve hypothesis testing.

The Nature of Qualitative Data

As qualitative inquiry allows a researcher to examine

a topic in great depth, the data gathered tend to be very

rich in scope. A researcher may compile dozens of

pages of field notes in completing an ethnographic

observation, or capture many hours of video during

focus group interactions. Data collection and analysis

typically occur over many weeks or months, even in

one setting or with only one small group of participants

as the focus of the investigation. The depth of the

investigation makes qualitative research both costly

and time consuming. The sample sizes used in qualita-

tive research are usually quite small (in some cases,

only one participant or setting may be used; in others,

20 to 30 participants may be appropriate) and may

involve relatively homogenous groups. However, as

generalizability is not the intent of such projects, small

samples that are carefully and deliberately chosen

(e.g., using maximum variation sampling techniques)

provide the best data possible for this type of work.

Some researchers will also use multiple qualitative

methods to explore one research problem (in a process

known as triangulation), which can extend the time

and cost involved in completing a single project. Dis-

semination of qualitative results can extend across

many years, as the analysis of the rich data resulting

from these types of projects can lead to multiple publi-

cations covering a broad range of research questions.

Also, many researchers engage in projects that build on

the results of prior studies, which can extend the length

and breadth of a single project over many years and

across various contexts or populations.

In delineating the nature of qualitative research, it is

also important to note the distinction between the gath-

ering of qualitative ‘‘data’’ and the use of a qualitative

perspective or ‘‘paradigm’’ in research design and

implementation. Open-ended questions used as part of

a questionnaire, for example, allow respondents to pro-

vide their opinions and attitudes about a particular

topic or event. Gathering such data is often done along-

side quantitative measures (e.g., Likert scales) to elicit

information that cannot be captured by closed ques-

tions. However, including open-ended questions does

not make a research method inherently ‘‘qualitative.’’

Rather, qualitative research reflects a particular orien-

tation to research that informs all phases of the research

design—from the study’s conception, through data

gathering, analysis, and writing. Many qualitative

research projects are designed by scholars who see

knowledge as socially constructed and inextricably

linked to individuals’ backgrounds, personal histories,

cultural place, and other contextual elements that

define the human experience. Whereas quantitative

researchers strive to eliminate these contextual
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elements so that they will not ‘‘contaminate’’ the vari-

ables under study (to maintain objectivity and reduce

bias), qualitative researchers embrace these elements,

to examine phenomena in light of these contextual

characteristics. Qualitative projects purposefully

embrace bias and subjectivity, which, in turn, often

become a focus of the investigation.

Qualitative Methods at a Glance

Qualitative researchers, across disciplines, use a vast

array of methods in their work. Indeed, in education

alone, researchers use interviews, focus groups, partici-

pant observation, diaries, think alouds, and a host of

other qualitative techniques to examine students’, tea-

chers’, and parents’ experiences of the school environ-

ment. New technologies have also recently changed

the research landscape; many qualitative researchers

now use such tools as videoconferencing or digital

video to capture data or use the Internet as a site of

qualitative inquiry. Although the following sections

provide brief descriptions of a few methods commonly

used by education researchers, this is by no means an

exhaustive list.

Interviews

In-depth, qualitative interviewing is one of the

most commonly used methods. These interviews

allow researchers to examine issues, at length, from

the interviewee’s personal perspective. The data gath-

ered typically consist of verbatim responses to the

interviewer’s questions, which are designed to elicit

opinions, feelings, attitudes, descriptions of personal

behaviors, and other elements related to the research

problem. The method may use a semistructured

approach (e.g., open-ended questions are used to cap-

ture participants’ thoughts of a variety of topics), or

they may be quite unstructured (e.g., participants are

encouraged to explore a topic, such as their personal

life story, in their own way). Qualitative researchers

(such as Irving Seidman) note that the purpose of this

type of research is to understand individuals’ experi-

ences and the meanings they make of those experi-

ences and to put their behaviors in context in order to

understand the actions they undertake. Semistructured

interviews typically last from 60 to 90 minutes,

although the length and the number of interview ses-

sions will vary depending on the scope of the project,

the availability of participants, other methods used in

the project, and so forth. An unstructured interview

may last over a number of hours or across many days

or weeks, particularly in ethnographic studies. Com-

mon themes and patterns are identified in the data

gathered, with saturation of themes (resulting in trans-

ferable data) occurring with 15 to 18 participants.

Increasing the number of interviewees is one way to

enhance rigor in data collection. However, anomalies

in the data—where individuals discuss an experience

unlike that of other interviewees—are also extremely

valuable, as they can highlight very specific needs

and points of conflict.

Focus Groups

Focus groups also fall into the qualitative inter-

viewing category, but in this case, the interviews

occur with groups of individuals (typically between

five to eight people, with one or more groups in total).

The discussions are generally focused on a particular

issue, though many groups are designed to engage in

open, exploratory dialogue. This method can also be

used to assess the value of a product, service, or tool

(e.g., in Web site usability studies) or to gauge indivi-

duals’ attitudes, opinions, or beliefs about a social

topic (e.g., the influence of the new media on political

decisions). Group interviews can be more challenging

to conduct than individual interviews because group

dynamics need to be managed (e.g., to ensure that all

group members have a chance to speak) and because

special equipment (e.g., multiple video cameras) is

often used. Focus group interviews are best run by

a trained facilitator; they often require a more formal

setting (such as a boardroom) and may take more time

to coordinate and run.

Observation

Observing human behavior in natural settings (e.g.,

watching students as they interact in a classroom)

allows a researcher to capture valuable data that

cannot be gathered in any other way. Observational

techniques may be covert or overt; researchers may be

either distanced from, or directly engaged in (i.e., par-

ticipant observation), the daily activities under investi-

gation. Researchers employing observational methods

not only document details about the individuals in the

setting (e.g., a school), but they also examine the physi-

cal (e.g., desk placement, computer lab setup) and

organizational (e.g., school administration) structures
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within the setting. Data collection may involve one or

many sites and typically extends over a long period of

time.

Personal Journals and Diaries

Asking individuals to document their activities

(e.g., how, and for what purposes, students use the

Internet to seek counseling support) is an effective

way to examine behavior without relying on memory

(as with interviews, where people are asked to recall

past behaviors). Diaries allow individuals to document

quantitative elements of their activities (e.g., how

often they use the Internet) and qualitative opinions or

attitudes about their experiences. Participants typically

need instruction about how much to write, how often,

and on what topics, but these journals can produce

much more detailed accounts than is possible with

other methods. Individuals may keep diaries for

a week or more and may write on a variety of topics,

which can then be further explored through other,

complementary methods (e.g., personal interviews).

Many researchers also now provide digital audio or

video recorders to participants, particularly where

writing a diary may prove difficult, inappropriate, or

time-consuming.

Critiques of Qualitative Methods

Although many texts and journal articles on research

methods articulate the varied goals and intentions of

the various research paradigms, the use of qualitative

methods continues to be controversial in some disci-

plines. Some scholars (particularly in biomedical

sciences and in very quantitatively oriented disci-

plines) dismiss qualitative research outright, arguing

that these studies lack rigor in design and execution,

are biased, or present only anecdotal findings. Silver-

man notes, for example, that questions are often posed

about a qualitative study’s reliability or validity

when these quantitative measures of rigor are simply

inappropriate for judging qualitative research. Other

methodologists note that it falls to the researchers

themselves to defend their work in light of charges

from those who sit outside of the qualitative para-

digm. Yvonna Lincoln and Egon Guba, in their clas-

sic work Naturalistic Inquiry, noted that qualitative

researchers learn quickly that they will face charges

of engaging in ‘‘sloppy’’ research or ‘‘merely sub-

jective’’ observations (p. 289). Unfortunately, the

concerns raised in Lincoln and Guba’s text about

unwarranted criticisms being lodged against qualita-

tive researchers remain a concern in some disciplines,

today, more than 20 years after the publication of

their book.

However, as qualitative methods have been employed

for decades across different disciplines (e.g., sociol-

ogy, anthropology, social work, information science,

education, nursing), and as researchers have published

extensively on qualitative methods development (e.g.,

in the International Journal of Qualitative Methods),

one might reasonably argue that these types of cri-

tiques are grounded more in ignorance or misunder-

standing than in substance. Rather, the criteria used

to assess the rigor of qualitative studies are quite

different from those used in quantitative studies. In

quantitative research, validity, reliability, generaliz-

ability, and objectivity are the markers of quality

work. Quantitative results are intended to be free

from bias, to be replicable across contexts, and to

generalize from the sample under study to the full

target population (e.g., to all undergraduate students

requiring counseling services). Qualitative research

is assessed using the markers of credibility, transfer-

ability, dependability, and confirmability, including

techniques such as prolonged engagement, persistent

observation, triangulation of methods, negative case

analysis, peer debriefing, member checks, or a com-

bination of these or other techniques to ensure

a study is of high quality. Lincoln and Guba provide

an excellent overview of the main tenets of these

approaches to rigor in qualitative research.

Qualitative Methods
and Research Ethics

It is also important to note that qualitative methods

bring with them very specific issues and challenges

that must be addressed in researchers’ applications for

ethics approval. Many scholars (e.g., Will van den

Hoonaard) have published texts that examine the

research ethics associated with a variety of qualitative

methods and point to some of the common issues

that researchers must address. In ethnographic studies,

for example, where a researcher conducts a project

involving participant observation, confidentiality and

informed consent procedures may need particular

attention (especially if the researcher’s role is not dis-

closed to members of the community under study).

With Internet studies involving private (subscription
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only) chat sites, the process for obtaining and main-

taining consent may be problematic, due to the ways

that participants sign in and out at will. Using video

cameras in public spaces may also pose a challenge to

qualitative researchers, as individuals’ faces or voices

may be identifiable; in these types of projects,

a researcher may seek approval to disclose indivi-

duals’ identities (with their informed consent) or may

need to alter the digital record to preserve partici-

pants’ anonymity. All of these ethics-related issues

and choices are governed by ethics guidelines (which

vary by jurisdiction), as well as by disciplinary norms

and strategies developed over many decades. It is

important that researchers who plan to use particular

methods, techniques, and technologies refer to pub-

lished texts or seek advice from established qualita-

tive scholars in the implementation of appropriate

ethics practices to suit those approaches. Recently,

ethics boards have been criticized for requiring

researchers to impose inappropriate guidelines or

ethics-related practices in their qualitative studies

(see, e.g., the Giving Voice to the Spectrum report

published in 2004 by Canada’s Social Sciences and

Humanities Research Ethics Special Working Com-

mittee). It is important that researchers engaged in

qualitative work educate themselves on the ethics

implications of this type of work and demand that

ethics review panels implement appropriate proce-

dures and offer appropriate advice on the design of

these types of projects.

Conclusion

Qualitative methods have an important, valuable place

in research in educational psychology. However, to

select appropriate methods, regardless of paradigm,

researchers must focus on the research problem at hand

and choose methods that will provide evidence of high

quality to address that problem. When projects are

designed based on a preference for particular methods

(e.g., when a researcher wants to create an online ques-

tionnaire because of his or her interest in new technol-

ogy) or based on a belief that a particular paradigm is

better than another (e.g., that quantitative data are inher-

ently more valuable than qualitative data), the overall

worth of a study comes into question. As long as partic-

ular methods (and paradigms) are privileged over

others, with no regard for context or for the desired out-

come for the research problem itself, the quantitative

versus qualitative divide that continues to drive some

educational research approaches will only gain more

ground. Qualitative and quantitative approaches are

complementary paradigms that examine the world from

two very different vantage points, and each has its own

important place in advancing knowledge in the field of

education. Indeed, projects that are designed to suit the

intended goals of a paradigm or that embrace both sets

of methods (if appropriate) go a long way in illuminat-

ing understanding of the diverse range of human

behaviors.

Lisa M. Given

See also Case Studies; Ethics and Research; Ethnography;

Longitudinal Research; Naturalistic Observation
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QUANTITATIVE RESEARCH METHODS

Educational professionals are concerned with learning,

achievement motivation, human growth and develop-

ment, and human behavior. Consequently, measuring

change in these areas is of great interest and need to

educational researchers. The purpose of quantitative

research is to find solutions to problems worthy of

investigation. Results of quantitative research provide

objective evidence as a basis for decision making.

These decisions may affect individuals, organized pro-

grams of study, or entire school systems. For example,

new teaching methods may be implemented, new pro-

grams established, curricula modified, new programs

implemented, or new evaluation procedures used based

on the results of quantitative research. Over time,

results of quantitative research can influence an entire

field of study; such was the case with Piaget’s research

in child development.

Quantitative research methods allow researchers to

measure certain behaviors or phenomena. Data are

represented in the form of numbers. Quantitative

research methods require the scientific method of

investigation. Measurement is necessary if the scien-

tific method is to be used. The scientific method

involves an empirical or theoretical basis for the

investigation of populations and samples. Hypotheses

must be formulated, observable and measurable data

must be gathered, and appropriate mathematical pro-

cedures must be used for the statistical analyses

required for hypothesis testing. If researchers are to

ascertain relationships between variables and differ-

ences among variables, data must be provided to

support objective, valid, and reliable conclusions. The

conclusions should be based on predetermined hypoth-

eses and statistical testing. Data may be collected in

various ways, such as via the Internet, surveys, tests,

inventories, or written documents.

There are many quantitative methods that may be

applied to research in the behavioral and social

sciences. Both descriptive and inferential statistics are

used in quantitative research. Quantitative methods

depend on the design of the study (experimental, quasi-

experimental, nonexperimental). Study design takes

into account all those elements that surround the plan

for the investigation, for example, research question or

problem statement, research objectives, operational

definitions, scope of inferences to be made, assump-

tions and limitations of the study, independent and

dependent variables, treatment and controls, instrumen-

tation, systematic data collection actions, statistical

analysis, time lines, and reporting procedures.

Stages

Problem Statement

First, an empirical or theoretical basis for the

research problem should be established. This basis

may emanate from personal experiences or established

theory relevant to the study. From this basis, the

researcher may formulate a research question or prob-

lem statement. Even though a study may have several

objectives, a clear research problem statement or

research question should be stated. Often these are

teacher observations of classroom behaviors. When

teachers formulate theories and engage in research, it is

called action research. The research problem, whether

anchored in theory or an outgrowth of personal obser-

vation, provides direction for the methods to be used.

Operational Definitions

Operational definitions describe the meaning of

specific terms used in a study. They specify the proce-

dures or operations to be followed in producing or

measuring complex constructs that hold different

meanings for different people (e.g., beauty, intelli-

gence, work values). For example, intelligence may

be defined for research purposes by scores on the

Stanford–Binet Intelligence Scale.

Population and Sample

Quantitative methods include the target group

(population) to which the researcher wishes to gener-

alize and the group from which data are collected

(sample). Early in the planning phase, the researcher

should determine the scope of inference for results of

the study. The scope of inference pertains to popula-

tions of interest, procedures used to select the sam-

ple(s), method for assigning subjects to groups, and
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the type of statistical analysis to be employed. All of

these elements in a study affect the extent to which

conclusions can be inferred beyond the study unit(s).

In experimental research, a study unit is that which

receives the treatment, such as people, animals, or

plants. When the whole population is used in a study,

no inferences need to be made. Usually one or more

samples from the population are used in a study.

Hypothesis Testing

Complex questions to compare responses of two or

more groups or show relationships between two or

more variables are best answered by hypothesis test-

ing. A hypothesis is a statement about the researcher’s

expectations about a relationship between variables to

be studied. These statements may be written in the

alternative or null form. A directional alternative

hypothesis states the researcher’s predicted direction

of change, difference between two or more sample

means, or relationship among variables. An example

of a directional alternative hypothesis is as follows:

Third-grade students who use reading comprehen-

sion strategies will score higher on the State

Achievement Test than their counterparts who do

not use reading comprehension strategies.

A nondirectional alternative hypothesis states the

researcher’s predictions without giving the direction

of the difference. For example:

There will be a difference in the scores on the State

Achievement Test for third-grade students who use

reading comprehension strategies and those who do

not.

In quantitative research, the null hypothesis is the

hypothesis of interest. Stated in the null form, hypoth-

eses can be tested for statistically significant differ-

ences between groups on the dependent variable(s) or

statistically significant relationships between and

among variables. The null hypothesis uses the form of

‘‘no difference’’ or ‘‘no relationship.’’ An example of

a null hypothesis is as follows:

There will be no difference in the scores on the

State Achievement Test for third-grade students

who use reading comprehension strategies and

those who do not.

Hypothesis testing requires inferential statistical

procedures. It is important that hypotheses to be tested

be stated in the null form, because the interpretation

of the results of inferential statistics is based on prob-

ability. Testing the null hypothesis allows researchers

to test whether differences in observed scores are real

or due to chance or error; thus, the null hypothesis

can be rejected or retained.

Data Organization and Preparation

The organization and preparation stage is important

and involves several preliminary steps. Survey forms,

inventories, tests, and other data collection instruments

returned by participants should be checked for com-

pleteness to assure that there are no missing data

points. If the data set is small, the researcher can visu-

ally check the returned instruments. For larger data

sets, a statistical program or spreadsheet is recom-

mended. Missing data may be due to participants’

oversight, unwillingness to answer certain questions, or

lack of knowledge about the question asked. The

researcher should consider carefully the procedures to

be used to handle missing data, and the procedures

used should be stated in the final report.

John Tukey suggested that exploratory data analysis

be conducted using graphical techniques such as plots

and data summaries in order to take a preliminary look

at the data before the actual analysis is conducted with

more formal methods. Exploratory analysis provides

insight into the data set and the underlying structure of

the data. The existence of outliers, data entry errors,

unexpected or interesting patterns in the data set, and

assumptions of the planned analysis, such as homogene-

ity of variance and normality of error for an analysis-of-

variance statistical procedure, can be checked with

exploratory procedures. Inferential statistics for tests of

hypotheses should be conducted only after all prelimi-

nary analyses are completed.

Data Analyses

It is important that the researcher use the appropri-

ate statistical tests for data analyses; otherwise, the

results could lead to incorrect conclusions. Sometimes

it may not be clear which test is the best for a particu-

lar study. Some important considerations are

1. type of research questions to be answered or

hypotheses to be tested,
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2. number of independent and dependent variables in

the study,

3. number of covariates in the study,

4. scale of the measurement instrument(s) used to col-

lect the data (nominal, ordinal, interval, ratio), and

5. type of distribution (normal or non-normal).

Examples of statistical procedures commonly used

in educational research are t-test for independent sam-

ples, analysis of variance, analysis of covariance, mul-

tivariate analysis of variance, Pearson product moment

correlation, Mann–Whitney U test, Kruskal–Wallis test,

and Friedman’s chi-square test. Many statistics text-

books, reference materials, and Web sites list decision

tree diagrams or tables that provide guidance for select-

ing the appropriate statistical procedure.

Results Interpretation and Conclusions

The level of statistical significance that the researcher

sets for a study is closely related to hypothesis testing.

This is called the alpha level. It is the level of probabil-

ity that indicates the maximum risk a researcher is will-

ing to take that observed differences are due to chance.

The alpha level may be set at .01, meaning that 1 out

of 100 times the results will be due to chance; more

commonly, the alpha level is set at .05, meaning that 5

out of 100 times the results will be due to chance.

Using the .01 and .05 alpha levels means that if the

null hypothesis is true, a low probability value will be

observed. Alpha levels are often depicted on the nor-

mal curve as the critical region, and the researcher

must reject the null hypothesis if the data fall into the

predetermined critical region. When this occurs, the

researcher must conclude that the findings are statisti-

cally significant. If the researcher rejects a true null

hypothesis (there is, in fact, no difference between the

means), a Type I error has occurred. Essentially, the

researcher is saying there is a difference when there is

none. Type I errors can have serious consequences in

educational settings; for example, if a program or entire

school were to revise a curriculum based on the results

of such a study, vast resources will have been wasted.

On the other hand, if a researcher fails to reject a false

null (there is in fact a difference), a Type II error has

occurred. In this case, the researcher is saying there is

no difference when in reality a difference exists. The

power in hypothesis testing is the probability of cor-

rectly rejecting a false null hypothesis. The cost of

committing a Type I or Type II error rests with the

consequences of the decisions made as a result of the

test.

Tests of statistical significance provide information

on whether to reject or fail to reject the null hypothe-

sis; however, an effect size (R2, eta2, Phi, or Cohen’s

D) should be calculated to identify the strength of the

conclusions about differences in means or relation-

ships among variables.

Experimental Designs

True experimental designs are the most rigorous

quantitative research methods in that they allow the

researcher to have full control over the experiment

and to assign subjects randomly to groups. Full con-

trol and randomization strengthen internal validity;

however, external validity may be compromised.

Experimental designs are useful for establishing

cause-and-effect relationships among variables. One

or more variables are systematically manipulated so

that effects of the manipulated variables on two or

more groups or individuals can be observed. The vari-

able being manipulated is called an independent vari-

able (treatment) and the observed variable (measured

outcome) is called a dependent variable. True experi-

mental designs are difficult to conduct in educational

settings, because it is unrealistic to expect a classroom

to mimic a laboratory. True experimental designs sat-

isfy the following criteria: randomization, experimen-

tal control(s), experimental treatment(s), experimental

and control group(s), standardized test instruments,

and basic patterns of research designs.

Randomization

Random assignment of subjects to groups helps to

control for bias in the selection process and assures that

groups are similar on all important variables that may

affect the outcome of the study before the treatment is

administered. Probability sampling procedures assure

that each participant in a study has an independent and

equal chance of being selected for any group.

Experimental Control

The researcher should attempt to hold all variables

constant that might influence the outcome of the

study by allowing only the dependent variable to vary

based on participants’ responses to the treatment.
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Researchers can control for time of day for a particular

class, method of instruction, and same teacher in

both classes. Achievement motivation, ability level,

and satisfaction with school would be difficult to

control, yet these variables could influence the out-

comes of a study. It is difficult to impossible to have

perfect control in educational studies because there

are a host of extraneous variables that could affect

a participant’s response on the dependent variable.

Pretesting, matching, blocking, and using covariates

are common controls.

Experimental Treatment

One or more interventions or treatments may be

manipulated in an experiment. New teaching meth-

ods, alternative testing methods, and different curric-

ula are examples of treatments used in educational

research.

Experimental and Control Groups

A researcher could compare reading achievement

of two groups of students. The manipulated variable

would be method of instruction (whole language or

traditional), and the dependent variable would be

reading achievement scores. The experimental group

is taught reading by the whole language approach,

and the control group is taught reading by the tradi-

tional approach. After the experiment, both groups

would be tested on the same standardized test. Any

change in reading achievement scores may be tenta-

tively attributed to method of instruction.

Standardized Test Instruments

A test that meets certain standards or criteria for

technical adequacy in construction, administration,

and use is said to be standardized. A standardized

test provides clear directions for administration and

scoring, so that repeated administrations and scoring

of the test are carried out systematically. The Ameri-

can Psychological Association, American Educa-

tional Research Association, and National Council

on Measurement in Education have established stan-

dards that address professional issues and technical

characteristics of standardized test development and

use in the social sciences. Test validity, reliability,

and established norms are major requirements of the

standards.

Basic Patterns

Donald Campbell and Julian Stanley suggested

three basic patterns of true experimental research

designs: pretest-posttest control group design, posttest-

only control group design, and Solomon four-group

design.

Pretest-Posttest Control Group Design

A pretest is administered to a control group and an

experimental group prior to the administration of the

treatment. After the experiment, a posttest is adminis-

tered to both groups, and gain scores from the pretest

to the posttest may be compared. Statistically signifi-

cant differences between gain score means may be

computed using a t-test for independent samples, if

only two groups are involved.

Posttest-Only Control Group Design

When pretesting is not possible or desirable, the

posttest-only control group design may be used. Ran-

dom assignment of subjects to groups serves to assure

equality of groups. Gain scores cannot be computed;

otherwise, statistical analysis for the posttest-only

design is the same as that for the pretest-posttest

control group design.

Solomon Four-Group Design

As the name implies, the design requires four

groups. The design is configured so that one experi-

mental group receives the pretest and treatment: One

control group receives the pretest but no treatment;

one control group receives the treatment but no pre-

test; and one control group receives neither pretest

nor treatment. All groups receive the posttest. The

Solomon four-group design is a combination of the

pretest-posttest control group design and the posttest-

only control group design. Essentially, the design

requires the conduct of two experiments: one with

pretests and one without pretests. The design provides

more rigorous control over extraneous variables and

greater generalizability of results than either of the

previous designs. Because the design does not provide

four complete measures for each of the groups, statis-

tical analysis is performed on the posttest scores using

a two-way (2× 2) analysis of variance procedure.

Thus, the researcher will be able to ascertain the main

effects of the treatment, main effects of pretesting,

and the interaction of pretesting with the treatment.
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Quasi-Experimental Designs

Random assignment of subjects to groups may not be

possible because it may disrupt school schedules or it

may limit the number of classes in the discipline to be

studied. In such cases, quasi-experimental designs are

useful. Much of the research in education and psychol-

ogy is conducted in the field or in classroom settings

using intact groups. In these cases, researchers ran-

domly assign treatments to the non-randomly selected

subjects. The lack of full control and nonrandom

assignment of subjects to groups pose threats to the

internal and external validity of quasi-experimental

designs. Matching may be used to control for the lack

of randomization. In matching, researchers try to

select groups that are as similar as possible on all

important variables that may affect the outcomes of

a study. Pretests are also recommended to control for

lack of randomization. Similar scores on a pretest

administered to all groups indicate that the groups

were matched adequately. There is no doubt that

quasi-experiments are weaker than true experiments

for making causal inferences; however, information

resulting from quasi-experiments is usually better than

no information at all.

Nonrandomized Control Group,
Pretest-Posttest Design

In an ideal experiment, subjects are assigned ran-

domly to groups; however, random assignment is not

always possible in school settings because of class

scheduling conflicts. Rearranging students’ schedules

disrupts their classes, and obtaining permission from

administrators to collect data may be difficult. Admin-

istrators are more likely to agree to a researcher enter-

ing two or more intact classes to collect data than to

rearranging the class schedule of several groups of

students. In other words, using intact groups for data

collection is not only more convenient for the

researcher, but it is also more palatable to the admin-

istration. For these reasons, the nonrandomized con-

trol group, pretest-posttest design is a popular choice

for education researchers. A random procedure is used

to determine which group or groups will be the con-

trol and which will be the experimental. In these situa-

tions, the researcher cannot assign subjects randomly to

groups, so preexperimental sampling equivalence

cannot be ensured. Similar scores on a pretest for the

experimental and control groups denote a greater degree

of preexperimental equivalency. After the pretest, the

treatment is introduced, and both groups are adminis-

tered the same posttest. Differences in pre- and posttest

mean scores for the control and experimental groups are

more credible when pretest means are similar. Statistical

tests that compare mean scores are appropriate for the

nonrandomized control group, pretest-posttest design

when pretest scores indicate group equivalency. When

results of the pretest reveal that the scores are not similar,

more involved statistical procedures are required to

address the measurement error on the pretest.

Time Series

Periodic measures are taken on one group at

different intervals over an extended time period.

Essentially, a time series design involves a series of

pre- and posttest measures. A treatment is introduced,

and its effects are assessed based on the stability of

the repeated measures and differences from one mea-

sure to another.

Single-Subject Designs

The researcher investigates a single behavior, or

a limited number of behaviors, of one participant by

making initial observations, administering a treatment,

and observing and measuring behavior after the treat-

ment to study the effects. Pretreatment observations

are necessary to establish baseline data. A simple sin-

gle-subject design is the AB design where pretreat-

ment observations and measures (A) are made to

establish baseline data, and then treatment (B) is

administered, and observations and measures (A) are

repeated to ascertain changes in the behavior. Moni-

toring of the treatment usually lasts until it is apparent

that the treatment has had some effect on behavior.

The sequence of observations and measures (A) and

treatment (B), followed by prolonged observations

and measures (A), may be repeated as in the ABA

and ABAB designs.

Factorial Designs

Many research questions in education require the

investigation of more than one independent variable.

Factorial designs permit the investigation of the effect of

one independent variable on the dependent variable

while ignoring other independent variables (main effect)

and the combined influence (interaction) between two
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or more independent variables. Full control and ran-

domization are difficult at best in complex factorial

designs. In fact, some factorial designs may require

nonrandom assignment of subjects to groups, such as

when subjects are placed in groups based on some pre-

determined criterion, such as ability level. Notation for

factorial designs is usually written to identify the num-

ber of levels involved in each independent variable.

For example, a ‘‘two by three’’ (2× 3) factorial design

would have two independent variables (factors) with

two levels on the first independent variable and three

levels on the second independent variable. All groups

receive each level on each of the independent vari-

ables. A 2× 3 design would require six groups. An

example of a 2× 3 factorial design is a study of

method of teaching reading (whole language vs. tradi-

tional) and motivation (high, medium, low). Three

groups would receive whole language reading instruc-

tion, and three groups would receive the traditional

reading instruction. The dependent variable would be

posttest scores on a standardized reading test. Interpre-

tations of the analysis are more complex for factorial

designs than for designs discussed previously. Analysis-

of-variance statistical procedures are used to analyze

data for factorial designs.

Nonexperimental Designs

It is not always possible, practical, or ethical to

manipulate the research variables of interest. A par-

ent’s involvement in his or her child’s education, an

individual’s level of job satisfaction, or whether or

not a student has transferred from one school to

another are variables that cannot be manipulated by

the researcher. In these cases, the variable has already

occurred. For such studies, nonexperimental methods

are used. Three common nonexperimental methods of

quantitative research are causal comparative (ex post

facto), survey, and correlation.

Causal Comparative

Causal comparative studies do not permit the

researcher to control for extraneous variables or for

the randomization or manipulation of independent

variables as in experimental studies. Changes in the

independent variable have already occurred before the

study is conducted; thus, these studies are also known

as ex post facto, meaning ‘‘from after the fact.’’

Research of interest may be on differences in subjects

on dependent variables when they have known differ-

ences on independent variables or the extent to which

subjects differ on independent variables when they

have known differences on the dependent variables.

These studies require that the researcher select partici-

pants who already have or do not have the attribute

variables being measured.

Survey

Survey research is a kind of descriptive study that is

widely used in applied social sciences research. Sample

surveys, unlike census surveys that query the entire

population (as in the U.S. Census), collect data from

a sample of individuals thought to be representative of

the larger (target) population to which the researcher

wants to generalize. Surveys are used to collect data

over a period of time (longitudinal) or to collect data at

one point in time. Surveys are designed to collect fac-

tual data related to sociological and psychological

constructs such as opinions, attitudes, values, beliefs,

and desires. Data are gathered in different ways, for

example, with paper-and-pencil questionnaires, one-on-

one interviews, focus groups, telephone interviews, elec-

tronic online questionnaires, and computerized kiosks.

Responses are aggregated and summarized, and partici-

pant identity must be confidential or anonymous. Results

of survey data are often reported by frequency and

percentage for each response item. Other statistical pro-

cedures for reporting survey data are cross-tabulations

(cross-tabs), chi-square statistic, phi coefficient, Kendall

coefficient, and the gamma statistic.

Correlation

Correlation research is used to explore relationships

between or among two or more variables. Correlation

studies are useful for establishing predictive validity,

establishing test reliability, and describing relation-

ships. Simple correlation procedures involve ascertain-

ing the relationship between two variables, whereas

partial correlation procedures are used to control for

a variable that may influence the correlation between

two other variables. A multiple correlation coefficient

(multiple regression) indicates the relationship between

the best combination of independent variables and a

single dependent variable. Canonical correlation indi-

cates the relationship between a set of independent

variables and a set of dependent variables. The kind of

correlation coefficient computed depends on the type
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of measurement scale used to collect the data and the

number of variables.

Marie Kraska
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R
He who lends a book is an idiot. He who returns the book is more of an idiot.

—Arabic Proverb

RANDOM SAMPLE

It is not always possible or feasible to collect data

from every member of a population because of time

constraints, lack of resources, or difficulty in identify-

ing or locating all members of a specified group. In

these cases, the researcher must select a sample from

the larger group known as the target population to

whom the researcher wants to generalize. Random

samples allow the researcher to use inferential statis-

tics to estimate the extent to which the sample differs

from the population.

The target population is the group to which the

researcher wishes to generalize, and the sample is

a finite subset of the population. For example, if the

researcher wished to generalize about the effect of

comprehension strategies on first-grade students’ read-

ing ability, first-grade students would constitute the

population. This group of first-grade students may be

considered a sample of present and future first-grade

students (sometimes referred to as a time/place sam-

ple) in one school, a school district, or state.

Usually one or more samples from a target popula-

tion are used in a study. In these cases, researchers

should follow systematic procedures for identifying

the population, selecting the sample (subjects), and

assigning subjects to treatment and control groups if

findings are to be generalized beyond the study group

back to the target population. A representative sample

helps to ensure that the generalizations or inferences

made from the sample to the population are free of

systematic bias and present a fair view of the target

population. The best way to achieve a representa-

tive sample is through random sampling techniques.

Different procedures may be used to select a random

sample. Random sampling is often referred to as sim-

ple random sampling to distinguish it from other

kinds of sampling, such as stratified random sampling,

cluster sampling, and systematic sampling.

A simple random sample is the most basic kind of

probability sample. Probability sample selection pro-

cedures are those in which each unit or subject in the

population has a known, nonzero chance of being

selected. For simple random sampling, each case in

a finite population has an equal chance of being

selected, and the selection of any one case is indepen-

dent of the selection of any other case. For a sample

to be truly random, systematic procedures should be

employed to select the subjects. The recommended

method for selecting a sample using simple random

procedures is to use a table of random numbers.

Tables of random numbers are usually computer gen-

erated, and they are often included in textbooks and

on the Internet. To use a table of random numbers,

the researcher first assigns an identification number to

each subject in the population. Next, the researcher

randomly selects a starting place on the table. This

should be done by blindly placing a pointer on the
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table to identify the row and column from which to start

selecting numbers. Only those subjects whose identifi-

cation number matches the number in the table are

included in the sample. For example, to select a sample

of 100 students from a list of 600, the researcher might

number the students from 000 to 599, refer to the table,

and systematically move through the table selecting

only those students whose identification numbers fell

between 000 and 599 until 100 students were selected.

Stratified random sampling procedures may be

used when there are subgroups within a target popula-

tion that the researcher wants to be sure to sample.

For example, intelligence level, socioeconomic status,

political affiliation, and number of children per house-

hold may form subgroups within a population. The

strata or subgroups are first identified and then proce-

dures are employed to select subjects randomly from

each of the strata. The number of subjects selected for

each stratum may be based on their proportional rep-

resentation in the population, or equal numbers of

subjects may be selected from each stratum.

Cluster sampling involves the use of intact or natu-

rally occurring groups within a population. Indivi-

duals within the clusters should be similar in terms of

the variables of interest to the researcher. Clusters

should be selected randomly from a population of

clusters, and all members of the clusters should be

included in the sample. For example, in educational

research, all students within certain grade levels, sub-

jects, or classrooms are often used in a sample. Large

samples such as those used by national education

databases often use cluster sampling. However, in

these cases, individuals within clusters are selected at

random. For example, a representative sample of all

students enrolled in the public schools in the United

States may be drawn by random selection from each

of the following clusters: public school districts in the

nation, schools within the districts, classrooms from

the selected schools, and students within classrooms.

Systematic sampling requires random selection of the

first subject and then the selection of every nth subject

from the target population list. The size of the interval

to use to select subjects from the list can be calculated

by dividing the population by the desired sample size.

For example, the interval for a sample size of 500 from

a population of 5,000 could be obtained by dividing the

population size by the desired sample size (5,000/

500= 10). Every 10th subject would be selected for the

sample. The starting point on the list should be identified

randomly by rolling a pair of dice, using a table of

random numbers, or using computer-generated numbers.

If your random number were eight, then the eighth, eigh-

teenth, twenty-eighth, and so on, subjects would be

included in the sample. One should use caution when

using systematic sampling to be sure that the population

list is current and complete. Also, care should be taken

that the population list is not formed by some distin-

guishing characteristic such as geographic location of

subjects, which could introduce bias.

Probability samples are important for quantitative

research methods because they permit statistical pro-

cedures whereby inferences can be made from a sam-

ple back to the target population. Regardless of the

procedures used to select a sample, the most impor-

tant characteristic of a sample is whether or not it is rep-

resentative of the population to which the researcher

wishes to generalize.

Marie Kraska
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READING COMPREHENSION

STRATEGIES

A distinction is often made between skills and strate-

gies. Skills are often conceptualized as unitary and

automatic. Strategies are conceptualized as complex

and effortful. Lysynchuk et al. defined comprehension

strategies as ‘‘steps or actions that readers can take

to enhance comprehension’’ (p. 460). Other available

definitions are similar, but often have subtle distinc-

tions. The National Institute for Literacy defines com-

prehension strategies as ‘‘conscious plans or sets of

steps that good readers use to make sense of text.’’

The National Reading Panel of the National Institute

for Child Health and Human Development defined com-

prehension strategies as ‘‘specific procedures that guide
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students to become aware of how well they are compre-

hending as they attempt to read and write’’ (Sec. 4, p. 5).

What is important about these definitions is that

they illustrate the diversity in thinking about strate-

gies. However, the definitions all converge on the

notion that strategies are cognitive, involving steps or

actions, perhaps involving a number of skills. They

also suggest that strategies are directed at enhancing,

or making possible, the understanding of text.

The National Reading Panel reviewed the experi-

mental research literature on comprehension strategy

instruction and found a total of 203 research studies

involving 16 different types of instruction of compre-

hension strategies. Of this total, 7 types of instruction

of comprehension strategies were found to have sig-

nificant scientific support in the literature reviewed by

the panel. The 7 types are as follows:

1. Comprehension monitoring is a strategy in which

readers learn how to be aware or conscious of under-

standing during reading. Readers also learn proce-

dures to correct problems in comprehension as they

arise.

2. Cooperative learning is a strategy in which readers

work together to learn from reading. Students may

work together on an entire problem or individually

on components, sharing the results to complete the

understanding.

3. Graphic and semantic organizers are strategies that

allow readers to represent graphically (write or

draw) the meanings and relationships of the ideas

that underlie the words in the text.

4. Story structure is a strategy in which the reader

learns to ask specific questions about the elements

of stories, including plot, time line, characters, and

events in the stories.

5. Question answering is the most conventional strat-

egy in which the reader answers questions posed by

the teacher (or the textbook) and is given feedback

on the correctness of the answer.

6. Question generation is a strategy involving the

active production of questions in which the reader

asks himself or herself what, when, where, why,

what will happen, how, and who questions.

7. Summarization involves the reader identifying and

writing the main or most important ideas that inte-

grate or unite the other ideas or meanings of the

text into a coherent whole.

There were six additional categories of strategy

instruction that did not have scientific support. These

categories had too few studies or studies in which the

range of student abilities or ages was too small to

make judgments about scientific merit. This is an

absence of knowledge rather than a judgment that

these are ineffective. The categories were Curriculum

(integrating strategy instruction into the normal cur-

riculum), Listening Actively (oral language practice

in comprehension in memory), Mental Imagery (pic-

turing concepts mentally), Mnemonic (using memory

devices), Psycholinguistic (instruction in language

elements), and Vocabulary-Comprehension Relation-

ship (emphasizing word knowledge).

Instructional Variables

Besides the content of instruction, there are several

issues in how the instruction is presented or formatted.

One important variable in the instruction of compre-

hension strategies is whether strategies are taught sin-

gly or in combinations. Reciprocal teaching is one of

the more successful comprehension strategy instruction

models. It incorporates four strategies: predicting, clari-

fying, questioning, and summarizing. Research has

shown that the questioning and summarizing are domi-

nant contributors to the success of the format.

Another variable in instruction of strategies is the

relative amounts of student and teacher involvement.

Two general models have developed.

In the Direct Explanation (DE) approach, teachers

focus on helping students to conceptualize reading as

a problem-solving task that requires strategic thinking.

It also emphasizes the need to learn to think strategi-

cally about solving reading comprehension problems.

A key element of this is the explicit explanation of

the mental processes involved.

The Transactional Strategy Instruction (TSI) approach

includes some of the same elements that DE includes.

However, it also focuses on the ability of teachers to

facilitate discussions in which students collaborate to

form interpretations of text and explicitly discuss the

mental processes and cognitive strategies that are

involved in comprehension. The emphasis is on the inter-

active exchange among learners in the classroom.

The preparation of teachers to instruct students

in comprehension strategies has also been studied

extensively. These findings, also summarized by the

National Reading Panel, show that teacher preparation

to teach reading comprehension strategies is necessary
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and can be accomplished, although it requires inten-

sive and sustained effort.

Limitations of Current Knowledge

Instruction of comprehension strategies has been suc-

cessful with students in the fourth grade and above.

Very little is known about whether certain strategies

are more appropriate for certain ages and abilities.

Very little is known about the reader characteristics

that influence successful instruction and which strate-

gies, or combinations, are best for younger readers,

poor or below-average readers, learning-disabled and

dyslexic readers, or second-language learners.

It will be important to know whether successful

instruction generalizes across different text genres

(e.g., narrative and expository) and texts from differ-

ent subject content areas. The National Reading Panel

review of the research indicated that little or no atten-

tion was given to the kinds of text that were used and

that there was little available information on the diffi-

culty level of texts.

Michael L. Kamil
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RECIPROCAL DETERMINISM

Reciprocal determinism is a phrase coined originally

by psychologist Albert Bandura in describing the

workings of his social learning theory. It describes

the reciprocal relationship between person variables

(genetics, individual differences); overt behavior; and

the social environment. Simply stated, it posits that

a person’s behavior is both influenced by and is influ-

encing a person’s personal factors and the environ-

ment. According to this view, a person’s behavior can

be conditioned by the environment through operant

conditioning (e.g., the use of consequences like

reward and punishment), but a person’s behavior

can also have an impact on the environment. Thus, it

is not the case that individuals are merely shaped and

influenced by their environment; individuals also

influence the environment around them—each affects

the other.

Theoretical Significance

Reciprocal determinism represented a significant

departure from the long-standing debate in psychol-

ogy over whether the person or the situation is

most responsible for behavior. This new perspective

argues that a person’s behavior is based on his or

her evaluation of the situation, and it added person

variables and cognition to the factors that must be

understood in order to have a full grasp of psycho-

logical phenomena. As such, this perspective influ-

enced the way in which behavior is conceived,

particularly within the realm of social psychology

and social learning. It emphasizes the importance of

person factors, such as cognition, in understanding

the impact of the external environment on indivi-

duals as well as the ways in which personal factors

affect the environment.

Specifically, this view discussed five different cog-

nitive social learning person variables that affect an

individual’s evaluating and interpretation processes:

1. Competency and self-efficacy. Competencies

include intellectual abilities, social and physical skills,

and other abilities. Self-efficacy refers to the confi-

dence an individual has in his or her ability to take

action and persist in action. These variables address

the question, ‘‘What can you do?’’

2. Encoding strategies and personal constructs.

People differ in the way they selectively attend to

information, encode, or mentally represent events,

and group information into meaningful categories.

The same event may be perceived by one person as

threatening, but by another person as challenging.
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These variables address the question, ‘‘How do you

see the situation?’’

3. Expectancies. Expectations about the conse-

quences of different behaviors guide an individual’s

choice of behavior. Before people engage in an

action, they consider their beliefs about the likely

results of that action. For instance, if you cheat on an

exam and get caught, what do you expect the conse-

quences to be? These variables address the question,

‘‘What will happen?’’

4. Subjective values. Individuals who have simi-

lar expectancies may choose to behave differently

because they assign different values to the outcomes.

Two people may expect that donating money to char-

ity will impress their peers; however, this outcome

may be more important to one person than another,

thereby affecting their choice of behavior. These vari-

ables address the question, ‘‘What is it worth?’’

5. Self-regulatory systems and plans. People differ

in the standards and rules they adopt for regulating

their behavior (including self-imposed rewards for

success or punishments for failure), as well as their

ability to make realistic plans for reaching a goal.

These variables address the question, ‘‘How can you

achieve it?’’

These person variables mediate people’s interac-

tion with the outside world. People’s perceptions of

their environment determine their actions, and the

ways their social environment responds to them pro-

vides feedback that in turn affects these person vari-

ables. The reciprocal dynamics of this perspective

recognize the degree to which various circumstances

affect individuals, the way in which individuals inter-

pret these circumstances, and the actions of the indivi-

duals themselves and others around them that serve to

further change and define the situation.

Predicting and
Understanding Behavior

In understanding behavior, reciprocal determinism

emphasizes that an event and a response rarely have

only a single cause. Furthermore, any events and

responses that occur are likely to have an impact on

future events as well. This perspective generates a com-

plex view of causality, in which previous occurrences

affect present occurrences, which in turn influence

future events. This complex causality can best be dem-

onstrated by an example.

Suppose a child named Billy approaches some other

children on the playground and asks to join their game.

The other children refuse to let Billy join because they

are in the middle of a game. Because of Billy’s own

person variables, he interprets their response to be hos-

tile toward him and retaliates by behaving aggressively

toward his peers. In response, the other kids dislike

Billy and start to avoid him and talk about him behind

his back. Their response makes Billy even more para-

noid about his peers’ hostility toward him and rein-

forces his desire to aggress against them. Previously

innocuous situations now become problematic because

Billy no longer trusts his peers, and they in turn want

to avoid him and exclude him from their games, lead-

ing to further acts of aggression. His persistent aggres-

sion toward his peers is observed by the teachers, who

form a negative view of Billy and further reinforce his

interpretation of the social environment.

This analysis illustrates the central tenets of recip-

rocal determinism—although the environment shapes,

maintains, and constrains human behavior, people are

not passive recipients in this process, for they actively

choose, create, and change their environments. Thus,

reciprocal determinism readily acknowledges that

genes and other person factors affect behavior, and

that environment strongly influences behavior as well.

However, reciprocal determinism advocates the

importance that subjective evaluation and interpreta-

tion play in determining behavior and in shaping and

changing the environments people encounter. In uti-

lizing reciprocal determinism as a tool for research

and understanding, an emphasis is placed on dynamic

changes over time that occur to all three factors (per-

son variables, behavior, and environment) because of

the complex interplay between these factors.

Edward Raymond Hirt and Timothy Scott Reilly
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REGRESSION

Research in educational psychology is often interested

in examining the relationship between one or more

variables and using this relationship to predict future

behavior. Regression is the process of modeling the

relationship between variables. In statistical form,

regression models can be used to predict the outcome

of a particular variable given knowledge of the value

of one or more other variables.

Regression can be used to answer questions related

to performance on standardized examinations in

subject areas such as mathematics, reading, and sci-

ence. For instance, student performance on a mathe-

matics assessment is likely related to performance in

a mathematics-related class such as algebra or geom-

etry. The relationship between these variables can be

used to devise a regression equation that allows a pre-

diction to be made. That is, given knowledge of per-

formance in an algebra class, the regression equation

can be used to predict (with error) performance on

the mathematics assessment. The regression equation

also explains a certain amount of variability in the

outcome measure.

Regression models take many forms, but linear

models are most common. Linear regression models

refer to a pattern of change where the outcome

measure or dependent variable (DV), Y , increases

(decreases) as the independent variable (IV), X,

increases (decreases). Theoretically, the linear regres-

sion equation can be expressed as

Y = a+ bX + e,

where a and b are estimated values for the intercept

and slope, respectively, and e represents measurement

error or the amount of unexplained variability in the

DV. The intercept is defined as the value of the DV

when the IV is equal to zero, and the slope provides

information on the direction and magnitude of the

relationship between the IV and DV.

The goal in formulating regression models is to

minimize the amount of measurement error by explain-

ing as much variability in the DV as possible. This can

be accomplished through either a simple regression

model or a multiple regression model. The aforemen-

tioned example is considered a simple regression

model using a single IV, performance in an algebra

class, to predict performance on the mathematics

assessment. Including an additional variable, such as

performance in a geometry class, would likely result in

a better explanation of the variability in mathematics

assessment scores. Theoretically, the multiple regres-

sion equation takes the same form as the simple regres-

sion equation but contains an additional slope value:

Y = a+ b1X1 + b2X2 + e:

The slope in a simple linear regression equation is

calculated as

b= sXY

s2
X

,

where sXY is the covariance between X and Y and s2
X is

the total amount of variability in X. The y intercept is

a= Y − bX,

where Y is the mean of Y and X is the mean of X.

The slope is reported in either standardized or unstan-

dardized form. Unstandardized values of b explain the

magnitude in the relationship between the indepen-

dent variable and dependent variable in the original

units of the variables. However, if the data are nor-

malized, standardized values for the slope can be cal-

culated. Using standardized values for the slope

results in interpreting the relationship between X and

Y in standard deviation units. Standardized values are

useful for determining which IV is contributing more

toward explaining the variance in the DV.

The IVs can also be compared in the amount of

variability they are explaining via the coefficient of

determination, also referred to as the squared corre-

lation coefficient (r2). The r2 is a numerical value

representing the amount of variability in the DV

explained by the IV and is a measure of the good-

ness of fit of the regression model. For example, if

data from two variables are graphed in a scatterplot,

the coefficient of determination will be highest for

the regression line that minimizes the distance

between the observed data points and the regression

line.

The coefficient of determination is calculated via

the following formula:

r2 = SSregression

SStotal

=
PN

i= 1

ðŶi − YÞ2

PN

i= 1

ðYi − YÞ2
,
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where Ŷ is the predicted score of y from the regression

equation. The SSregression (or sums of squares) repre-

sents the total amount of variability accounted for by

the regression equation, whereas the SStotal represents

the total amount of variability to be explained in the

DV. Thus, the more variance explained by the regres-

sion equation, the larger the value of r2. If a value of

1.0 was obtained, the observed data points would fall

directly on the regression line, indicating a perfect fit

between the model and the data. The coefficient of

determination is interpreted as the proportion of vari-

ability in the DV accounted for by the IV. For exam-

ple, suppose regressing performance in a mathematics

class on performance on a standardized mathematics

assessment yielded r2 = :25. This indicates that

approximately 25% of the variance in mathematics

assessment scores is explained by performance in

a mathematics class.

To determine the significance of the IV as a predic-

tor of the DV, a test statistic is calculated. The test

statistic uses information on the amount of variability

accounted for by the model and the amount of vari-

ability left unaccounted for. The test statistic becomes

larger as the model better explains the outcome mea-

sure. As more independent variables that contribute to

explaining the variance in the independent variable

are added to the model, the r2 value will increase and

the test statistic will also increase.

In summary, regression is tantamount to one of the

principle purposes of behavioral research: to analyze

and predict behavior. Linear regression can also be

used for more complex research methods. For exam-

ple, regression can be used for analyzing nonlinear

relationships, analyzing the effects of covariates

on a relationship, and determining the relationships

between categorical independent variables (dummy

coding). Regression also plays an important role in

more advanced statistical techniques, such as struc-

tural equation modeling.

Greg W. Welch and Chris S. Meiers

See also Descriptive Statistics; Inferential Statistics;

Statistical Significance
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REINFORCEMENT

Reinforcement is defined as a consequence that

increases the likelihood that a behavior will occur in

the future. Understanding the use of reinforcement to

teach new behaviors and strengthen existing behaviors

is critical to the understanding of interactions between

individuals. What may be a reinforcer at one time

may not be the next time it is presented. A change in

the power of a reinforcer is often based on many

factors, such as satiation, deprivation, mood, age, or

social interaction. Whether or not an event in one’s

environment is a reinforcer is determined by the effect

it has on the behavior that precedes it, not on the

intent of the person delivering it. An item is a rein-

forcer only if it increases the likelihood that the

behavior will occur under similar circumstances in

the future. Understanding that an item is only a rein-

forcer by its interaction with behavior is fundamental,

and reinforcement, in this sense, can be related back

to B. F. Skinner.

Positive and Negative Reinforcement

There are two types of reinforcement: positive and

negative. Positive reinforcement is the addition of

a stimulus that increases the likelihood that the

behavior that preceded it will occur again. Negative

reinforcement is the removal of a stimulus, such as

escape from a task, which also increases the like-

lihood that a behavior will occur again. Negative

reinforcement is often confused with punishment, but

negative reinforcement increases the likelihood that

the preceding behavior will occur again, whereas pun-

ishment decreases the likelihood.

Types of Reinforcers

There are functionally two types of reinforcers:

primary (unconditioned) and secondary (conditioned).

Primary reinforcers are events that individuals need

and, by virtue of that, can be used as consequences to

increase the likelihood that the preceding behavior

will occur again. Examples include food, water, and

sleep. Deprivation and satiation are especially impor-

tant concepts when discussing primary reinforcers.

A primary reinforcer that an individual has been

deprived of will have extremely strong reinforcing
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properties. Deprivation is limiting access to the item

so that the individual strongly needs the item. An

example of this might be if an individual has not

drunk in several hours and, upon seeing water, might

say the word ‘‘water.’’ If the person is given the

water, that water may act as a reinforcer, increasing

the likelihood that saying the word ‘‘water’’ will hap-

pen again. In addition, if an individual satiates on an

item that typically has reinforcing properties, that

reinforcer may no longer have any reinforcing power.

Secondary reinforcers are events that become rein-

forcers after being paired with other reinforcing

events. When delivered as a consequence, they also

increase the likelihood that the preceding behavior

will occur again. Examples might include stickers,

social praise, or a toy. Often, a secondary reinforcer is

delivered concurrently with a primary reinforcer or

with another established secondary reinforcer. So,

when first delivering a sticker as a reinforcer, a teacher

might also deliver a small bite of food. With time

and with systematic fading of delivery of the food,

the sticker may have similar reinforcing properties as

the food.

Another way that reinforcers are often distin-

guished is by type. Typically, primary reinforcers

might fall in a category of edibles. Secondary reinfor-

cers might include a variety of types, such as tangi-

bles or activities.

Some examples of tangibles might include toys or

stickers. Examples of an activity might be playing

a game, going to lunch, or going for a walk. Social

reinforcers might include tickling, high-fives, a smile,

or verbal praise. These are things that are of a social

nature, and the interaction is typically what develops

as a reinforcer. Examples of generalized reinforcers

might include tokens or money.

Schedules of Reinforcement

When looking at reinforcement, it is also important to

look at the schedule of when reinforcers are delivered.

Reinforcement can be continuous or intermittent.

Intermittent reinforcement schedules can be fixed

ratio, variable ratio, fixed interval, or variable interval.

Ratio refers to a certain number of responses being

necessary before reinforcement is delivered. In a fixed

ratio schedule of reinforcement, a set number of

responses occur before the reinforcer is delivered. So,

an FR6 (fixed ratio 6) schedule would mean that rein-

forcement would be given after six correct responses.

In variable ratio, the number of correct responses

before reinforcement varies. A classic example of

variable ratio is a slot machine.

Interval refers to a certain amount of time that

must pass before a correct response will be reinforced.

Similar to ratio, interval may be either fixed or vari-

able. In fixed interval, reinforcement is delivered on

the first correct response after a given interval, and in

variable interval, the length varies.

Nanette L. Perrin

See also Applied Behavior Analysis; Behavior Modification;

Classical Conditioning
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RELIABILITY

The two most important properties of an assessment

are its validity and reliability. Validity refers to the

meaningfulness of the interpretations and uses of a test

score and is the most important property of an assess-

ment. Reliability refers to the extent to which test

scores are free from errors of measurement. Thus,

validity examines the interpretations and uses that can

reasonably be made from the consistent part of the

test scores, whereas reliability is concerned with

inconsistent or random errors of measurement. As

a result, reliability is a necessary but not sufficient
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condition for validity. That is, there needs to be some

level of consistency to understand the meaningfulness

of particular uses and interpretations of test scores,

but measuring consistently does not guarantee the

meaningfulness of the interpretations or uses.

Reliability and validity are not global properties of

an assessment. Instead, they are properties of specific

uses and interpretations that are made from a set of

test scores. A test could be valid for a particular use

or interpretation and not for another. For example,

a test might measure the curriculum covered in

a school without providing valid estimates of student

performance because of the length of the tests or the

nonequivalence of forms. The same is true for reli-

ability. For example, a test might provide reliable

scoring without being stable over time. In addition,

reliability and validity are a matter of degree. Tests

are not considered valid or invalid. Instead, they are

valid to some degree. Similarly, a test is not consid-

ered reliable or unreliable, but is reliable to some

degree.

Estimates of reliability are indices that quantify the

amount of measurement error for a particular test use

or interpretation for a specified population. Although

reliability can be defined broadly in terms of consis-

tency or generalizability, specific statistical indices of

reliability will vary depending on the statistical model

and the sources of error. The statistical model may be

based on classical test theory, generalizability theory,

or item response theory. Classical test theory and gen-

eralizability theory are based on total scores, whereas

item response theory is based on an estimate of

a latent trait. In this entry, only classical test theory

and generalizability theory are considered. Within

each theory, there are multiple indices of reliability

based on multiple sources of measurement error,

including item heterogeneity, equivalence of test

forms, stability over time, and consistency of subjec-

tive ratings. Different sources of error would be of

concern in different contexts. For example, the test

score of a student writing an essay is affected by

errors in scoring, whereas the test score from a student

taking a multiple-choice test is affected by the hetero-

geneity of the items selected to measure the construct.

In addition, a test score can be affected by multiple

sources of error simultaneously. A student taking the

GRE might be affected by the heterogeneity of

the items, the form of the test, and the subjectivity of

the scoring for the written portion of the test. Thus,

there are many types of reliability that vary depending

on the sources of error being considered as well as the

statistical model or test theory being used. These

varying definitions will be selected based on the par-

ticular test use or score interpretation being made, and

one type of reliability should not be considered inter-

changeable with another.

Classical Test Theory
and Estimates of Reliability

Classical test theory assumes that any observed test

score, X, is the sum of a true score, T, and a random

error, E. That is, X = T +E. The issue of defining the

true score is a matter of validity, whereas the issue of

defining the random error is a matter of reliability.

According to classical test theory, the error is the sum

of all random components, whereas the true score is

the sum of all consistent effects. Thus, the error is

undifferentiated with respect to different sources of

randomness, unlike in generalizability theory. Broadly,

two indices of reliability are commonly reported:

the reliability coefficient and the standard error of

measurement.

The reliability coefficient (r) is defined as the ratio

of the true score variance to the observed score vari-

ance, or the ratio of the true score variance to the sum

of the true score variance and the error variance.

Hence, the value of the reliability coefficient is the

proportion of variation in test scores that can be attrib-

uted to consistent measurement (i.e., the true score).

The reliability coefficient ranges from 0.0 to 1.0, with

higher values being preferred. At r= 0:0, there is

no consistency in the measurement procedure and

the observed score is equal to random error (X =E).

At r= 1:0, the observed score has no error and is

equal to the true score (X = T). In practice, the reli-

ability coefficient will be somewhere between the two

extreme values.

The standard error of measurement (SEM) is the

standard deviation of the errors of measurement. The

SEM ranges from 0.0 to the standard deviation of

the observed scores, sx. When the SEM=sx, there is

no consistency in the measurement procedures, the

reliability coefficient is equal to 0.0, and the observed

score is equal to the random error. When the

SEM= 0.0, there is perfect consistency in the test

scores, the observed score is equal to the true score,

and the reliability coefficient is equal to 1.0. In prac-

tice, the SEM will fall somewhere between the two

extreme values.
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The reliability coefficient is an easily interpreted

index of the consistency of the test scores because it

is in a standard range for all tests. Although the SEM

is more difficult to interpret initially, it is in the metric

of the test scores that allows for the interpretation of

the individual test scores via confidence intervals.

Another advantage of the SEM is that it is not based

on the true scores, and consequently, it is not influ-

enced by sampling errors. The reliability coefficient

will be underestimated when the sample range of

scores is restricted, whereas the SEM will be largely

uninfluenced by sampling fluctuations.

Types of Reliability

Within the framework of classical test theory, there

are several types of reliability coefficients based on

the source of the random errors. The types of reliabil-

ity discussed below are test-retest, alternate form,

alternate form test-retest, interrater, split half, and

internal consistency.

Test-retest reliability is used to examine the stabil-

ity of the trait being measured over time. The reliabil-

ity coefficient is the correlation between test scores

for a sample taking the same test on two occasions.

Generally, test-retest reliability is higher when the

time span between test administrations is shorter.

However, the test-retest reliability should be estimated

with a time interval that mirrors the actual use of the

test rather than trying to maximize the value of the

coefficient.

Alternate form reliability is used to measure the

equivalence of test scores across two (parallel) forms

of a test. The reliability coefficient is the correlation

between test scores on the two forms of the test taken

by the same sample without a substantial time lag.

Usually, half of the sample receives one form first

(e.g., Form A), and the other half of the sample

receives the other form first (e.g., Form B) so that

there is no order effect. Then, examinees take the

form they have not taken yet. Alternate form reliabil-

ity is higher when care is taken to make sure that the

two forms are equivalent in content and statistical

properties (i.e., mean, standard deviation, and distri-

bution shape).

Alternate form test-retest reliability follows the

same procedure as with the alternate form reliability

except that there is a time lag between test administra-

tions. In this case, the errors of measurement include

stability over time and equivalence of the forms. In

general, this type of reliability will be lower than

alternate form or test-retest reliability, which target

only one type of random error.

Interrater reliability is used to measure the consis-

tency of ratings from subjective scoring. The reliabil-

ity coefficient is the correlation between the ratings

from two raters on the same sample of writings/

essays. Interrater reliability is higher when standard-

ized procedures are used by the raters to score the

writings. At a minimum, the standardized procedures

should include training of the raters and clearly

defined rubrics. Large-scale assessments further stan-

dardize the procedures to include benchmark writings,

monitoring the process, intervening when ratings

disagree, and other procedures to check the rating

process.

Split half reliability is used to measure the consis-

tency within a single administration of a test by exam-

ining the relationship between two halves of the same

test. The procedure for split half reliability is to

administer a single form of the test to a sample. The

reliability estimate is then based on the correlation

between two halves of the test adjusted for test length.

That is, the test is divided into two equivalent halves

based on test content and item statistics (often, this

can be accomplished by using odd- and even-num-

bered items to form the halves), and the halves are

correlated. However, the reliability will be less for

half of a test than it is for the full-length test. Conse-

quently, the correlation between the halves is adjusted

upward using the Spearman-Brown prophecy formula.

Split half reliability will be higher when the equiva-

lence of the two forms is higher in terms of content

and item statistics. However, the matching of the two

halves should not be completed on the basis of the

sample statistics because random sampling fluctua-

tions could inflate the value of the reliability. Instead,

careful matching should be completed based on con-

tent and item statistics from a prior data collection.

Internal consistency is used to measure the consis-

tency of items within a single test form. The proce-

dure for internal consistency is to administer a single

form of the test to a sample and estimate the internal

consistency using item and test statistics with an inter-

nal consistency formula. The formula for internal con-

sistency has many equivalent forms in the literature,

including the Kuder-Richardson 20 (KR20) formula

for dichotomously scored items and Cronbach’s alpha.

Internal consistency is also easy to compute with most

standard statistical software (e.g., SPSS or SAS).
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Internal consistency is higher when the items are

more homogeneous.

Below is a summary of the reliability coefficients

and their major sources of error that are reported in

classical test theory:

Each of the reliability coefficients above differs in

its data collection procedure, computation, and major

source of error. The ‘‘appropriate’’ reliability coeffi-

cient should match the intended use or interpretation of

the test. For example, when subjective measurements

are part of the assessment procedure, interrater reliabil-

ity is needed. When multiple items are being used

(which should be the case), internal consistency or split

half reliability should be used. In short, the reliability

estimate(s) should include all sources of error that will

be part of the test use or interpretation. One type of

reliability should not substitute for another.

Standard Error of Measurement

The reliability coefficient is used to quantify the

precision of an assessment for a particular use or

interpretation. The index is simple to interpret because

it is always based on the same scale (0.0–1.0).

However, the reliability coefficient fails to show the

amount of error that might be expected in an indivi-

dual’s test score. The SEM is the standard deviation

of the errors of measurement and can be used to cre-

ate confidence intervals for examinee scores. Assum-

ing a normal distribution, 68% of the observed scores

will be within one SEM of their true score, and 95%

of the observed scores will be within 1.96 SEMs of

their true score. For example, if SEM= 2.00 and

an examinee’s true score was 25, upon repeated

measurements, 68% of the scores for that examinee

would be between 23 and 27. Note that the confidence

interval is around the true score and not the observed

score, which leads to the interpretation that 68% of

the time that a confidence interval based on one SEM

is constructed, it will contain the true score.

As with the reliability coefficient, a SEM can be

created for different types of measurement error. In

fact, the SEM is calculated using the appropriate reli-

ability coefficient so that the appropriate source of

error is being used. Thus, the table mentioned earlier

can be used for the SEM or the reliability coefficient

so that the SEM can be created with each of the

different sources of error.

Magnitude of Reliability

The literature does not provide definitive guidance

on acceptable levels of reliability. However, it is clear

that what constitutes an acceptable level of reliability

is determined by the use of the test. Uses of the test

with higher stakes require higher levels of reliability.

For example, reliability for a test being used in theo-

retical research may not require the same level of con-

sistency as would be required for high-stakes uses of

tests such as high school graduation, certification, or

licensure.

How to Increase Reliability

It is important to be able to increase reliability

when developing instruments. In general, there are

two ways that should always be considered when

increasing reliability: greater standardization and

increasing the number of items. Test administration

and test development procedures should be standard-

ized so that no random errors are introduced. The

effect of the standardization will not only globally

affect each type of reliability, but it will also have

specific effects on certain types of reliability. Stan-

dardization includes methods to create equivalent

forms of a test (alternate form), methods to create

homogeneous pools of items (internal consistency), or

equivalent halves of tests (split half). Standardization

also includes methods to create consistency in scoring

through the development of rubrics and standardized

scoring procedures (interrater).

Another key element to increasing reliability is

increasing the length of the test. The Spearman-Brown

formula is based on the principle that longer tests are

Reliability Type Source of Error

Test-retest Stability over time

Alternate form Equivalence across forms

Alternate form

test-retest

Stability over time and

equivalence across forms

Interrater Consistency of ratings

Split half Equivalence across halves

Internal consistency Equivalence and item

homogeneity
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more reliable. Assuming that the conditions of testing

do not change with increased length (i.e., fatigue, bore-

dom, or item quality), increasing the number of items

always leads to more reliable tests. Thus, short forms

of a test or subscores are generally less reliable than

the full form. As a consequence, subscores and short

forms are also more difficult to interpret. Thus, a test

that provides a reliable total score for accountability

may not be useful when examining the subscores that

might be needed for diagnostic interpretations.

Reliability and Aggregation

Increasing the number of items will increase the

reliability of test scores because the scores are aver-

aged over more data. Similarly, increasing the number

of examinees and averaging across their scores will

reduce the SEM and increase reliability. That is, the

reliability of the mean will be higher than the reliabil-

ity of an examinee. This applies to estimates for the

full sample as well as aggregates such as classrooms,

schools, or states. Whether averaging across items or

examinees, the estimate becomes more stable. Indeed,

the SEM will almost always be lower for group

means than it is for individual means. (Note: under

some conditions, the reliability coefficient could be

lower for the group means when the true score vari-

ance in the groups is restricted in range. However,

even under these conditions, the SEM will typically

be lower and the group means will be more stable.)

Reliability and Growth Scores

The reliability of growth or difference scores,

defined as posttest minus pretest, has received consid-

erable attention in the literature. Some have argued

that the growth score is unreliable and that growth is

negatively correlated with the pretest. That is, growth

will be higher for examinees with low pretests. How-

ever, other researchers have pointed out that low reli-

ability for the difference scores does not necessarily

result in less power for comparisons among groups,

and the difference score may be the construct of inter-

est. At any rate, caution should be used in interpreting

growth scores at the examinee level.

Relationship of Reliability and Validity

Classical test theory assumes that an examinee’s

test score is the composite of a true score and random

error. Validity addresses the true score by examining

its uses and interpretations. Thus, any systematic error

or bias is part of the true score, whereas only random

errors are addressed in the reliability analysis. As dis-

cussed above, reliability is a necessary but not suffi-

cient condition for validity. This means that there

needs to be a true score (with some level of reliabil-

ity) to examine validity, but that the existence of a true

score does not guarantee that it is not a biased esti-

mate of the construct of interest as a result of some

systematic error.

In addition to this relationship of validity and reli-

ability, there may be a tension between the two psycho-

metric properties of the test. Higher reliability can be

attained by standardizing the testing procedure, which

has the potential to reduce the breadth of the construct

being measured and, thus, to decrease the validity.

For example, higher internal consistency is attained by

increasing item homogeneity. To the extent that the

construct requires heterogeneity of the items, this will

create a tension between reliability and validity. As

a second example, interrater reliability is increased

by standardizing the scoring procedure (e.g., clearly

defined rubrics and training). This standardization can

limit the definition of good writing by not including

some types of writing in the rubric and thus, as a conse-

quence, limit the breadth of the construct. As a result, it

is important to consider the impact of any standardiza-

tion on the validity of the test as well as the reliability

so that the construct is still clearly being measured.

Generalizability Theory
and Estimates of Reliability

Classical test theory examines errors of measurement

with a single undifferentiated error that may represent

multiple sources of error (e.g., alternate form test-

retest reliability). In addition, classical test theory

examines reliability only from a norm-referenced per-

spective. That is, the methods rely solely on correla-

tions that focus on rank ordering of scores. The

correlations are sensitive to differences in rank order-

ing but not to shifts in scale. Thus, the reliability can

be high even when the scales for the two forms,

raters, and so on, are substantially different. For

example, Rater A could rate 10 points higher than

Rater B, and the reliability would be equal to 1.0 as

long as every essay was scored exactly 10 points

higher by Rater B than Rater A.
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Generalizability theory solves each of these issues

by (a) modeling multiple sources of error and (b) dif-

ferentiating between errors based on rank ordering

(i.e., relative error) and errors based on point estima-

tion (i.e., absolute error). Generalizability theory

assumes that each examinee has a universe score that

is his or her average score across all conditions in the

universe of admissible observations. That universe is

composed of measurement facets (e.g., raters, items)

with a particular level of a facet being a condition

(e.g., selected raters or items). The potential measure-

ment conditions selected from the study are then

considered to be the universe of generalization. Gen-

eralizability theory is more complex statistically

than classical test theory and is done in two stages:

the G-study and the D-study. In the G-study (general-

izability study), random effects analysis of variance

(ANOVA) is used to estimate variance components

for each of the effects in the model. The ANOVA,

with the associated variance components, can be esti-

mated with one or more facets (e.g., persons by items,

or persons by items by raters). In the D-study (deci-

sion study), alternative measurement models can be

examined to optimize the measurement procedures or

to examine a reasonable set of measurement condi-

tions. The results of the D-study identify the universe

of generalization.

Similar to classical test theory, there are two types

of indices computed in the D-study that show the con-

sistency of the measurement procedure. The general-

izability coefficient, or dependability index, is the

ratio of the universe score variance to the universe

score variance plus the error variance, and it is analo-

gous to a reliability coefficient, whereas the second

index is analogous to the SEM. The generalizability

coefficient shows the ratio when using relative error

variance and emphasizes the rank ordering of scores.

Thus, it would be used for norm-referenced score

reporting. The dependability index shows the ratio

when using absolute error variance and emphasizes

the absolute magnitude of the test scores. Thus, it

would be used for criterion-referenced score report-

ing. The second index is the standard error. The stan-

dard error also can be computed for relative or

absolute score reporting. The use and interpretations

of the indices in generalizability theory are analogous

to the indices in classical test theory.

Absolute error is always greater than or equal to

relative error. Consequently, the generalizability co-

efficient is less than or equal to the dependability

index, and the absolute standard error is greater than

or equal to the relative standard error. As a result,

more conditions (items, raters, etc.) may be needed

when estimating examinee scores absolutely rather

than relative standing.

Consistency of Classification

Each of the reliability coefficients, whether from classi-

cal test theory or generalizability theory, is based on

continuous variables. Often, the measurement proce-

dure is based on the classification of examinees. For

example, the National Assessment of Educational

Progress (NAEP) classifies students as Advanced, Pro-

ficient, Basic, and Below Basic. Clearly, when the data

are nominal or categorical, a different statistical proce-

dure must be used to examine consistency. Decision

consistency is a method of examining reliability and

the exact agreement across measurement conditions

when the data are categorical. Decision consistency

can be calculated for each of the sources of error

described above in the section on classical test theory.

Two indices commonly reported for decision con-

sistency are the proportion agreement and Cohen’s

Kappa. Proportion agreement shows the proportion of

the examinees that are classified the same across forms,

time, and so on. For example, if two forms were given

to a sample for the NAEP reading assessment in Grade

8, the proportion agreement would be equal to the sum

of the proportions that were Advanced on both forms,

Proficient on both forms, Basic on both forms, and

Below Basic on both forms. The same calculations

could be done with other sources of error (e.g., ratings

are the same across two raters). Cohen’s Kappa is the

proportion agreement after statistically adjusting for

the expected agreement. Thus, Cohen’s Kappa shows

the agreement above and beyond chance and generally

has lower values than the proportion agreement.

M. David Miller

See also Assessment; Descriptive Statistics; Evaluation;

Testing
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RISK FACTORS AND DEVELOPMENT

Optimal child development may be compromised by

several risk factors, including poverty, poor nutrition,

harsh/inconsistent parenting, familial substance abuse,

and low parental education, to name a few. Children

developing within these maladaptive contexts often

exhibit poor developmental outcomes across cognitive,

social, and behavioral domains, such as low academic

achievement and antisocial behavior. Some children

exposed to great adversity, however, develop compe-

tence, suggesting that some factors may protect (or

buffer) high-risk children from experiencing negative

developmental outcomes. The purpose of this entry is

to (a) describe the theoretical framework guiding the

research on the development of risk and protective

factors; (b) identify how risk factors at the child,

parent, family, and community level negatively affect

developmental outcomes; and (c) describe how protec-

tive factors may moderate negative outcomes in high-

risk children. This entry also discusses the importance,

capacity, and effectiveness of early intervention pro-

grams that are designed to increase educational out-

comes by reducing the negative consequences of risk

factors.

Ecological Systems Theory as
a Guiding Theoretical Framework

Ecological frameworks recognize that each person

functions within a complex network of individual, fam-

ily, community, and environmental contexts that influ-

ence the availability of risk and opportunities to avoid

risk. Urie Bronfenbrenner is a pioneer of the ecological

model of human development, in which he describes

development as the composite of individual genetic

endowment, immediate family influences, and other

components of the environmental context. According

to Bronfenbrenner, the individual is embedded in five

interrelated, nested subsystems that simultaneously

influence the process of human development.

The innermost circle represents the microsystem of

the individual. Within the microsystem are the indivi-

dual’s interactions with his or her immediate settings.

Bronfenbrenner refers to these interactions as proxi-

mal processes. For most children, the family is the

first and most important microsystem. As develop-

ment proceeds through childhood and adolescence,

additional microsystems might be sports teams, youth

or church organizations, and work. Microsystems may

overlap in that the same person may be a member of

more than one system in a child’s life. For example,

a friend may be a member of the child’s peer group,

sports team, and class in school.

Just as the individuals interact with others in their

microsystem, separate microsystems interact with

each other at the level of the mesosystem. The meso-

system incorporates linkages between settings such as

family, peers, teachers, and other school personnel.

For example, an adolescent’s ability to excel in school

may depend more on the interconnections between

the school and the home rather than solely on ade-

quate performance in the classroom. In this case,

Bronfenbrenner posits that the breakdown of connec-

tions between family, school, peer group, and neigh-

borhood underlie the decline of academic achievement

more so than relationships within each of these con-

texts alone.

Continuing the progression to increasingly distal

influences on the individual, the exosystem represents

external environments that the individual may or may

not experience; yet events that occur in these environ-

ments affect what happens in the microsystem (an

individual’s immediate setting). This system includes

features of the community such as availability of ser-

vices or employment, access to formal and informal

support, and socioeconomic climate. Parental and

teacher social networks are part of the exosystem,

having the potential to influence interactions with the

child even though they may not directly be experi-

enced by that child.

The overarching macrosystem represents the larger

societal contexts, and influences differ across socio-

economic, ethnic, religious, and other subcultural

groups. For example, in the United States, macrosys-

tem influences include American culture and the

social policies and programs that affect American

families, such as racial prejudice and discrimination,

the media, and antipoverty social programs. Finally,
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each subsystem is embedded with time, the chrono-

system, which represents that each of these subsys-

tems functions within time and changes over time.

Applying this model to one of the most researched

child outcomes, low academic achievement, indicates

that risks begin in the most proximal system. The

microsystem includes risk factors such as impulsivity,

poor attention, inadequate school readiness, poor

physical health, low school attendance, and so on. In

the mesosystem, low academic achievement relates to

the interactions between the family and the school,

and include such factors as parenting styles, parent

involvement in academic endeavors, teaching styles,

school environment, and so on. The community con-

text also affects a child’s ability to perform well aca-

demically, given such factors as community violence,

neighborhood crime, parent employment, school poli-

cies, transportation availability, and so on. Finally,

through cultural values, governmental policies, and

the political climate, the larger society also begins to

influence academic achievement. Given the influences

from multiple levels of children’s ecology, it becomes

evident that the risks for low academic achievement

cannot be understood from one context alone.

Risk Factors Across
the Ecological System

The structure of the ecological model allows for

understanding the influences on child development at

multiple levels and informs the process by which con-

textual factors influence child development. Although

this framework identifies risk factors for child devel-

opment, the concept of risk initially evolved from

medical research examining the cause of cardiovascu-

lar disease. A medical research study that began in

1948, called the Framingham Heart Study, followed

multiple cohorts of individuals across several decades

in an effort to identify the factors that put individuals

at risk for developing cardiovascular disease. The

same logic has been applied to human development

and enhanced understanding of why some children

facing adversities from multiple ecological levels

develop into cognitively and socially competent

adults, and others do not. Several longitudinal studies

have documented risk factors and the decline of

optimal child and adolescent development (e.g., the

Perry Preschool Project, the Abecedarian Project, the

Milwaukee Project, and Project CARE).

As research studies began to investigate the cause

of poor developmental outcomes and risky behavior

(e.g., low academic achievement, teen pregnancy,

juvenile delinquency), three categories emerged: child

characteristics, parent/family characteristics, and com-

munity characteristics. Although risk factors are often

studied and discussed within these categories, the eco-

logical framework informs the interrelated nature of

each factor and ecological system.

Child Characteristics

The three main risk factors associated with poor

developmental outcomes include low birth weight, tem-

perament, and child health. First, compared to infants

born at normal weight (> 5 lbs.), children born with

low birth weight (1 to 4 lbs.) are more likely to have

continual health and developmental problems (e.g.,

cerebral palsy); lower IQ; and pervasive neuropsycho-

logical impairments in attention, memory, problem

solving, reasoning, and language. Marked negative

behavioral and academic outcomes are also evident,

including higher incidence of conduct disorder, hyper-

activity, attention problems, and learning disorders.

Furthermore, the developmental consequences of low-

birth-weight babies are particularly devastating for the

extremely low-birth-weight babies (less than 2 lbs.).

The second risk factor at the child level is tempera-

ment. Children with difficult temperaments are at

much higher risk for poor developmental outcomes

than easy-temperament babies. Difficult children have

a negative effect on their caregivers and thus are less

likely to experience supportive relationships with

them, which is a necessary component to counteract

exposure to adversity. Difficult babies often develop

into difficult adolescents, who have been shown to

exhibit more emotional and behavior problems than

adolescents who were easy babies.

The third risk factor associated with poor develop-

mental outcomes is poor child health. Frequent hospi-

talizations, chronic medical conditions, and repeated

illnesses increase the stress level within the family,

which has been related to later psychosocial and aca-

demic difficulties in school-age children. Poor health in

childhood has a long-term impact on development across

the life span and is related to early mortality rates.

Parent/Family Characteristics

Research has uncovered several parental and

family-level risk factors associated with maladaptive
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development, including family structure and resources,

parental background characteristics, and relationships

within the family. One of the most pervasive negative

effects on developmental outcomes is a family living

in poverty. Research suggests that children raised in

persistent poverty (as opposed to transitory poverty)

perform much worse academically—as measured by

achievement test scores, grade promotion, high school

graduation, and completed years of schooling—than

more affluent children. Furthermore, children in eco-

nomically strained environments are almost twice as

likely as nonpoor children to experience learning dis-

abilities and developmental delays. Parent, teacher, and

child self-reports also reveal that low-income children

display more externalizing problems, such as fighting,

difficulty getting along with others, and impulsivity,

in comparison to higher-income children. Finally,

researchers report that children of poor families have

more emotional and behavioral problems than do

children who have never been poor.

Vonnie McLoyd reviewed the research on children

of low-income families. Results indicate that family

income produces the strongest relationship with aca-

demic achievement of all other variables considered

(e.g., parent’s occupation and parent’s education

level). Even when the other indicators are summed

together, they do not yield as high a correlation with

academic achievement as does income alone. This

line of research shows that economic hardship influ-

ences the psychological well-being of parents and the

relationships among family members. Studies reveal

that the influence of economic stress on children and

adolescents is mediated to a significant extent by dis-

ruptions in family relationships and interactions, espe-

cially parent–child interactions.

In addition, families headed by single parents are

also six times more likely to be poor than are families

from two-parent households and therefore are more

likely to be affected by poverty characteristics. Single

parenthood disrupts the relationship between children

and the noncustodial parent, usually the father. This

may affect the extent to which supportive, caring rela-

tionships can be developed and nurtured. Psychologi-

cal problems and behavior problems are more likely

in children from single-parent or remarried families.

Another risk factor can be conceptualized as

parental background characteristics, which includes

parental substance abuse and low parent education.

Each has been linked to increased internalizing and

externalizing problems among children. Also, children

with parents suffering from alcoholism are approxi-

mately four to six times as likely as the general popu-

lation to develop alcohol problems. Furthermore,

anxiety, depression, and externalizing behavior disor-

ders (e.g., conduct disorder) are more common among

children with alcoholic parents than among children

of nonalcoholics. In families where alcohol or other

drugs are being abused, behavior is frequently unpre-

dictable, communication is unclear, and family struc-

ture is either nonexistent or inconsistent. Because

parents who abuse alcohol or other drugs are more

likely to be involved with domestic violence, divorce,

unemployment, mental illness, and legal problems,

their ability to parent effectively is severely compro-

mised. There is a higher prevalence of depression,

anxiety, eating disorders, and suicide attempts among

children of parents who abuse drugs and alcohol than

among their peers.

Family background factors, such as parental educa-

tion, have moderate effects on child development but

larger effects on later adult outcomes. That is, parental

education level affects later adult outcomes through

transmission of educative values, such as not dropping

out of school. Parent income and education level are

associated with school drop-out rates, which drastically

reduce the quality of later adult life, increasing the like-

lihood of unemployment and poverty.

The final risk factor to be discussed here includes

the quality of the relationships within the family (i.e.,

parent–child, sibling, and marital relationships). In

general, research reports that warm and supportive

relationships within the family are associated with

positive child and adolescent outcomes, whereas coer-

cive and conflictual relationships are associated with

the development of problems. One of the clearest and

most replicated associations in this area is between

conflictual parent–child relationships and child and

adolescent maladjustment. For example, harsh, incon-

sistent, and ineffective discipline is associated with

later antisocial behavior, and insecure parent–child

relationships, including parental rejection and force-

fulness, are traced to later internalizing problems.

Community Characteristics

The community context can also influence a child’s

developmental trajectory. Research has shown that poor

neighborhoods can have detrimental effects on individ-

ual health status through three types of pathways. First,

concentration of poverty and related characteristics may
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create more detrimental social environments (e.g., vio-

lence, stress and anxiety, exposure to drugs, limited

social control). Second, poorer communities are less

likely to have access to adequate health care and social

services. Third, the physical environment (e.g., air pol-

lutants, hazardous conditions leading to accidents,

poorer sanitation) in poor communities may be worse

than in more affluent communities.

Existing research also points to a powerful connec-

tion between residing in an adverse environment and

participating in criminal acts. Inner-city neighborhoods

provide limited economic, institutional, and social

resources for families and adolescents. Disorganized

neighborhoods have weak social control networks,

which result in isolation among residents, high residen-

tial turnover, and criminal activity that goes unmoni-

tored. Few opportunities for youth to be monitored

(such as programs where youth can contribute to the

community), as well as the increased access to alcohol,

drugs, and firearms, increase the likelihood of youth

engaging in risky and destructive behaviors. Neighbor-

hoods with high crime, poverty, and physical disorder

are associated with youth engagement in violence,

crime, and drugs and alcohol; low community attach-

ment; and a feeling of being unsafe.

The Impact of Cumulative Risk

Although each risk factor across the ecological system

has been related to a negative cognitive, social, or

behavioral impairment, the impact of one risk factor

tends to be relatively small in relation to the cumula-

tive effect of multiple risk factors. That is, research

suggests that children can handle some level of adver-

sity, but when faced with three to four risk factors,

developmental outcomes become drastically and neg-

atively affected. Furthermore, the more risks to which

children are exposed, the worse the developmental

outcomes. Therefore, children’s optimal development

is ultimately affected by the sheer number of risk fac-

tors present, regardless of the nature of a particular

risk factor. As the number of risk factors increases,

the negative effect enlarges disproportionately. For

example, having four or more risk factors, which

relate to the child, parent, and sociodemographic situ-

ation, can lead to a 10-fold increase in difficulties,

a result that has been replicated numerous times

across the psychological research.

It is important to note that although poor develop-

mental outcomes tend to relate to the presence of risk

factors, the absence of risk factors does not predict

healthy development. Appropriate opportunities must

be presented for development to flourish and reach

optimal levels. For example, opportunities afforded

by high parental warmth, rather than just a lack of

harsh and inconsistent parenting, are essential to pro-

mote healthy development. Research indicates that

development is a balance between opportunities for

strengths and risks to develop. Within each of the eco-

logical levels, there are risk factors that negatively

influence development and there are protective factors

that foster positive development. Risks, cumulative

risks, and protective factors interacts generating

a complex set of relationships that creates develop-

ment. Knowledge of risks alone is not sufficient to

understanding child development, although these fac-

tors have received the most research attention.

Modifying the Impact of
Risk Factors on Development

The negative impact of cumulative risks may be offset

by understanding the conditions that promote success-

ful development. Resiliency research has demonstrated

that there are certain factors that protect against unde-

sirable behavior. Resiliency has been defined as the

capacity of the person, family, or community to pre-

vent, minimize, overcome, or thrive in spite of negative

or challenging circumstances. There are three kinds of

resiliency described in the research literature. The first

involves an individual who overcomes all the odds,

suggesting that this individual has a particular quality

that allows him or her to withstand adversity. The sec-

ond consists of coping in the face of sustained and

acute negative circumstances, such as extremely high

family conflict. Third, resilience can refer to recovery

from trauma, such as the death of a sibling. All require

risk to be present for resilience to emerge; however,

most research tends to fall within the second group:

success in the face of adversity.

Identifying protective factors is one way that resil-

iency can be measured. Protective factors are those

that relate to positive developmental outcomes for

youth exposed to high levels of risk or adversity only.

If positive outcomes are observed across all levels of

risk (high and low), the factor is termed an asset,

compensatory, or promotive. Thus, protective factors

are assets that particularly matter when risk or adver-

sity is high. Protective factors moderate the impact of
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adversity on adaptation, changing the expected nega-

tive child outcome.

A landmark study on resiliency, conducted by

Emmy Werner, has followed the development of chil-

dren born on the Hawaiian island of Kauai since

1955. It has provided a wealth of data on protective

factors for positive development in children with high

cumulative risk. In this study, the risk group (about

one third of the children) was defined by having four

or more early risk factors that included poverty, peri-

natal stress, family conflict, and low parental educa-

tion. About one third of these high-risk children

developed well in terms of getting along with parents

and peers, doing fine in school, avoiding serious trou-

ble, and having good mental health. The resilient

group had more resources and fewer adversities from

an early age, including (a) close attachment to at least

one good parent, (b) family harmony (i.e., conflict-

free environment), (c) lack of parental psychopathol-

ogy, (d) more time before the next child in the

family came along, (e) easier temperaments as babies,

(f) better intellectual skills and competence, (g) more

connections with prosocial adults, (h) fewer separa-

tions from caregivers, and (i) better overall physical

health. Children were also responsible, self-confident,

and motivated to achieve.

On the other hand, the nonresilient group exhibited

many of the same negative developmental outcomes

associated with high-risk youth described earlier. The

follow-up study followed high-risk children who

were exposed to chronic poverty, birth complications,

parental psychopathology, and family discord into

adulthood. With the exception of serious central ner-

vous system damage, the impact of adversities during

childhood diminished adult adaptation depending on

the quality of the child-rearing environment and

the emotional support provided by family members,

friends, teachers, and adult mentors. Poorest outcomes

at age 40 were associated with prolonged exposure to

parental alcoholism and/or mental illness. Men and

women who had encountered more stressful life

events in childhood reported more health problems at

age 40 than did those who had encountered fewer

losses and less disruption in their family during the

first decade of life. This study demonstrates the need

for early attention to the health status of our nation’s

children, especially those who are exposed to poverty,

serious perinatal complications, and parental psycho-

pathology. The policy implications are clear: Early

access to good preventive and ameliorative health

services and proper attention to the quality of early

child care can result in improved quality of life in

adulthood.

Implications for
Educational Psychology

As a group, children who live in poverty tend to per-

form worse in school than do children from more

privileged backgrounds. For the first half of the 20th

century, researchers attributed this difference to inher-

ent cognitive deficits. At the time, the prevailing

belief was that the course of child development was

dictated by biology and maturation. These preliminary

results caught the attention of Sargent Shriver, Presi-

dent Lyndon Johnson’s chief strategist in implement-

ing an arsenal of antipoverty programs as part of the

War on Poverty. His idea for a school readiness pro-

gram for poor children focused on breaking the cycle

of poverty. Shriver reasoned that if poor children

could begin school on an equal footing with wealthier

classmates, they would have a better chance of suc-

ceeding in school and avoiding poverty in adulthood.

He appointed a planning committee of 13 profes-

sionals in physical and mental health, early education,

social work, and developmental psychology. Their

work helped shape what is now known as the federal

Head Start program.

The three developmental psychologists in the group

were Bronfenbrenner, Mamie Clark, and Edward

Zigler. Bronfenbrenner convinced the other members

that intervention would be most effective if it involved

not just the child but the family and community

that comprise the child-rearing environment. Parent

involvement in school operations and administration

was unheard of at the time, but it became a cornerstone

of Head Start and proved to be a major contributor to

its success. Zigler had been trained as a scientist and

was distressed that the new program was not going to

be field-tested before its nationwide launch. Arguing

that it was not wise to base such a massive, innova-

tive program on good ideas and concepts but little

empirical evidence, he insisted that research and

evaluation be part of Head Start. Although it is difficult

to summarize the hundreds of empirical studies of

Head Start outcomes, high-quality Head Start programs

do produce a variety of benefits for most children.

Although some studies have suggested that the intellec-

tual advantages gained from participation in Head

Start gradually disappear as children progress through
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elementary school, some of these same studies have

shown more lasting benefits in the areas of school

achievement and adjustment.

Head Start began as a great experiment that has

yielded prolific results over the years. Some 20 mil-

lion children and families have participated in Head

Start since the summer of 1965; current enrollment

approaches one million annually, including those in

the new Early Head Start, which serves families with

children from birth to age 3. Psychological research

on early intervention has proliferated, creating an

expansive literature and sound knowledge base. Many

research ideas designed and tested in the Head Start

laboratory have been adapted in a variety of service

delivery programs. These include family support ser-

vices, home visiting, a credentialing process for early

childhood workers, and education for parenthood.

Head Start’s efforts in preschool education spotlighted

the value of school readiness and helped spur today’s

movement toward universal preschool.

The existing literature also provides some guide-

lines for program design. Arthur Reynolds suggests

eight principles for designing effective interventions

for children at risk for low academic achievement:

1. Target children and families who are at the highest

risk of school difficulties.

2. Begin participation early and continue to the

second or third grade.

3. Provide comprehensive child-development services.

4. Encourage active and multifaceted parent

involvement.

5. Create a child-centered, structured curriculum

approach.

6. Have small class sizes and teacher/child ratios.

7. Provide regular staff development and inservice

training for certified teachers.

8. Evaluate and monitor the interventions

systematically.

These principles suggest that although it may be

useful to intervene before 3 years of age, interven-

tions for preschool and for school-age children can

also be effective. Thus, the first 3 years should not

be emphasized at the expense of interventions aimed

at older children. Second, the effects of early inter-

vention have often been found to be larger for more

disadvantaged children, which provides a rationale

for targeting very high-risk children in particular. In

addition to focusing on low-income children, it might

be useful to target other aspects of disadvantage,

such as lack of maternal education. Third, the most

important aspect of quality is likely to be the nature

of the interaction between the teacher and the child.

Small group sizes, better teacher training, and other

regulable aspects of quality all make such interac-

tions more likely. Moreover, even rather loose regu-

lation of these observable aspects of quality by Head

Start has been shown to be effective in eliminating

poor-quality programs.

Future of Risk Reduction Programs

What we know from the field of intervention and pre-

vention programming is reflected in research on effec-

tive, risk-reducing, and resilience-building programs.

Effective services provide contexts that both reduce

the impact of risk factors and foster the development

of new or existing protective factors. These programs

build on inherent strengths within families, schools,

and communities and enable these institutions to help

children succeed. And more than just helping chil-

dren, the best programs also support those who care

for and provide services to these children, thereby

enhancing their capacity to care. These programs

address child development at a variety of stages, from

prenatal care through postsecondary employment—

stages that some would even say are too early or too

late for appropriate intervention. These programs

repeatedly demonstrate that resilience, rather than

being solely dependent on individual characteristics,

can be socially constructed.

Tiffany Berry and Elise Arruda

See also Head Start; Home Environment and Academic

Intrinsic Motivation; Longitudinal Research; Social Class

and Classism
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ROSENTHAL EFFECT

The term Rosenthal effect is defined in its most gen-

eral form as the effect of interpersonal expectations

(i.e., the finding that what one person has come to

expect from another can come to serve as a self-

fulfilling prophecy). This concept is relevant to educa-

tional psychology in two distinct domains: the domain

of research methodology (the experimenter expec-

tancy effect) and the domain of learning and behavior

(the teacher expectancy effect).

The concept of interpersonal expectation effects

has been investigated in a wide array of settings,

including the relationship between judges’ expecta-

tions and their nonverbal behavior as they address the

jury, and juries’ subsequent verdicts of guilty or not

guilty; the effects of managers’ expectations for the

performance of their employees, and employees’ actual

subsequent performance; and the effects of expecta-

tions of health care providers for their patients’ subse-

quent health outcomes and patients’ actual subsequent

outcomes. Although interpersonal expectations have

been studied in many domains, this entry gives primary

attention to those domains of greatest relevance to

students of educational psychology: the experimenter

expectancy effect and the teacher expectancy effect.

Experimenter Expectancy Effect

The experimenter expectancy effect is one of the

sources of artifact or error in scientific inquiry. Spe-

cifically, it refers to the unintended effect of experi-

menters’ hypotheses or expectations on the results of

their research.

Some expectation of how the research will turn out

is virtually a constant in science. Social scientists, like

other scientists generally, conduct research specifically

to examine hypotheses or expectations about the

nature of things. In the social and behavioral sciences,

the hypothesis held by the investigators can lead them

unintentionally to alter their behavior toward the

research participants in such a way as to increase the

likelihood that participants will respond so as to con-

firm the investigator’s hypothesis or expectations. We

are speaking, then, of the investigator’s hypothesis as

a self-fulfilling prophecy. One prophesies an event,

and the expectation of the event then changes the

behavior of the prophet in such a way as to make the

prophesied event more likely. The history of science

documents the occurrence of this phenomenon with

the case of clever animals that were cued uninten-

tionally to give correct answers in foot taps and in

barking to questioners who believed the animals

could respond with correct answers to, say, arithme-

tic problems.

The first experiments designed specifically to inves-

tigate the effects of experimenters’ expectations on the

results of their research employed human research par-

ticipants. Graduate students and advanced undergradu-

ates in the field of psychology were employed to

collect data from introductory psychology students.

The experimenters showed a series of photographs of

faces to research participants and asked participants to

rate the degree of success or failure reflected in the

photographs. Half the experimenters, chosen at ran-

dom, were led to expect that their research partici-

pants would rate the photos as being of more

successful people. The remaining half of the experi-

menters were given the opposite expectation—that

their research participants would rate the photos as

being of less successful people. Despite the fact that

all experimenters were instructed to conduct a per-

fectly standard experiment, reading only the same

printed instructions to all their participants, those

experimenters who had been led to expect ratings of

faces as being of more successful people obtained

such ratings from their randomly assigned partici-

pants. Those experimenters who had been led to

expect results in the opposite direction tended to

obtain results in the opposite direction.

These results were replicated dozens of times

employing other human research participants. They

were also replicated employing animal research sub-

jects. In the first of these experiments, experimenters

were employed who were told that their laboratory was

collaborating with another laboratory that had been

developing genetic strains of maze-bright and maze-

dull rats. The task was explained as simply observing

and recording the maze-learning performance of the

maze-bright and maze-dull rats. Half the experimen-

ters were told that they had been assigned rats that

were maze-bright, and the remaining experimenters
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were told that they had been assigned rats that were

maze-dull. None of the rats had really been bred for

maze-brightness or maze-dullness, and experimenters

were told purely at random what type of rats they had

been assigned. Despite the fact that the only differences

between the allegedly bright and dull rats were in the

minds of the experimenters, those who believed their

rats were brighter obtained brighter performance from

their rats than did the experimenters who believed their

rats were duller. Essentially, the same results were

obtained in a replication of this experiment employing

Skinner boxes instead of mazes.

Teacher Expectancy Effect

If rats became brighter when their experimenters

expected them to, then perhaps children could

become brighter when expected to by their teacher.

Accordingly, all of the children in the first study of

the teacher expectancy effect were administered an

obscure test of intelligence that was disguised as

a test that would predict intellectual ‘‘blooming.’’

The test was labeled ‘‘The Harvard Test of Inflected

Acquisition.’’ There were 18 classrooms in the

school, three at each of the six grade levels. Within

each grade level, the three classrooms comprised

children with above-average ability, average ability,

and below-average ability, respectively. Within each

of the 18 classrooms, approximately 20% of the chil-

dren were chosen at random to form the experimen-

tal group. Each teacher was given the names of the

children from his or her class who were in the exper-

imental condition. The teacher was told that these

children had scored on the ‘‘Test of Inflected Acqui-

sition’’ such that they would show surprising gains in

intellectual competence during the next 8 months of

school. The only difference between the experimen-

tal group and the control group children, then, was in

the mind of the teacher.

At the end of the school year, 8 months later, all

of the children were retested with the same test of

intelligence. Considering the school as a whole, the

children from whom the teachers has been led to

expect greater intellectual gain showed a significantly

greater gain than did the children of the control

group.

Robert Rosenthal

See also Halo Effect; Teaching Strategies
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RUBRICS

A rubric is a measurement and instructional tool that

communicates instructor expectations to learners and

uses explicitly stated criteria to categorize levels of

performance regarding various skill levels, behaviors,

product quality, and/or process quality. Rubrics are

useful when instructors assess work in which learners

have constructed knowledge and the work may not be

easily scored using an answer key. For example, rub-

rics can be used to evaluate a performance of a task,

a process such as problem solving, a written paper on

a topic, a portfolio, and so on. In addition, a rubric

enables both the instructor and the learners to identify

desirable aspects of the work and areas needing

improvement. A rubric often is a one- to two-page

document containing a table or grid outlining criteria

in categories that helps the learner identify the

instructor’s expectations for a task or project and

assists the instructor in evaluating the learner’s work.

A rubric contains a Likert-type scale that helps to

quantify performance decisions.

Rubrics may be generic or task-specific. A generic

rubric is used to evaluate a process such as collabora-

tion and may be applied across disciplines or content

areas. A task-specific rubric is used for a clearly

defined task and therefore has a narrower application.

In addition, rubrics may be classified as holistic or

analytic. Holistic rubrics enable the instructor to judge

the overall product or process as a whole without

focusing on separate components. This provides

a quick, evaluative picture but does not give specific

or detailed feedback to the learner. In other words,

holistic rubrics require instructors to evaluate the
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quality of learning through one performance level

rather than multiple performance levels. In contrast,

analytic rubrics have several indicator categories that

instructors rate separately in order to differentiate

performance levels within and among categories.

Therefore, learners receive specific and detailed

feedback that may be useful to them for improving

performance.

A scoring rubric is used by instructors exclu-

sively for the purpose of assigning grades to lear-

ners’ work. In contrast, an instructional rubric helps

learners to understand the instructor’s expectations

for an assignment and aids learners in focusing their

efforts on the assignment. The same rubric may be

used for both scoring and instructional purposes if

desired. Instructors have found that instructional

rubrics enable them to provide learners with more

informative feedback without spending inordinate

amounts of time. Also, instructional rubrics may

help instructors to provide fair and unbiased evalua-

tion of learners’ work. In addition, multiple instruc-

tors can use the same rubric to attempt to have

consistency in scoring. These rubrics can be used

for learner self-evaluation and peer evaluation. Two

key things to note when using instructional rubrics

are that they should be provided to learners at the

same time as the assignment and that the instructor

should spend time explaining the rubric to the lear-

ners. Some instructors co-construct rubrics with the

learners by first helping them to brainstorm criteria

for which their work may be evaluated.

Rubrics can be obtained from a variety of print

and Internet sources. If an appropriate rubric cannot

be located, then an instructor may need to adapt an

existing rubric or create a new one. The first step in

creating a rubric is to examine examples of assign-

ments to determine exemplary characteristics. These

characteristics then can be grouped into categories.

Next, levels of performance or gradations of quality

are selected. Usually three to four levels are appro-

priate, although a rubric may contain more levels.

One disadvantage of having three levels is that when

learners use the rubric for self-evaluation, they may

have a tendency to place their performance in the

middle level. Levels may be labeled in a variety of

ways, such as below average, average, and above

average, or novice, apprentice, proficient, and distin-

guished. Point values also may be attached to each

level of performance to help with scoring. Finally,

indicators are identified for each category. Indicators

are brief statements that describe the particular char-

acteristics of products that demonstrate that learning

has occurred. It is important to use language in posi-

tive terms that learners, their family members, and

other professionals will understand. Describing the

best and worst levels of performance and then filling

in the middle levels may be the easiest approach.

Rubrics should be evaluated and refined continually

if they are to be useful for all intended audiences.

In order for a rubric to be of high quality, it must

have clear criteria as designated by the performance

indicators. In other words, what is to be measured

should be clearly defined. It is important to have

enough criteria (e.g., three to seven categories), but

not so many that the rubric is difficult to manage.

Using rich, descriptive language enables learners to

understand the indicators, and the indicators clearly

should differentiate among levels of performance in

measurable terms. Also, a rubric should emphasize

positive attainment of desired performance as opposed

to lack of attainment. A high-quality rubric should be

valid (i.e., measure key features related to quality of

performance) and reliable (i.e., consistent results for

different users). Also, it should be sequenced to corre-

spond with the steps in the performance. A high-

quality rubric should have clear instructions for scoring.

For example, it should be noted whether all categories

have equal weight and scores from all categories should

be added or averaged, or whether one or more cate-

gories should receive more weight.

There are many reasons why rubrics should be

used in instructional settings. First, they help to

make instructor expectations for learners’ work

clear and concrete. Second, rubrics provide learners

with feedback regarding their strengths and weak-

nesses. Third, rubrics help learners to evaluate their

own work and foster metacognition. Learners can

use rubrics to monitor their own progress as they

work on an assignment and use the rubric as a final

checkpoint before turning in the assignment. The

benefits of rubrics to instructors include establishing

standards, linking assessment and instruction, pro-

viding a consistent and unbiased way of scoring

work, and explaining those scores to learners and

their family members.

Martha J. Larkin

See also Bloom’s Taxonomy of Educational Objectives;

Evaluation; Grading; Testing
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S
First you take a drink, then the drink takes a drink, then the drink takes you.

—Francis Scott Key Fitzgerald

SCAFFOLDING

Scaffolding is a process in which support is provided

to an individual so that he or she can complete a task

that could not be completed independently. The sup-

port gradually is removed when the individual begins

to demonstrate understanding of the task. The concept

of scaffolding stems from the work of American psy-

chologist Jerome Bruner and colleagues based on Lev

Vygotsky’s zone of proximal development. Vygotsky

described the zone of proximal development as the dis-

tance between the actual developmental level where

independent problem solving occurs and the potential

developmental level where problem solving can occur

with the guidance of an adult or more knowledgeable

peer. Key to the zone of proximal development is

social interaction and collaborative problem solving.

Thus, the zone of proximal development bridges the

gap between what an individual can learn and do inde-

pendently and what he or she can learn and do with

support. The scaffolding process in education bears

similarities with the traditional definition of scaffold-

ing, which is a temporary framework that supports

workers and materials until a building is constructed or

repaired to stand on its own. When scaffolding is used

in instruction, learners receive support as needed and

then the support gradually is removed as they achieve

independence in task mastery.

Scaffolding instruction includes several essential

elements that do not necessarily need to be followed in

order. First, the teacher considers curriculum goals and

standards along with student needs to select appropriate

tasks. Second, the teacher works with students to estab-

lish a shared goal. This involvement may result in stu-

dents who are motivated and invested in learning.

Third, the teacher actively diagnoses student needs and

understandings to ensure that students are making prog-

ress. Fourth, the teacher provides tailored assistance as

needed through prompting, questioning, modeling, tell-

ing, or discussing. Fifth, the teacher helps students to

remain focused on the intended goal by asking ques-

tions and providing clarification as well as offering

praise and encouragement. Sixth, the teacher provides

feedback in the form of a current progress summary

and mention of specific behaviors that contributed to

student success. Seventh, the teacher controls frustra-

tion and risk by creating an environment in which stu-

dents feel comfortable taking risks with their learning

without fear of penalty. Finally, the teacher gives stu-

dents opportunities to practice the task in a variety of

contexts and helps them to be less dependent on the

teacher in order for them to internalize the task and

eventually be able to perform it independently.

The following guidelines can help make the scaf-

folding process effective. The teacher can plan instruc-

tion by having students begin with tasks that they can

perform successfully with little or no assistance in

order for them to be aware of their strengths and feel
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good about their abilities. Helping students to achieve

success quickly may alleviate frustration. Then, more

challenging tasks can be attempted with assistance.

Peer acceptance is important to students, so it is

important for the teacher to help students to appear

like their peers when possible. Although practicing

new and previously learned skills is essential, the

teacher should recognize when too much practice

may be contributing more to student frustration than

to learning. The teacher should help the student with

his or her current difficulties, redirecting the student’s

intentions only if he or she is not using an effective

strategy for task completion. The teacher should

watch for student clues as to when and how much

assistance is needed. The assistance should be pro-

vided immediately to help the student perform the

task, but also should be removed gradually as the stu-

dent demonstrates task mastery.

The following lesson framework may help teachers

provide scaffolding for their students. When present-

ing a new or difficult concept to students, it is likely

that they will need more assistance at first. Therefore,

the teacher may model how to perform the task while

the students observe. Next, the teacher and students

work together on the task. While the teacher demon-

strates the task on the board, students may be per-

forming the task on a handout while seated at their

desks. The teacher may ask the students questions or

prompt them to contribute to the class discussion on

the task. At this point, the students gradually are tak-

ing some responsibility for their learning. When

ready, students will work with a partner or a small

cooperative group to perform the task. The teacher

monitors the group work while gradually turning over

more responsibility for the task performance to the

students. Finally, the teacher has the students perform

the task individually. The four stages of (a) teacher

modeling, (b) teacher and students working together,

(c) students working with a partner or small group,

and (d) students working independently do not all

have to occur in one class period. It could take 1 day

to several weeks or more depending on how long

a student needs to master the task.

Scaffolding is a challenging but beneficial process

in instruction. One of the biggest challenges of effec-

tive scaffolding is that it is time consuming, particu-

larly for one teacher in a classroom. Another is that

judging the zone of proximal development for each

student may be difficult (i.e., finding the area where

a student needs help, but making sure that area is not

beyond the student’s abilities). A third challenge is

knowing student needs, interests, and abilities in order

for the teacher to provide appropriate modeling. A

fourth challenge may be making sure that the teacher

gradually begins to fade or withdraw assistance as the

student begins to demonstrate task mastery. Despite

the challenges, scaffolding can be beneficial to stu-

dents. It may provide a better chance of a student

mastering the intended task. Second, the structured

nature of scaffolding may ensure more time on task

and efficiency in task performance. Third, scaffolding

engages the student, motivates him or her to learn,

and reduces student frustration. Fourth, it provides

individualized and possibly differentiated instruction.

Martha J. Larkin
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SCHEMAS

Although no universally agreed-upon definition of

schemas exists, schemas are generally considered to

be well-learned cognitive patterns of domain-specific

information that are used as templates by individuals

to help them explain, interpret, perceive, encode, and

respond to complex tasks and experiences. Schemas

also allow for predictions about what to expect in
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future situations relevant to the particular schema.

They create meaning from situations, data, and events

by organizing and determining the patterns in com-

plex sets of information. Schemas actually have

a reciprocal relationship with data in that schemas

may modify the meaning of information, but informa-

tion or data may also lead to modifications in sche-

mas. Both educators and counselors have interest in

schemas because schemas help them understand how

both informational and emotional learning occur.

Various types of schemas have been postulated,

such as schemas about other people (including role

and person schemas), one’s self (self-schemas), the

sequence of various events (script schemas), context

(place or location schemas), and the meaning of data

(information schemas). All of the various types of

schemas facilitate the efficient understanding and inter-

pretation of information by organizing and assigning

meaning to that information. As a concrete example,

suppose you heard someone talking about seemingly

highly disparate pieces of information, such as arran-

ging things into groupings; making decisions about

color; dealing with tedium; deciding about capacity

and facilities to employ; avoiding mistakes; timing of

mechanisms; sorting types; determining what could not

be dealt with by one’s current equipment, which neces-

sitates outsourcing; setting temperatures in such a way

as to avoid catastrophe; dealing with voluminous out-

put; enlisting aid from others; and making measure-

ments of necessary additives. This list might sound

rather convoluted, meaningless, and difficult to remem-

ber unless you were first told that the pieces of infor-

mation all concerned ‘‘doing laundry.’’

During the initial learning process, deliberate con-

struction of schemas requires the use of significant

amounts of working memory (WM) resources. Work-

ing memory represents the brain’s capacity to tem-

porarily hold limited amounts of information while

manipulating that information. However, with practice

and repetition, the use of schemas constructed during

the learning process becomes virtually automatic.

Thus, the development of schemas allows for a sub-

stantial reduction in required WM resources as the

schemas direct and guide individuals’ attention and

focus. The result is often an increase in expertise or

skill level within a particular knowledge domain.

Schemas also provide an overall executive guidance

system during high-level cognitive processing. Without

this guidance (or without external instruction), indivi-

duals often default to weak problem-solving strategies,

such as trial and error and means-ends analysis. Strate-

gies such as these can be both time consuming and

inefficient, and thus interfere with the construction of

new schemas because of the workload imposed on WM

resources.

Schemas are stored in long-term memory (LTM),

which is virtually unlimited in both its capacity and dura-

tion and allows individuals to process, organize, and

retrieve vast reservoirs of knowledge. Once schemas are

formed and stored in LTM, working memory is freed up

to process, interpret, and ultimately store new schemas

into LTM. By and large, when schemas are needed in

WM, they are dealt with as a single piece of information,

although they contain a rich array of data. Therefore,

many educators consider schema formation to be an

important focus for instructional design.

The concept of schema acquisition has significant

applicability to instructional design. Often, it is recom-

mended that one assess students’ current knowledge

and activate relevant schemas prior to teaching new

information. Analogies, metaphors, and comparisons

can be useful in this regard. Schema acquisition is also

facilitated by providing already completed, worked-out

examples prior to asking students to work out entirely

new problems all on their own. Consideration should

also be given to the cultures from which students have

come, in that culture provides a backdrop and context

for their existing schemas. Thus, asking a student to

learn new material in a highly individualized, competi-

tive atmosphere might impede schema development

for a student who comes from a culture that empha-

sizes cooperation, mutuality, and group membership.

Optimally, one wishes to develop schemas that

have maximal flexibility and applicability to a wide

range of situations and contexts. Therefore, it is often

recommended that one attempt to facilitate the devel-

opment of schemas that are not overly constricted to

specific situations. Such flexible schemas may be

acquired through exposure to similar knowledge that

is applied to a range of contexts other than the one in

which learning originally occurred.

The development of more flexible schemas also has

relevance to the emotional responses of students. Thus,

students’ inflexible self-schemas (which have also been

referred to as early maladaptive schemas) tend to be

associated with stronger negative affect, which can

readily interfere with learning. By using a schema-

based approach to students’ dysfunctional schemas and

subsequent behaviors, the school counselor can create

an atmosphere based on a nonpathological model and
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focus on the ways in which a student has learned

inflexible, intensely emotional responses to certain

types of situations. Inflexible schemas can be examined

and moderate, flexible schemas developed to take their

place. Such moderate, flexible schemas are likely to be

associated with less intense emotions and improved

learning.

Charles H. Elliott and Tam Chandler

See also Cognitive Behavior Modification; Cognitive View

of Learning; Culture; Long-Term Memory; Working

Memory
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SCHOOL COUNSELING

School counseling, a crucial component to students’

achievement, is a comprehensive program that facili-

tates students’ academic, career, and personal/social

development within the school setting. Professional

school counselors have a minimum of a master’s

degree in school counseling. In order to facilitate the

development of all students, professional school coun-

selors implement a wide range of therapeutic interven-

tions, including classroom guidance lessons on topics

such as anxiety management and bully prevention,

group and individual counseling, career testing and

planning, parent and teacher consultation, and advo-

cacy for systems change. Research has shown that

these school counseling services improve students’

academic success. School counseling is an important

topic in educational psychology because it promotes

students’ academic, career, and personal/social achieve-

ment in the educational settings of elementary, middle,

and high schools. This entry provides details of school

counseling by (a) reviewing the history of school coun-

seling; (b) explaining the American School Counseling

Association’s National Model for school counseling;

and (c) describing key components of a comprehensive

school counseling program including guidance cur-

riculum, counseling, career development, consulting,

coordination of resources, leadership and advocacy,

promotion of a safe and respectful climate, accountabil-

ity, management of legal and ethical issues, and profes-

sional development.

History

The forerunner of modern school counseling was voca-

tional guidance, a preventive educational approach that

taught students how to deal with life events. In 1908,

Frank Parsons, known as the ‘‘Father of Guidance,’’

founded Boston’s Vocational Bureau, where he helped

young people with career decisions. Concurrently, in

1907, Jesse B. Davis implemented weekly vocational

and moral guidance lessons during English classes in

Grand Rapids, Michigan, which led to a systematized

guidance program in the public schools. The school

guidance movement strengthened as Harvard Univer-

sity began education courses for counselors in 1911;

the National Vocational Guidance Association was

established in 1913; and the Smith-Hughes Act of

1917 funded vocational education in public schools.

Over the 100-year history of school counseling,

program focus and duties evolved in response to

changing trends and needs. In the early 1900s, school

counselors focused on scheduling student courses

that would lead to careers needed in the Industrial

Revolution. In the 1910s, psychometrics became

another focus when guidance workers used the mili-

tary’s Army Alpha and Army Beta intelligence tests

to identify highly capable students. In the 1920s, sec-

ondary school guidance personnel were trained simi-

lar to college personnel because of limited training

programs and thus acquired some administrative and

disciplinary duties, similar to college deans of stu-

dents. In the 1930s, school guidance personnel fol-

lowed E. G. Williamson’s approach of enhancing

normal adjustment by helping individuals to set goals

and teaching them needed skills. In the 1940s, Carl

Rogers’s nondirective emphasis of listening and

accepting clients without judgment resulted in school
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counselors providing client-centered counseling to

students, rather than just guidance.

In the 1950s, after the Soviet Union launched its first

space satellite, Sputnik I, the United States funded the

National Defense Education Act (NDEA). As a result,

school counselors focused on student career testing to

channel students with high math and science abilities

into college. In addition, NDEA funded elementary

school counseling so that talented elementary students

could be identified. The 1960s group encounter move-

ment influenced school counselors to offer small group

counseling. Concurrently, C. Gilbert Wrenn advocated

that school counselors expand their focus to the devel-

opmental needs of all students rather than just the top

or bottom percentage. Hence, the focus shifted to the

developmental guidance approach of promoting positive

individual growth and preventing problems.

Despite declining school enrollment and economic

problems in the 1970s and 1980s, school counselors

continued to expand the developmental guidance focus

to students’ self-understanding and adjustment as well

as career development from kindergarten through 12th

grade. In 1998, Norman Gysbers and Patricia Hender-

son published Developing and Managing Your School

Guidance Program, which provided guidelines for

a comprehensive developmental guidance program. In

the 1990s, multiculturalism became prominent in coun-

seling, inspiring school counselors to pay more atten-

tion to the varying needs of students from different

ethnic and socioeconomic groups.

Spanning from the end of the 1990s through the

new millennium, concerns of school violence, bully-

ing, and crises emerged due to a rash of school shoot-

ings and the September 11, 2001, terrorist attacks.

School counselors responded by focusing on bully

prevention and developing crisis counseling teams.

Because of limited resources, the prominence of man-

aged care within the health care system, and account-

ability requirements of the 2001 No Child Left

Behind policy, school counselors began to focus on

accountability by providing data to prove that inter-

ventions led to student success.

American School Counseling
Association National Model

In order to stabilize the changing focus of school

counseling, in 2003, the American School Counseling

Association (ASCA) developed a national model

to provide consistent, comprehensive guidelines for

school counseling programs and professional school

counselors’ duties that would promote success for all

students throughout the country. A detailed descrip-

tion of the ASCA National Model is provided in The

ASCA National Model: A Framework for School

Counseling Programs, Executive Summary.

The ASCA National Model supports the school’s

overall mission by promoting academic achievement,

career planning and personal/social development. It

serves as a framework to guide states, districts and

individual schools in designing, developing, imple-

menting and evaluating a comprehensive, develop-

mental and systematic school counseling program.

(ASCA, 2003, p. 1)

This approach to school counseling programs benefits

students, parents, teachers, administrators, and the

overall community. It is an integral part of each

student’s achievement. It is systematically delivered

to every student and is not just for high achievers or

at-risk students.

Systematic delivery of the ASCA National Model

encompasses four interrelated components: foundation,

delivery system, management systems, and account-

ability. The foundation is composed of (a) beliefs and

philosophy on which all personnel agree; and (b) a mis-

sion statement that highlights the program’s purpose,

which aligns with the school and district’s mission.

The delivery system entails four methods needed to

systematically deliver the school counseling program

to all students. The first method of the delivery system

is guidance curriculum. The curriculum consists of

structured classroom lessons that provide knowledge

and skills at the appropriate developmental level for

kindergarten through 12th-grade students. The second

method is individual student planning in which pro-

fessional school counselors meet with individual stu-

dents to help them identify goals and future plans. The

third method is responsive services to meet individual

students’ immediate needs through counseling, consul-

tation, referral, peer mediation, or provision of infor-

mation. The fourth method of the delivery system is

systems support via administration and management of

the total counseling program.

The management system, the third component of

the ASCA National Model, incorporates organiza-

tional processes to make sure the counseling program

is aligned with the school’s needs. Agreements about

the school counseling program’s organization and
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goals are negotiated with school administrators. An

advisory council of students, parents, teachers, coun-

selors, administrators, and community members is

established to review counseling program results and

make recommendations. Data are used to decide what

activities are needed to promote students’ academic,

personal/social, and career achievement. Action plans

are developed to achieve every desired competency

and result. These action plans describe in detail the

competencies addressed, activity components, data

indicating the need for the activity, time line, respon-

sible party, evaluation methods, and expected out-

come. School counselors’ time should be carefully

guarded so that 80% of their time is spent on direct

service contact with students. Their duties should be

limited to program delivery rather than noncounseling

activities. Calendars are developed and published so

that students, parents, teachers, and administrators

know the school counselor’s schedule of activities.

Accountability is the final component of the ASCA

National Model. To hold professional school counse-

lors accountable, data are used to link school counsel-

ing activities to student achievement. Results reports

ensure that programs were implemented, analyzed for

effectiveness, and modified for activity and program

improvement. Immediate, intermediate, and long-

range reports are shared with stakeholders. School

counselor performance standards are used to evaluate

the school counselor and school counseling program.

Finally, program audits are conducted to guide future

action within the program.

ASCA’s national standards for student academic,

career, and personal/social development outline com-

petencies that students will obtain or demonstrate as

a result of the school counseling program. Regarding

academic development, students will (a) acquire atti-

tudes, knowledge, and skills for effective learning;

(b) complete school with academic essentials needed

for postsecondary options; and (c) understand the rela-

tionship between academics and career as well as life

in the community. Regarding career development, stu-

dents will (a) acquire skills to investigate work options

and self so that they can make informed career deci-

sions; (b) utilize strategies to achieve future career

goals with success and satisfaction; and (c) understand

the relationship between personal characteristics, edu-

cation, training, and career options. Regarding personal

social development, students will (a) acquire knowl-

edge, attitudes, and skills to understand and respect self

and others; (b) learn to make decisions and establish

and achieve goals; and (c) develop safety and survival

skills. Professional school counselors must ensure that

their programs help students accomplish each of these

competencies.

In order to implement school counseling programs

as described above, school counselors’ duties and

responsibilities must be delineated clearly. Although

professional school counselors are team players, they

cannot be fully effective when they perform noncoun-

seling administrative or clerical activities such as

developing the master school schedule, acting as test-

ing coordinators, providing coverage for classrooms

and detention rooms, disciplining students, or per-

forming clerical duties. Rather, appropriate school

counseling responsibilities include, but are not limited

to, the following:

• Implementing individual student academic programs
• Analyzing and conveying cognitive, aptitude, and

achievement tests
• Counseling students with disruptive problems
• Collaborating with teachers on stimulating guidance

curriculum lessons
• Analyzing grade point averages and achievement tests
• Interpreting student data
• Consulting with teachers on study hall management
• Collaborating with the school principal on resolving

student issues

A detailed description of school counselors’ essen-

tial functions follows.

Key Components

Developmental Classroom
Guidance Curriculum

Professional school counselors implement a develop-

mental classroom guidance curriculum to all students

in an effort to prevent problems in students. The curric-

ulum addresses common concerns that are identified

by needs assessments of students, faculty, and parents

as well as national standards related to academic,

personal/social, and career development. Professional

school counselors present structured, planned lessons

to a large group of students to meet students’ devel-

opmental needs. Topics of typical guidance lessons

include the following:

• Academic skills support
• Organizational, study, and test-taking skills
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• Education in understanding self and others
• Coping strategies and crisis management skills
• Peer relationships and effective social skills
• Communication, problem solving, decision making,

conflict resolution, and bullying prevention
• Career awareness, exploration, and planning
• Substance abuse education
• Multicultural/diversity awareness

Although the topics may remain the same across

school levels, developmental approaches vary based

on school level as toys and puppets may be used in

elementary school whereas games and role-playing

may be used in secondary schools.

Counseling

When students need more intensive help beyond

classroom guidance lessons, school counselors pro-

vide small group counseling and individual counsel-

ing. During small group counseling, professional

school counselors meet with two to eight students at

a time to provide therapeutic intervention that meets

participants’ individual and common goals. In ele-

mentary schools, typical goals include improving

social skills and general behavior, adjusting to family

changes of divorce or death, or resolving underlying

personal problems that interfere with academic suc-

cess. In secondary schools, typical goals include stu-

dent success skills and career decision making.

Professional school counselors employ group counsel-

ing skills of facilitating open communication, linking

group members together, providing feedback on inter-

actions, confronting disruptive behavior, and encour-

aging positive interaction with other members.

When providing individual counseling to a student,

professional school counselors may follow a particu-

lar counseling theory such as person-centered (Carl

Rogers); Adlerian (Alfred Adler); reality therapy

(William Glasser); or cognitive behavior therapy

(Aaron Beck, Donald Meichenbaum, G. Terence

Wilson). However, many professional school counse-

lors are eclectic and use skills from various theories

to meet an individual student’s needs. In secondary

schools, solution-focused counseling (Steve de

Shazer, John Murphy) provides a quick and simple

approach of helping students focus on small changes

and reasonable goals. The steps are as follows:

1. Establish a cooperative, change-focused relationship.

2. Develop small, meaningful goals.

3. Encourage students to do more of what works and

use their resources.

4. Change the ‘‘doing’’ by trying a different strategy

or changing location, frequency, intensity, or

sequence of behavior; and change the ‘‘viewing’’

by seeing it from a different perspective.

5. Evaluate and maintain progress.

In elementary schools, play therapy or ‘‘counseling

with toys’’ (Garry Landreth) allows students to express

their feelings, thoughts, and behaviors and resolve con-

flicts through their natural medium of communication,

play. Professional school counselors create a safe envi-

ronment with specially selected toys and provide thera-

peutic responses of tracking play behavior, reflecting

feelings and content, returning responsibility, encourag-

ing, building self-esteem, setting therapeutic limits,

facilitating understanding, and expanding the meaning

of the child’s play. Numerous research studies have

demonstrated that play therapy decreases children’s

behavior problems and increases their mental health,

which in turn helps them succeed at school.

Career Development

Career development and guidance in the schools is

based on the goal that each student will complete high

school prepared for a variety of workplace and post-

secondary options, including 2- and 4-year colleges,

technical schools, or military service. Career develop-

ment begins in preschool and continues beyond high

school. According to Edwin Herr and Stanley Cramer,

children often make a tentative commitment to a voca-

tion in the first 6 years of school. Elementary school

counselors focus on career awareness that transcends

socioeconomic levels and gender roles. Common

career awareness activities are career days, in which

parents and community members present information

on their careers; field trips to local industries, banks,

hospitals, stores, and so on; and videos of a wide

range of careers. Middle school counselors focus on

career exploration. They help students explore work

options in light of their own strengths, weaknesses,

interests, talents, and skills. Middle school students

are taught how to use computerized career informa-

tion delivery systems to conduct assessments and

occupational searches and obtain occupational and

educational information. High school counselors focus

on career planning by linking students’ interests and

skills with occupational and educational options. They
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provide students with information, emotional support,

reality testing, and planning strategies. High school

students benefit from experiential activities such as

attending a career fair, visiting a college campus, com-

pleting financial aid applications, and participating in

a career internship. High school counselors must also

give specific care and information to students who are

potential high school dropouts.

Consultation

Consultation is the process in which professional

school counselors (consultants) assist teachers, par-

ents, administrators, and community members (con-

sultees) with problems related to a student and the

system (client system). Typical consultation issues

include teachers’ management of students’ classroom

behavior and teaching strategies for students with dis-

abilities, parents’ discipline of unruly children and

motivating their children to do homework, administra-

tors’ concerns regarding low-performing teachers or

decreasing violence and prejudice at school, and com-

munity members’ desire to mentor students or provide

resources.

Michael Dougherty described a generic model of

consultation with four stages. During the entry stage,

the school counselor (consultant) enters the relation-

ship with the consultee by discussing roles, agreeing

for action, and communicating confidentiality. In the

diagnosis stage, the consultant assesses the consultee

characteristics that may have an impact on the prob-

lem, the client characteristics, and the environment.

Together, they clearly define the problem and develop

measurable and realistic objectives. In the implemen-

tation stage, the school counselor and consultee select

acceptable strategies and identify resources within the

system. The strategies are implemented, the consul-

tant observes and gives feedback, and strategies are

adapted and adjusted as needed. In the disengagement

stage, the consultant and consultee evaluate the effec-

tiveness of the strategies in resolving the problems.

Finally, they terminate the consultation by discussing

the ending, gradually reducing involvement, and con-

ducting a summary conference.

Coordination and Resource Management

Professional school counselors coordinate and

manage resources to meet various needs of students,

teachers, and parents, such as the need for a mentor,

clothing, classroom supplies, computers, and so on.

Clearly, professional school counselors cannot directly

meet all students’ needs alone. However, they can

coordinate resources provided by parents, teachers,

human service agencies, community members, and

business partners. For example, the Parent Teacher

Association may be able to organize a clothing closet,

tutoring, and parent education classes. Business part-

ners may be willing to provide career mentors

and funding for new computers. Professional school

counselors maintain resource lists and contacts with

human service agencies such as after-school boys

and girls clubs, a domestic violence shelter, public

health clinics, and so on. Training peer mediators to

help resolve student conflicts is also an effective use

of resources. In doing so, discipline referrals are

decreased and a positive attitude toward school is

increased.

Leadership and Advocacy

Professional school counselors are collaborative

leaders and advocates within the school system. As

part of the leadership team, professional school coun-

selors actively participate on school improvement

teams to create a system in which all students can

experience academic, career, and personal/social suc-

cess. Professional school counselors are also leaders

by working in partnership with principals and other

key stakeholders, creating a positive school climate,

conducting staff development for teachers, developing

high aspirations in students, and using technology to

track data.

Professional school counselors are advocates who

question the status quo, challenge rules and regula-

tions that deny student access, protest changes that

hinder underrepresented groups, empower people who

need strength, and promote needed changes in the sys-

tem. They work to close the achievement gap for low

socioeconomic students and minority students of color

who have lacked support in achieving at the same aca-

demic level as majority White students. They advocate

for these students by removing barriers that prevent

their achievement in rigorous academic courses such as

calculus, chemistry, or Advanced Placement English.

Professional school counselors also advocate for safer

school environments for students and teachers perse-

cuted and oppressed because of their sexual orientation.

For example, they may sponsor a Gay/Straight Alliance

student group.
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Promotion of a Safe and
Respectful School Climate

Given numerous acts of school violence and fed-

eral mandates for safe and drug-free schools, profes-

sional school counselors must promote a safe and

respectful school climate. Bullying is the most com-

mon form of school violence. Sexual harassment is

another major concern of the majority of students.

According to Carolyn Stone and Carol Dahir, risk fac-

tors for this type of violent behavior include alien-

ation, depression and anxiety, destructive behavior,

gang involvement, bias and prejudice, and use of

drugs. In order to address this, professional school

counselors provide guidance lessons on respect and

bully prevention, train teachers to be sensitive to

alienated and troubled students, ask all stakeholders

to contribute to a respectful environment, and build

positive relationships with students who are victims

and perpetrators. In addition, the U.S. Department of

Education stated that positive school climates can be

created by (a) building a solid foundation for all chil-

dren, (b) identifying and providing intensive interven-

tions for at-risk students, (c) involving community

members and agencies in creating a safe school

environment, and (d) integrating character educa-

tion across the content area. Professional school

counselors are leaders in convening stakeholders in

developing a schoolwide anti-bullying policy that

includes clear definitions and disciplinary actions.

This policy should be frequently communicated to

students, parents, teachers, and administrators. Both

teachers and parents should be trained in early warn-

ing signs and involved in school violence prevention

programs.

Accountability

Rather than asking, ‘‘What do school counselors

do?’’ the more important question is, ‘‘How are stu-

dents different because of what school counselors

do?’’ To answer this question, professional school

counselors highlight the success of their school coun-

seling program through result-based accountability.

For example, professional school counselors may

report that as a result of their anti-bullying program,

90% of the student population can recite the school

anti-bullying policy, and as a result of their peer

mediation program, 30% more students used peer

mediators to resolve conflicts. Professional school

counselors also use critical data elements, such as

attendance rates, discipline referrals, graduation rates,

and standardized test scores, to demonstrate the effec-

tiveness of their programs. Stone and Dahir recom-

mended that professional school counselors use the

following six-step accountability process:

1. Connect the school counseling program with the

school’s mission and improvement plan.

2. Identify and examine critical elements of available

data to the school’s mission.

3. Analyze critical data elements to establish baseline

and set goals.

4. Involve stakeholders in defining target results and

strategies to improve the data.

5. Reanalyze the data to see if target goals were met

and to reassess strategies.

6. Educate internal and external stakeholders by dis-

seminating the data.

Management of Legal and Ethical Issues

Professional school counselors must manage numer-

ous legal and ethical issues. Laws dictate minimum

standards of behavior tolerated by society, whereas

ethical standards, established by the ASCA, represent

ideal aspirations of counselors. Frequently, laws and

ethical codes contradict each other. For example, pro-

fessional school counselors are required by state law to

report child abuse to designated authorities. This law

supersedes the ethical standard of maintaining confi-

dentiality (i.e., respecting clients’ right to privacy). In

this example, professional school counselors balance

adherence to laws and ethics by providing students

with informed consent (i.e., ensuring that students

understand the legal limits of confidentiality before

counseling begins).

Other pertinent legal codes that professional school

counselors must follow are (a) Public Law (P.L.)

94–142, the Education of All Handicapped Children

Act of 1975, which ensures the free, appropriate pub-

lic education of all children in the least restrictive

environment; (b) Title IX of the Education Amend-

ment Acts of 1972, which prohibits discrimination on

the basis of gender; (c) Title II of the Education

Amendment Acts of 1976, which ensures equal access

to vocational education to both men and women;

(d) P.L. 93–380, the Family Educational Rights and

Privacy Act of 1974 (Buckley Amendment), which

gives parents and students access to their entire
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educational record; and (e) the No Child Left Behind

Act of 2001, which states that all students will reach

high standards of proficiency or better in reading/

language arts and mathematics and will be taught by

highly qualified teachers. Professional school counse-

lors must also be familiar with state laws regarding

issues such as privileged communication, HIV report-

ing, parental consent for abortions, and so on.

The ASCA has established ethical standards for pro-

fessional school counselors (available at http://www

.schoolcounselor.org) that address issues such as confi-

dentiality, dual relationships, student records, parent

rights, professional relationships, and so on. Common

ethical dilemmas that professional school counselors

encounter are (a) maintaining students’ confidential-

ity while respecting parents’ rights for information,

(b) stressing the importance of confidentiality to stu-

dents in group counseling but informing them it cannot

be guaranteed, (c) following the duty to warn or protect

when others report that a student made suicidal or

homicidal ideations, (d) responding to a student’s

request to get an abortion when she states that her par-

ents are against it, and (e) intervening when a student

alleges sexual harassment or racial discrimination by

a teacher who states that it did not happen.

In order to resolve such ethical dilemmas, profes-

sional school counselors use an ethical decision-

making model that typically includes the following

steps:

1. Identify the problem by gathering information and

examining facts.

2. Consider state law, the ASCA Code of Ethics, stan-

dard of practice, school district policy, and the best

interests of the client.

3. Determine the nature and dimensions of the prob-

lem in light of moral principles of autonomy,

beneficence (doing good), nonmaleficence (doing

no harm), justice, and loyalty.

4. Generate a potential course of action.

5. Consider the consequences of all options.

6. Evaluate the selected course of action and seek

consultation.

7. Implement the course of action.

Professional Development

Because professional school counselors are entrusted

with a demanding role and numerous responsibilities,

they must renew themselves through professional devel-

opment and personal wellness. They regularly partici-

pate in professional development activities such as

joining professional organizations (e.g., the American

School Counseling Association and the American

Counseling Association), reading professional journals

(e.g., Professional School Counseling or Journal of

Counseling and Development), attending state and

national conferences, obtaining advanced training via

workshops or graduate courses, and seeking supervision

from a seasoned school counselor. Professional school

counselors also promote their personal wellness by nur-

turing family relationships, taking vacations to rest and

relax, developing friendships with positive colleagues,

exercising regularly and eating healthy, engaging in

spiritual rituals such as prayer or meditation, and read-

ing for fun.

Professional school counselors fulfill a crucial role

in promoting students’ academic, personal/social, and

career achievement. They possess positive attitudes,

knowledge, and skills to provide developmental guid-

ance lessons, counseling, consultation, coordination,

leadership, advocacy, and accountability. School coun-

seling is an exciting, demanding, and fulfilling pro-

fession for energetic, compassionate, and organized

professionals who desire to have a positive impact on

students, school personnel, and the community.

Jennifer Baggerly

See also Eating Disorders; Gifted and Talented Students;

Individual Differences; Personality Tests
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SCHOOL DESIGN

School facilities—the physical settings that contain

and support teaching and learning—play an important

and underappreciated role in providing effective con-

ditions for learning. National and international reports

on the current state of the physical infrastructure of

schools make it clear that the deteriorating quality

of the physical environment is affecting the quality of

educational delivery. Because of their age, now well

over an average of 42 years, school buildings do not

always contain what is now considered the essential

components for a good learning environment. There

is arguably an ample body of evidence that school

environments influence a number of student behaviors

and attitudes that influence educational outcomes.

Although there is some skepticism about the rela-

tionship between building condition and educational

outcomes, recent studies have found significant

correlations between building condition and academic

achievement. Systemic, schoolwide educational reforms

place urgent demands on school buildings originally

designed for an industrial-age disciplinary mass institu-

tion. Other factors include the needs of a growing ethnic

diversity of the student body, ever-present overcrowd-

ing, community education, and information and commu-

nications technology.

The 1960s witnessed one of the most dramatic

educational reform movements in U.S. history with

the experimentation of open education, community

education, middle schools, and alternative and magnet

schools, with innovations in school design led by

the Educational Facilities Laboratory, or EFL. One of

EFL’s most influential innovations was the develop-

ment of the open plan school design, a concept that

influenced the design of thousands of schools from

the late 1950s through the early 1970s. Schools were

planned with large, open, flexible spaces adaptable to

team teaching and small group and individualized

instruction that characterized open education. Open

education, it was argued, provided more educational

opportunities for children, provided freedom and auton-

omy for self-directed study, required less guidance

by the teacher, and helped foster self-responsibility.

Almost immediately, however, teachers complained of

noise and visual distractions in these open plan schools.

Hundreds of educational research studies were per-

formed to determine the validity of open plan schools

with inconclusive and controversial results. This period

marks the most extensive empirical research conducted

on educational environments and as such is a starting

point for understanding the role of physical environ-

ments, good or bad, on teaching and learning.

The middle school concept, first conceived of in

the 1960s, was a philosophy that challenged the junior

high school model and advocated for the developmen-

tal needs of young adolescents—a balance of child-

centered, supportive instruction of the elementary

school with the subject-oriented teacher specialization

of the high school. Middle school teachers formed

a small interdisciplinary team that comprised a family

of between 100 and 120 students. Gaining popularity

in the 1980s and 1990s, the middle school concept

spawned a whole new generation of school design

that attempted to group students in ‘‘families’’ con-

tained in ‘‘pods’’ or ‘‘houses.’’ Pod plans were first

developed in the 1960s, whereas the house plan has

a more recent history, being most fully developed in

the late 1980s. House plans, it is argued, foster a sense

of community for academics while providing larger

common spaces such as libraries; media centers;

administrative functions; and gymnasia and special

programs such as art, music, computer instruction,

and language arts. The house may include anywhere

from four to eight self-contained classrooms oriented

toward a centralized resource center and supported

with a specialized classroom, teacher offices, small

seminar rooms, and other support spaces. Currently,

the house plan concept is being applied to secondary

environments as well, as a response to advances in

self-directed learning, interdisciplinary instruction,

and the desire to form smaller learning communities

in very large high schools. The residential metaphor

of the house has been extended to include the ‘‘neigh-

borhoods’’ and ‘‘main streets’’ in high school design,

thereby extending the notion of a community of

learners.

School designs continue to respond to changes in

education. Some innovations in school design, such as

self-directed learning environments, are just now find-

ing acceptance in education. Other innovations, such as

wireless computing, are completely unprecedented and,

in many ways, are driving a new set of changes. The

characteristics of a new 21st-century school facility are
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starting to emerge as a school that intentionally sup-

ports academic achievement, is personalized to the

needs of the learner, is designed for multiple intelli-

gences of learners, authentically engages the commu-

nity, is flexible to adapt to multiple pedagogies, is

sustainable and high performance, acts as a three-

dimensional textbook, supports outdoor learning, is

technology-rich on site and at a distance, and is contin-

uously monitored through evaluation. Several of the

emerging and interconnected themes in school design

that are covered here include the advent of school

designs for smaller learning communities, collaborative

learner-centered environments, the role of community

partnerships and joint-use agreements in school plan-

ning, the impact of technology on school design, and

a trend toward high-performance schools.

There is an intense interest and rapid growth in the

creation of smaller school environments in the United

States, either by building smaller school buildings or

by restructuring larger school buildings into a number

of schools-within-a-school.

The literature on the effects of school size on a vari-

ety of school outcomes indicates that participation

in school activities, extracurricular activities, student

satisfaction, number of classes taken, and community

employment have all been found to be greater in small

schools relative to large schools. Smaller schools may

have a positive influence on achievement, school

climate, and student connectedness, thereby reducing

disciplinary problems, incidents of vandalism, truancy,

drug use, and drop out rates. Defining what con-

stitutes the optimal organizational size and structure for

schools-within-a-school is still an open question. School

size research most often refers to the size of the student

body, with large being defined as anywhere from 1,000

to 2,000 or more students in secondary schools, and

small being considered anywhere from 100 to 600

students in elementary and even secondary settings.

The school design that emerged out of the middle

school movement, the house plan (e.g., putting a small

family of 100–120 students and their teachers into

groupings of classrooms), serves as the core model for

what is now called the ‘‘neighborhood’’ plan for the

learning ‘‘community.’’ The goal is the same, to break

down the scale of the school organization into manage-

able groups of learners to create a natural sense of

belonging, connectedness, and caring. An important

characteristic of schools-within-a-school is that each

school has a distinct administrative entity. Several

models that are emerging include vertical houses,

ninth-grade houses, and special curriculum houses. The

vertical house plan assigns several hundred students

and their teachers, grades 9–12, to a single house. The

ninth-grade house plan provides an environment for

ninth graders to ease the transition into high school.

The special curriculum house plan organizes students

into houses based on special interests or needs.

Another educational trend to which school designers

are beginning to respond is classroom environments

that emphasize active, self-directed, project-based,

collaborative, or cooperative learning strategies over

traditional, lecture-oriented, discipline-focused, teacher-

centered instruction. Collaborative learning is a peda-

gogy that prepares learners for the changing learning

expectations in the real world through an active learning

process that teaches thinking critically, solving pro-

blems, working in teams, negotiating, reaching consen-

sus, using technology, and taking responsibility for

one’s own learning. Self-directed learning, or the pro-

cess of learning on one’s own, has long been seen as

a natural and primary mode of adult learning in which

personal growth is the primary goal. Growth outlines

the stages of the student–teacher relationship leading to

self-directed learning: from dependence on the authority

of the teacher; to interest, with the teacher as motivator;

to involvement, with the teacher as facilitator; to fully

self-directed, with the teacher as consultant or delegator.

Public school educators who espouse self-directed

learning tend to use teaching tools such as individual-

ized, or personalized, learning plans; contracts; and

advisories to frame either individual learning method.

School planners and architects have developed

a variety of school designs that support personalized,

self-directed learning. Wolff identifies a number of

design features that may support learning in groups,

including variable-sized spaces that are easy to change

to support several learning activities within the same

space and to encourage integration of courses and

programs; individual work spaces that can be personal-

ized, thus providing a sense of ownership and responsi-

bility for one’s own learning; and faculty team spaces

with adjacent material preparation areas and meeting

space that encourages team teaching, mentoring of

faculty, and collaboration. Functional spaces could

include presentation spaces for individuals and teams

to demonstrate their learning and share knowledge

acquired within the larger learning community; class-

room spaces for direct instruction of concepts, content,

and skills; process galleries or studios that allow for

the display of ongoing projects to showcase concept
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development; project space that provides a variety of

work surfaces, storage space, and access to technology

to encourage critical thinking, problem solving, and

teamwork; a home base for the gathering of learners

and faculty to seek assistance and resources or hold

group discussions; informal, nonclassroom learning

spaces such as study spaces, lounges, and outdoor

spaces to provide areas for socializing and serendipi-

tous meetings that can foster creative thought and solu-

tions to problems; and a collaboration incubator or idea

generation space to support creativity, teamwork, and

prototyping of concepts, activities that can also encour-

age the involvement of local employers in the develop-

ment of projects.

Another trend, that of high-performance schools

(e.g., green, or sustainable), aims to support students

and teachers to perform at their highest potential

by being comfortable, healthy, safe, environmentally

sound, and economically operational. The concept of

the high-performance school integrates the environmen-

tal sustainability and building performance movements,

which are concerned ultimately with the sustainability

of the human species and the impact of our species on

the planet. Ninety percent of our lives are spent indoors,

with students and teachers spending more than 2,000

hours a year in school buildings alone.

Designing high-performance buildings can have

a direct influence on learning through designing and

maintaining a healthy and safe indoor environment,

providing acoustical comfort, optimizing natural light,

sharing community resources, and using the school

building as a learning tool.

Children are the most vulnerable population with

regard to the quality of the indoor environment because

of their physical and cognitive developmental needs.

Problems with indoor air quality and ventilation in con-

cert with temperature and humidity can have profound

effects on student and teacher physiology and psychol-

ogy. Poor indoor air quality has been associated with

the rise of a variety of pollutants, mold growth, and

chemicals that can spread disease and result in a worst-

case scenario of sick building syndrome. Increases in

carbon dioxide simply from human respiration as well

as other contaminants, if not ventilated, can cause

sleepiness, increased mental fatigue, and decreased

alertness, leading to a lack of concentration and focus

on learning. According to the American Lung Associa-

tion, more than 4.8 million school-aged children suffer

from asthma in the United States. Prolonged exposure

to these contaminants in a poorly ventilated building

may lead to allergies, headaches, dizziness, and

asthma, resulting in increased absenteeism. It is esti-

mated that students are absent nearly 10 million school

days/year due to illness caused by indoor environmen-

tal quality problems in schools. Providing proper venti-

lation, by designing increased ventilation rates as well

as providing operable windows in every space, alone

may improve many of the health concerns as well as

performance and teacher retention concerns in many

schools. Acoustics are well known to influence student

performance. Children who are still developing their

speech perception have a more difficult time hearing

than do adults, with nearly 20% of children experienc-

ing hearing loss. Heating, ventilation, and air condi-

tioning equipment is known to be one of the biggest

contributors of noise pollution in buildings. Excessive

noise both inside (other students, other classrooms,

hallways, and equipment) and outside (street noise) the

classroom can cause stress in students, as measured by

increased blood pressure, creating the inability to con-

centrate on cognitive tasks. The cumulative effect of

excessive noise can result in decreased achievement on

reading and other tests, as well as increased issues with

behavior, attention, and concentration. Recommenda-

tions of the American Society of Heating, Refrigeration

and Air Conditioning Engineers as well as the Acousti-

cal Society of America, Working Group on Classroom

Acoustics, suggest no more than 35 decibels (dB) back-

ground noise and 0.6–0.7 reverberation times with the

teacher voice at 50–65 dB means a target signal to noise

ratio of at least 15dB.

It is well known scientifically that natural light can

have positive psychological and physiological effects

on humans. Natural daylight stimulates hormones that

regulate various body systems and mood. Brighter,

continuous-spectrum light within a building can increase

visibility, enhance alertness, reduce eyestrain, and

improve mood. These physiological and psychology

effects have been found to lead to better performance

in a few recent studies.

A very small investment in first costs of building

can have an enormous impact on the cost of running

an organization by decreasing absenteeism due to

various building-related sicknesses that may lead to

better student and teacher health, satisfaction, teacher

retention, and student performance.

Jeffrey A. Lackney

See also Charter Schools; Learning Style
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SCHOOL READINESS

School readiness can best be defined as a psychological

state in which the child is prepared for or ready to

engage in and benefit from the formal and informal

learning experiences, both academic and social, that

organized education provides. Determining exactly

what this preparedness entails, the extent to which it is

active or passive, and where specifically it originates,

however, introduces considerable complexity into the

definition of readiness. For some, readiness is a function

of the school environment and expectations, academic

and otherwise, that schools have for children as they

begin formal elementary education. For others, school

readiness is determined by children’s social skills and

ability to interact in appropriate and meaningful ways

with peers and teachers in the school environment. For

yet others, school readiness is dependent on children’s

knowledge, including verbal ability, letter and number

knowledge, and other aspects of acquired information

important for learning in school. And for yet others

again, school readiness is defined primarily in terms of

children’s cognitive and emotional self-regulation abili-

ties; the ability to focus attention, to take turns, and to

regulate behavior in various ways.

Each of these perspectives on readiness has merit

and has been validated to some extent in studies of

children’s progress in school. Studies examining school

expectations indicate that when enrolled in schools that

implement strategies to introduce children and families

to schooling prior to school entry, children achieve at

higher levels and are better adjusted to school than are

comparable children in schools without transition prac-

tices. Similarly, studies of social skills as aspects of

readiness have indicated relations between children’s

social competence, friendship quality, relationships

with peers and teachers, and children’s academic

progress and social-emotional adjustment to school. As

well, studies of cognitive abilities such as general

intelligence, knowledge of letters and numbers, and

language comprehension and production indicate asso-

ciations between these aspects of cognition, particularly

language development, and academic achievement in

the early elementary grades. And studies of cognitive

and emotional self-regulation skills, including aspects

of temperament, attention, and emotion regulation,

have shown that children who are better regulated both

prior to and following school entry achieve academi-

cally at higher levels and are perceived by parents and

teachers to be well adjusted to school.

Given evidence in favor of multiple perspectives

on school readiness, the construct is best understood

as a complex developmental phenomenon, the product

of multiple interacting systems or levels of influence.

Within the systems approach to complex phenomena,

characteristics of the child that predispose to high or

low levels of attributes important for school readiness,

such as basic knowledge or cognitive and social-

emotional competence and self-regulation abilities,

are the product of interacting genetic, physiological,

and family variables that in turn influence and are

influenced by characteristics of the early school envi-

ronment and children’s experiences in that environ-

ment. Accordingly, readiness is an emergent process
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that must be uniquely considered for each individual

child, rather than as an abstract standard or level of

attainment that is universally applicable to all children.

Although the systems view provides an accurate

conceptual depiction of the nature of school readiness,

the complexity of the approach limits its applicability

to specific efforts to promote school readiness among

children at risk for early school failure. The promo-

tion of readiness is essential if children are to benefit

from a free and universal public education. At the turn

of the 21st century, however, more than one half of

a representative sample of U.S. kindergarten teachers

reported substantial concerns about the readiness of

their students. Furthermore, in a similar survey, tea-

chers reported that they believed the primary obstacle

to children’s progress in kindergarten and the early

elementary grades to be difficulty with paying atten-

tion, following directions, taking turns, and becoming

meaningfully engaged in learning activities.

The emphasis in readiness that teachers voice

reflects a concern with the psychological processes

by which children are engaged in and motivated

by learning experiences. The emphasis concerns the

maintenance of an optimal level of arousal through

which children are able to appropriately sustain and

shift attention, to regulate both positive and negative

emotions, and to engage in meaningful interpersonal

interactions with teachers and fellow students. Signifi-

cantly, it should be noted that a focus on motivation

and engagement in readiness assumes that experiences

in the classroom are motivating and engaging. Meet-

ing this assumption, the priority of all early elemen-

tary classrooms, allows for a focus on processes

internal to the child that can, to some extent, encom-

pass emphases on social-emotional and cognitive abil-

ities as aspects of school readiness. In theory, children

who exhibit effective self-regulation are more likely

to engage in purposeful social interaction with tea-

chers and peers, acquire and apply information con-

veyed in learning situations, and develop a sense of

self as an efficacious and successful student. Such

a propitious cycle of regulation, interaction, knowl-

edge acquisition, and sense of agency or efficacy as

a student can perhaps serve as a schematic for the

type of experience for which children should be ready

and should and frequently do encounter in the early

elementary grades.

A focus on readiness as self-regulation also offers

the possibility for a definition of the phenomenon

that allows for the recognition of influences ranging

from the neurobiological to the neighborhood and

community. Neurobiologically speaking, the age at

which children typically enter formal schooling is one

in which there is considerable change in the neural

basis for self-regulation. Areas of the brain associated

with complex reasoning and with emotional arousal,

emotion regulation, and motivation are developing

rapidly and in interaction during the preschool and

early school years, and as such they are influenced by

the types of experiences that children encounter in

social and learning environments. Logically speaking,

of course, school entry occurs at a time in which chil-

dren are, on average, developmentally ready for the

expectations of formal schooling—for sustained inter-

actions with others on specific topics and activities

that require the application of diverse cognitive and

emotion regulation skills and abilities. Such develop-

mental readiness, however, can be capitalized on only

if schools provide the types of environments and

experiences that support children’s developing self-

regulation abilities and nascent attempts at engaged

and purposeful learning. In particular, such develop-

mental readiness can perhaps be capitalized on only if

children have adequate opportunity for self-direction

in early school experience, including the opportunity

for adequate amounts of play, including rough-and-

tumble play. Given the multidimensional nature of

school readiness, any attempt to define the phenome-

non narrowly and to promote it through the imple-

mentation of specific strategies in isolation from other

influences, such as a focus on academic but not social

aspects of readiness, is unlikely to be successful.

Clancy Blair

See also Individual Differences; Learning; Maturation
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SCHOOL RESOURCES

School resources are inputs into the education pro-

cess, such as staff, buildings, and materials. This entry

examines the definition of resources, their allocation

and use in schools, and the relationship between

resource use and outcomes.

Resources and Their Role in Learning

Real resources are the human and physical inputs

used in education; monetary resources are the finances

used to purchase real resources. A common indicator

of national effort in providing education is the pro-

portion of gross domestic product (GDP) spent on

schools. In 2002, on average, Organization for Economic

Co-operation and Development (OECD) countries spent

3.8% of GDP on primary, secondary, and postsecondary

nontertiary institutions. This ranged from a maximum of

5.7% in Iceland to 2.6% in Turkey. There is a tendency

for poorer OECD countries to spend a smaller percentage

of GDP on schools than richer countries. The average

for 19 OECD partner countries (18 middle-income devel-

oping countries plus Russia) was very similar in 2002

at 3.9%, but the range was much wider, from 1.2% in

Indonesia to 8.7% in Jamaica. Commonly used, real,

comparative resource measures are pupil-staff ratios,

average class size, and students per computer.

Resources are used to provide teaching and learn-

ing for pupils and therefore are judged in relation to

pupil outcomes. These outputs or outcomes of school-

ing are pupils’ cognitive attainment measured by tests

and examinations, pupils’ progress to further levels of

education, and earnings over their working life attrib-

utable to their education. In addition, school education

can produce nonmonetary benefits for individuals

and society, such as better health, better parenting,

reduced crime, more active participation in commu-

nity life and democratic politics, and greater social

cohesion. Some of these benefits are private, as they

accrue to the individual alone, whereas others are

public benefits accruing to society as a whole. Thus,

resources are analyzed as inputs into the schooling

process and studied as part of an input-output system.

The relationship between real resources and school

outputs is mediated by school context and processes of

social interaction within schools. Contextual variables

include the policy and governance framework within

which schools operate, the locality and community the

school serves, and the characteristics of its student body.

Pupil characteristics, both inherent and those acquired

through family upbringing and any previous schooling,

determine a larger proportion of a pupil’s cognitive

attainment than the effects of the school itself, which also

depend on the characteristics of the peer group. Thus, an

additional and very important resource is the school’s

pupils as well as the characteristics—both individual and

collective—that they bring to the school. When schools’

outputs are measured after controlling for pupils’ prior

attainment and/or family characteristics and school con-

text, this measure of output is known as ‘‘value added.’’

Criteria for Assessing Resources

Four main criteria are applied in assessing resources—

adequacy, transparency, equity, and efficiency.

An adequate amount is sufficient resources to pro-

vide a specific standard of education. One way of

assessing adequacy is to determine if per-pupil fund-

ing in one area is less than the average in other areas.

More specifically, adequate funding is defined as the

amount required to achieve defined standards for chil-

dren with specific learning needs, because those with

greater learning needs—often, but not exclusively,

associated with social disadvantage—require more

resources to achieve a given standard.

Transparency requires publicly accessible informa-

tion on the resources each school receives and how it

uses these resources for educating specific groups and

individuals. Absence of transparency is associated with

lack of accountability for the use of public funds and also

with corruption, a particular problem in many develop-

ing countries. The World Bank has promoted Public

Expenditure Tracking Surveys, which track the flow of

resources from central government through the adminis-

trative layers down to school level. This reveals the

extent to which corruption and mismanagement divert

resources intended for public schools into private uses.

Equity refers to the fairness, as judged by impartial

observers, with which resources in education are allo-

cated and used. Horizontal equity is the equal resour-

cing of pupils with similar characteristics or learning
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needs, whereas vertical equity refers to the unequal

funding of students according to differences in their

needs. For example, vertical equity requires students

with learning difficulties to have disproportionately

more resources devoted to them.

Efficiency is the relationship between inputs and out-

puts and can be assessed only by comparing schools. A

school is internally efficient in comparison with other

schools if, for a given cost, it produces the highest fea-

sible educational attainment for its pupils. To obtain an

accurate and fair measure of efficiency, inputs must

include pupils’ prior attainment and/or family charac-

teristics. Internal efficiency compares the inputs used

by schools with measures of output, but does not

attempt to assess the social value of schools’ outputs.

In contrast, external efficiency is the relationship

between the social value of school outputs and input

costs. Given that school outputs in the public sector are

not sold in markets and hence do not have market

prices, there is no direct measure of their value, apart

from the increase in earnings of schools’ graduates that

can be attributed to their schooling and not to other

factors, such as ability or family background.

Resource Allocation

Resources are allocated to schools by either the public

or the private sector. Public funding is mainly for

state schools, but it is also provided for private-sector

schools, often those with religious affiliations. Private

schools may be funded by charities, but most raise the

majority of their finances by fees. In developed coun-

tries, public schools are free to parents, although

countries vary in charging for uniforms, equipment,

and textbooks. In some developing countries, where

public funds are inadequate, parents are charged fees

for public schools. Clearly, the extent to which par-

ents have to supply the resources required by schools

affects demand for school places and makes it difficult

for poorer parents to afford schooling. Hence, the pro-

vision of free public schooling of reasonable quality is

vital for ensuring access for all social groups. In coun-

tries where weak states cannot secure adequate tax rev-

enues or run moderately efficient school systems so as

to provide universal access to schools of reasonable

quality, it is argued—controversially—that private pro-

vision can fill the gap for low-income children.

In OECD countries, on average, 18% of total

expenditure on schools was raised by the private sec-

tor, varying from zero in Sweden to 68% in South

Korea—which Programme for International Student

Assessment data show is a country with relatively

high educational attainment equity. In the 19 partner

countries, an average of 28% of spending was pro-

vided by the private sector, ranging from 95% in

Indonesia to 10% in Malaysia.

Resource allocation to public schools varies from

being highly centralized to largely decentralized, with

a movement toward greater decentralization in the

past 20 years. In a highly centralized system, a central

or regional government allocates resources in kind to

schools. The government appoints staff, provides

physical resources such as books and equipment,

directly pays for utilities, and maintains school build-

ings. In a decentralized system, the school is allocated

financial resources as a lump sum budget, usually

determined by a formula in which the number of stu-

dents is a major, but not sole, element.

The school principal or school council, advised by

the principal, is responsible for allocating the school

budget for educational purposes. The school decides

on its staffing establishment; appoints and dismisses

staff; and pays for all building operation costs, learn-

ing resources, and other services, such as educational

psychology. Decentralized school finance systems

are likely to be more efficient than centralized ones.

Per-student funding gives schools incentives to

improve quality in order to attract parents. Resource

utilization decisions at the school level provide incen-

tives for schools to save on unnecessary expenditures

and switch money into resources that will better serve

the educational needs of their students, about which

schools have superior information than more distant

education authorities. However, social equity can be

undermined by schools skimming off more able stu-

dents, leading to greater social stratification between

schools with reduced access to higher-quality schools

for socially disadvantaged pupils.

Resource Utilization

Internal efficiency depends on selecting the best mix

of resources—that is, for a given expenditure, select-

ing the combination of teachers, nonteaching staff,

and learning resources that achieves the highest out-

comes for pupils. Private schools and public schools

with school-based financial management are able to

make resource mix decisions. Otherwise, they are

made for schools by an education authority. Monop-

oly power on the supply side of the labor market
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constrains the achievement of efficient resource mixes

in schools. Such constraints can be due to teachers

having lifetime tenure as civil servants; to political

power, whereby teachers are a more influential clien-

tele for politicians than parents; or to powerful teacher

unions. In such situations, teachers are likely to have

inadequate incentives to work efficiently, whereas

schools are constrained in their ability to divest them-

selves of poorly performing teachers or excess numbers

of teachers. Using evidence from studies in developing

countries, Pritchett and Filmer found that marginal

increases in student attainment due to increases in

nonstaff resources were considerably higher than those

due to extra teachers; hence, there was an overuse of

teachers relative to learning resources.

The average percentage of total current expendi-

ture on staff was similar in OECD and the 19 partner

countries—81% and 84%, respectively. These data

give a rough indication that an 80:20 spending split

between staff and nonstaff items is appropriate.

The Input-Output
Relationship in Schools

Research over the past 40 years on education produc-

tion functions (the relationship between school inputs

and outputs) has not yet resolved whether additional

school resources increase pupil attainment. A major

reason it is difficult to obtain robust statistical esti-

mates of this relationship is that most data come from

natural settings rather than social experiments where

the amount of resources is varied independently of

the characteristics of schools and pupils. When using

data from natural settings, the quantity of school

resources is likely to be partly determined by the

quality of the students so that there is causation in

both directions—from resources to student outcomes

and from student outcomes to school resources. This

endogeneity in resources may occur either because

governments practice compensatory funding so that

lower-attaining students have more per capita spent

on them or because socially advantaged parents with

higher-attaining children choose better resourced

schools.

There is no general consensus on the interpretation

of evidence on the effects of additional resources on

attainment. Leva�ci�c has noted that the available evi-

dence for developed countries indicates that additional

marginal resources allocated to a general reduction in

class sizes or pupil–teacher ratios has, at best, a small

positive effect in some countries. However, additional

resources targeted at particular subjects, such as math

and science, and particularly at less able or more

socially disadvantaged pupils, are likely to be more

effective than a general increase in spending given

current levels. There is limited evidence that school

autonomy, if combined with external examinations,

has a favorable impact on pupil attainment. For devel-

oping countries, there is clearer evidence that addi-

tional material resources, such as blackboards and

textbooks, improve attainment.

In developed countries, creating incentives for more

efficient use of the existing quantity of resources and

targeting them more effectively at raising the perfor-

mance of currently low-attaining students appear to be

the most promising resourcing policies. In developing

countries, increasing the overall volume of resources

remains essential for expanding access and raising

quality, provided that bureaucratic inefficiency and cor-

ruption can be curtailed.

Rosalind Leva�ci�c

See also Cultural Diversity; Culture; Learning; School

Design
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SCHOOL VIOLENCE AND DISRUPTION

Concerns over school violence in the United States

date from the late 1970s, with the issuance of the

1978 report, Violent Schools—Safe Schools: The Safe

School Study Report to Congress. That report found

that (a) about 25% of U.S. schools experienced van-

dalism, (b) 1.3% of students were victims of personal
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attack, (c) 11% of students were victims of theft, and

(d) 8% of secondary students missed a day of school

per month out of fear for personal safety. Widespread

dissemination of these statistics led to increased pub-

lic and policymaker focus on school violence. A sub-

sequent federal report in 1984, Disorder in Our

Public Schools, cited continuing problems with school

disorder nationally, leading to the passage of the Safe

and Drug-Free Schools Act of 1986. By the early

1990s, school violence in the United States was per-

ceived to have reached epidemic proportions. National

attention was riveted on increasingly disturbing statis-

tics in the early 1990s showing rising school violence,

and seemingly endless school shootings throughout the

1990s, culminating with the Columbine High School

shootings of April 1999. These developments, as well

as events in the first 6 years of the new century, may

be considered in terms of a complex nexus of issues

and influences.

This entry begins with an overview of data on

school violence from the early 1990s through the early

2000s. Issues of data collection and measurement are

discussed with primary attention to national-level data.

Dimensions of school violence and disruption (e.g.,

bullying) are examined, followed by a summary of

research on school violence prevention. The entry

concludes with a discussion of key controversies and

ongoing challenges to the field.

Trends in School
Violence and Disruption

There has been a pronounced decline in several mea-

sures of school violence and disruption from the mid-

1990s through the early 2000s according to several

measures, including data from the National Crime

Victimization Survey (see Figure 1).

Some indicators suggest that a new, albeit lower

level of violence has been reached. Other measures

suggest a lesser decline over the years. The Centers

for Disease Control and Prevention (CDC) Youth

Risk Behavior Survey (YRBS) reports a significant

reduction from 1993 to 2005 in students fighting in

school and bringing weapons to school (see Figure 2).

A slightly different picture of stable, or slightly

increasing, trends emerges, looking at the percentage

of students who reported being threatened or injured

with a weapon at school, and missing school due to

safety concerns (see Figure 3).

In sum, the data suggest that school violence and

disruption diminished over the period of 1993–2005,

but that serious problems remain.

Violent Crime: At and Away From School
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Figure 1 Rate of Student-Reported Violent Crimes Against Students at and Away From School
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Source: Youth Risk Behavior Survey (1993–2005): Fights at School; Weapons Brought to School. Centers for Disease Control and
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Data Collection and Analysis

Data collection and analysis addressing school violence

is challenging. Multiple agencies (e.g., Federal Bureau

of Investigation, or FBI; CDC; U.S. Department of

Education) collect and disseminate school violence

data using agency-specific definitions and measurement

tools. Some data address victimization experiences,

whereas other data look at commission of crimes. The

FBI’s Uniform Crime Reporting Program gathers crim-

inal activity data from state agencies based on arrest

counts, which can include innocent persons and may

result in biased indicators. Self-report data used in vic-

timization surveys are prone to errors with sampling

frame, instrumentation, poor respondent comprehen-

sion and recall, and telescoping effects, as well as diffi-

culties with nonresponse. National-level data collection

instruments have unique foci, design, and implementa-

tion, resulting in differing results based on technical

definitions, time frames, and specific questionnaire

content. Despite differences in data collection, analysis,

and reporting, school violence data are informative

when linked to knowledge of school violence pro-

cesses. In the next section, several core dimensions of

school violence are discussed.

Dimensions of School
Violence and Disruption

School violence and disruption can be conceptualized

as a function of their frequency, intensity, duration, per-

sons affected, and overall impact on the school environ-

ment. Although there has been considerable national

attention to highly publicized school shootings, and the

public developed a perception of schools as dangerous

during the 1990s, data on serious violent crime show

that schools are relatively safe compared to surrounding

communities. Students have less than a one in a million

chance of being shot at school, an event less likely than

being struck by lightning. School violence and disrup-

tion can be viewed relative to overall student behaviors

at school. Figure 4 provides a conceptual depiction of

School Violence and Disruption

Outsider Shootings at
School (e.g., Amish)

Serious Violent Crime

Personal Attack

Theft

Overall School Behaviors

Marginally Acceptable Behaviors

School Violence and Disruption

Bullying, Intimidation, IncivilityAppropriate, Positive,
Engaged Behaviors

School-Associated
Shootings (e.g., Columbine) 

Figure 4 Conceptual Representation of School Violence as a Component of Overall Student Behaviors

School Violence and Disruption 883



school violence, clearly showing the relatively small

proportion of overall school behavior it comprises. This

conceptual framework provides an avenue for con-

sidering multiple dimensions of school violence and

disruption.

Bullying, intimidation, and incivility collectively

represent much of the antisocial behavior that occurs

on a daily basis in schools. Research has focused more

on bullying than on more broad indicators of inti-

midation and incivility. Bullying is generally defined

as a function of three characteristics: (a) intentional

behaviors toward another that are harmful physically,

socially, or emotionally; (b) a relationship where an

imbalance of power exists; and (c) repeated negative

interactions. Data from the federal report Indicators of

School Crimes and Safety, 2006, showed that in 2005,

28% of middle and high school students reported

being bullied at school during the previous 6 months.

Students in earlier grades are generally more prone to

being bullied, and the most common forms of bullying

are (a) being made fun of, insulted, or called names;

(b) being the subject of rumors; and (c) being pushed,

shoved, tripped, or spit on. Approximately one fourth

of those reporting being bullied were injured as a result

of the bullying experience, where males were almost

twice as likely to be injured as compared to females.

These more recent data parallel earlier findings in

a 2001 study of a nationally representative sample

published in the Journal of the American Medical

Association, where approximately 30% of students

were involved in bullying as bullies, victims, or both.

That research found that those students who were most

lonely, according to self-report, were more than 33

times more likely to be bullied, compared to students

who were least lonely. Several research reports have

documented near-term and longer term social and psy-

chological harm to bully victims, including difficulties

making and keeping friends and increased loneliness

while in school, lower levels of self-esteem, and

increased likelihood of depression as young adults.

Bullies demonstrated poorer school adjustment with

concomitant academic problems, were more likely to

engage in drinking and smoking while in school, and

were more likely to engage in criminal behavior as

young adults. These data as a whole suggest the need

for continued prevention programming in schools to

address bullying. Related research on intimidation

and incivility, including sexual harassment at school,

has demonstrated linkage to psychosocial adjustment

problems, including fear and anxiety, and avoidant

behaviors, also indicating a need for continuing pre-

vention measures.

Theft is the major form of school-based crime.

There were approximately 55 million preschool–12

students during the 2004–2005 school year in the

United States. According to National Center for

Education Statistics (NCES) data, there were approxi-

mately 1.4 million school-based crimes, of which

about 863,000 (62%), or 33 per 1,000 students, were

theft and 583,000 (42%), or 22 per 1,000 students,

were violent crime (simple assault and serious violent

crime). Approximately 107,000 cases, or 4 per 1,000

students, involved serious violent crimes (rape, sexual

assault, robbery, and aggravated assault).

Despite theft being more common, students’ con-

cerns focus more on fear of attack. Data from

the 1999 Metropolitan Life Survey of the American

Teacher report indicate that approximately 15% of stu-

dents in public schools were worried about being vic-

tims of physical attack at or near school. More recent

data from the NCES report Indicators of School Crime

and Safety 2006 mirror this finding, but to a lesser

degree, showing that in 2005, about 6% of secondary

students feared attack at school, about half of the 12%

figure found in the 1995 NCES survey. Fear among

minority secondary students was greater than for

Whites, with approximately 9% of African American

and 10% of Hispanic students fearing attack at school.

Students’ fear translates into actions, including missing

school and avoiding places in and around school per-

ceived as dangerous. For example, in 2005, according

to the CDC Youth Risk Behavior Survey, approxi-

mately 6% of students in Grades 9–12 missed school

at least once during the 30 days prior to the survey

because of fear for their personal safety. This repre-

sented an increase from a figure of 4.4% in 1993.

Much attention has focused on school shootings

over the past decade. Despite public perception to the

contrary, school shootings are relatively rare events.

According to NCES data, during the 2004–2005 school

year, nationally, there were 21 school-related homi-

cides. Although varying from year to year, during the

early to mid-1990s, there were 28–34 school shooting

deaths per year, compared to 11–21 per year during the

early 2000s. The United States witnessed a dramatic

change in the national experience with school shoot-

ings during the fall of 2006, where in two separate

incidents, adults perpetrated shootings of students at

schools in episodes that were not school-related in

origin. These varied experiences with school violence
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have led prevention researchers to pursue multiple ave-

nues of effective prevention responses to school vio-

lence and disruption.

Research on School Violence
and Disruption Prevention

General Research Syntheses on Prevention

Three major research syntheses on school-based

violence prevention, published between 2001 and

2006, provide broad yet informative guidance. Julie

Mytton and colleagues published a Cochrane Collabo-

ration review in 2006 of a wide variety of school-

based interventions to reduce student violence at the

secondary level, finding an overall effect size of –0.41

for prevention programs to reduce anger, aggression,

violence, bullying, and interpersonal conflict. This

effect size translates to the average treatment group

member (at the 50th percentile of that group) being

better off than 66% of the control group as a result of

the prevention program.

In 2001, a more focused meta-analysis by David

Wilson and colleagues of 165 research studies of

school-based interventions to reduce substance abuse,

dropout rates, and conduct problems reported that

non-cognitive-behavioral approaches resulted in nega-

tive outcomes or no demonstrable effectiveness. How-

ever, cognitive-behavioral and behavioral modification

programs using modeling and rehearsal demonstrated

low to moderate effect sizes of 0.12 to 0.37.

In another important meta-analysis in 2003, David

Wilson and colleagues Mark Lipsey and James

Derzon analyzed 221 studies of school-based anger

reduction interventions. Effect sizes for demonstration

and routine practice programs were 0.25 and 0.10,

respectively. Academic, behavioral, and counseling

programs showed the highest effect sizes. In sum,

these syntheses suggest that violence prevention pro-

gramming works, but that effect sizes are modest and

varied, and that more needs to be understood as to

what types of interventions best address specific needs

for different groups in varied school-based contexts.

More focused violence prevention research has

addressed areas of threat assessment, controlling the

physical environment, and whole-school approaches.

Threat Assessment

As a result of the perceived epidemic of school

violence in the early 1990s and the pattern of school

shootings throughout that decade, there was increased

national attention on developing improved methods of

school-based threat assessment, especially profiling.

Early work by the U.S. Secret Service, the U.S.

Department of Education, and researchers in the field

demonstrated that profiling approaches designed to

predict individual perpetrators of deadly violence do

not work and instead inappropriately target a relatively

large number of innocent individuals as suspects. Two

other approaches to threat assessment are mental health

assessment and automated decision-making approaches

based on actuarial, artificial intelligence, and expert

systems theory. Neither of these approaches has been

developed to the point of demonstrating effectiveness.

Dewey Cornell has developed protocols for school-

based threat assessment that show promise, based on

preliminary field test research using 35 schools. That

approach uses a systematic, decision-tree process, where

trained teams gather and evaluate an array of threat-

related data.

Another approach to threat assessment, articulated

by Peter Leone and Matthew Mayer, differed from

the preceding methods by focusing on overall school

characteristics rather than individual students. Leone

and Mayer described an unhealthy schools syndrome,

conducive to school violence and disruption, where

the fit between students and school was poor. Five tar-

geted areas contributing to poor fit were (1) academic

missions that did not meet at-risk students’ needs and

marginalized large numbers of students; (2) heavy

reliance on zero tolerance and generally punitive

approaches to discipline; (3) entrenched, noncolla-

borative systems of control that excluded students,

staff, and families; (4) racial and cultural disconnects;

and (5) disconnects with students with disabilities.

Controlling the Physical Environment

Efforts to control the physical school environment

have centered on equipment- and personnel-based

approaches. Equipment-related approaches typically

have involved using technology such as security

cameras and metal detectors. There is little effective-

ness research on such measures. For example, Sandia

National Labs, under the sponsorship of the U.S.

Department of Justice, published a report in 1999 on

appropriate use of security technology in schools, but

the report contained no documentation of research sup-

porting the recommendations. There has been little or

no extant research on security cameras in schools over
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the past two decades. The limited body of research has

focused on metal detectors. Two studies from the

1990s demonstrated that handheld and walk-through

metal detectors could lower the number of weapons

brought into schools, but such measures did little to

change levels of violence and disruption in schools.

A larger body of research exists for the most

prevalent personnel-based measure: School Resource

Officers (SRO). SROs are typically certified law

enforcement personnel assigned to schools with three

general areas of responsibility: (a) law enforcement,

(b) law-related counseling, and (c) law-related educa-

tion. There have been 10 noteworthy studies of

SRO programs during the period from 1995–2006, of

which one was national in scope, and the others were

local and regional. One of the 10 studies employed

moderately rigorous quantitative methodology, exam-

ining outcomes related to program characteristics,

whereas the others primarily reported descriptive data

from survey administrations. Although no study to

date has demonstrated a causal linkage between SRO

programming and reduction of school violence, the

majority of studies have reported increased parent and

school staff satisfaction as a result of SRO programs

in local schools, with mixed reactions from students.

Several studies have reported on reductions of school

violence and disruption, concurrent with ongoing

implementation of SRO programs, but these results

have been correlational. In summary, research on

physical and personnel-based measures to manage the

school environment has been relatively sparse, and

most studies have been methodologically limited.

Whole-School Approaches

The most common whole-school prevention

approaches are (a) security and discipline-oriented

approaches, as previously examined; (b) broader inter-

vention programs comprising multiple integrated

components (e.g., Second Step); (c) systems-change

programs (e.g., Positive Behavior Supports); and

(d) comprehensive programming (e.g., Safe and

Responsive Schools). A brief discussion of exemplar

programs mentioned will illustrate the nature of these

approaches.

Schools typically adopt multiple intervention pro-

grams, some mandated by local school districts, and

others selected by individual school governance bod-

ies. Second Step is a well-researched, highly effective

violence prevention program for students in pre-K to

ninth grade. The core components of Second Step

address areas of empathy, impulse control, problem

solving, and anger management, with a supplemental,

family-based component available. More than 27,000

U.S. schools used Second Step during 2006.

Positive Behavioral Supports (PBS) uses a school-

wide approach that systemically transforms the school

environment to foster student success in academics and

social interactions. PBS takes a balanced approach,

developing whole-school behavioral expectations,

proactively teaching and prompting students to employ

prosocial behaviors, while also providing the necessary

structure and discipline to respond to behavioral infrac-

tions. PBS uses a team-based approach where decision

making is based on ongoing data collection and analy-

sis. Furthermore, PBS uses a three-tier system of pri-

mary, secondary, and tertiary intervention based on

research in public health. Multiple studies have demon-

strated significant improvements in academic and

behavioral performance of students in PBS schools.

The Safe and Responsive Schools Program (SRS)

uses a comprehensive prevention framework based on

three foundational elements: (1) creating a safe and

responsive school climate that promotes student belong-

ing and bonding to school; (2) early identification

and intervention for at-risk students; and (3) effective

responses to disruption and crisis that include policies

and procedures that address more serious disciplinary

infractions and crises, but that use alternatives to suspen-

sion and expulsion that help maintain a more positive

trajectory of student engagement and improvement.

Preliminary research has shown significant reductions in

school suspensions and high levels of stakeholder satis-

faction based on implementation of SRS.

Key Controversies

With a perceived epidemic in school violence in the

early 1990s, and the repeated school shootings of the

mid- to latter 1990s, culminating in the Columbine

High School massacre in 1999, educational stake-

holders focused significant attention on security mea-

sures and school discipline, including zero tolerance.

Several of these approaches remain controversial, espe-

cially zero tolerance and restrictive security methods.

Zero tolerance is used to describe a variety of

school-based responses to discipline. It refers to disci-

pline methods that employ strict and inflexible pun-

ishments for transgressors with no consideration of

situational factors. Zero tolerance originated in the
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1980s as part of U.S. military personnel drug policies

and related antidrug legislation. Schools nationwide

began adopting zero tolerance policies in the early

1990s, with increased public concern about rising

juvenile crime and school violence. School-based zero

tolerance originally addressed the most serious beha-

viors (e.g., deadly weapons in schools), but in later

years, it addressed a broad array of less serious stu-

dent behavior. Out-of-school suspension is the pri-

mary sanction used by schools, with expulsion in the

most serious instances. Advocates of zero tolerance

argue that it is a necessary tool for combating school

violence, where many contributing factors are beyond

the control of the schools. Critics of zero tolerance

policies have noted that zero tolerance does not focus

on methods for improving student behaviors, nor does

it respond to causes of inappropriate misbehavior.

Zero tolerance has also been implicated in contribut-

ing to a downward spiral of academic failure and

developing delinquency. Multiple research studies

have shown that African American students have been

disproportionately penalized by zero tolerance poli-

cies. There are little or no data to support the effec-

tiveness of zero tolerance policies, and none of the

five national panels on school violence has supported

zero tolerance as an efficacious intervention.

Restrictive security approaches refer to a set of

policies and procedures that relies predominantly on

physical control and containment measures in schools,

where there is relatively little attention to proactive and

preventive programming. Multiple research reports

have suggested that schools that rely primarily on

metal detectors, security cameras, locked entrances,

searches of student lockers, and security personnel reg-

ularly patrolling hallways don’t reduce classroom vio-

lence. Causal research demonstrating beneficial effects

of these methods is extremely rare. Researchers have

repeatedly argued that schools whose programs depend

almost entirely on school security measures may alien-

ate students, making schools seem jail-like, and lead to

increased behavioral problems. Recent statistical analy-

sis of the School Crime Supplement data sets from

1995 through 2003 by Matthew Mayer demonstrate

that in recent years, there has been a very limited rela-

tionship between secure building strategies and levels

of school violence and disorder. In sum, although such

security measures remain popular, there is a limited

evidence base supporting their use.

As a follow-up to the Columbine High School trag-

edy in Colorado in 1999, the report of the Governor’s

Columbine Review Commission addressed the use of

security equipment, as evidenced in this excerpt:

Although security devices can effectively deter cer-

tain forms of school crimes, including theft, graffiti,

and gang violence, they have not yet been proven

to be cost-effective in preventing major school vio-

lence like that experienced at Columbine High

School. Therefore, the Commission does not rec-

ommend the universal installation of metal detec-

tors, video surveillance cameras and other security

equipment as a means of forestalling school vio-

lence generally; for the present, such security

devices can serve only to offer transient solutions

to specific problems at individual schools. (p. xviii)

Addressing Future Challenges

Although school violence and disruption have declined

over the past decade, they remain a serious concern.

Research has shown that school violence reduction

depends on the availability of well-coordinated, evidence-

based programs that address physical safety, educational

practices, and the social-emotional-behavioral needs of

students. Studies demonstrate that specific supports

should be provided to address mental health needs, bully

prevention, and anger management/conflict resolution

using a three-tier approach of primary, secondary, and

tertiary prevention.

Educational stakeholders have varying knowledge,

perceptions, concerns, and agendas regarding school

violence, and thus, local school communities some-

times find themselves in disagreement as to the opti-

mal course of action with regard to school violence

prevention. The increased national focus on educa-

tional accountability, as exemplified by the 2002 No

Child Left Behind (NCLB) law, signaled a shift

toward retooling schools to focus more on demon-

strating academic results. As such, many schools have

had to choose between devoting time and resources to

support attainment of NCLB goals, or focusing on

programming and supports that may address problems

with school violence and disruption.

Although there are no quick fixes to the nation’s pro-

blems with school violence, the knowledge base sup-

porting school violence prevention has been refined

over the past decade, and initiatives on multiple levels

seem to have helped to curb the once-growing tide of

violence and disruption in schools. Experts agree that

school violence is in part a reflection of deeper
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societal problems, and that long-term solutions require

fundamental changes across society. Continued invest-

ment in research to better understand ways to mini-

mize school violence and disruption, coupled with

broad stakeholder commitment to invest in evidence-

based prevention approaches, appear to provide the

best options for managing school violence in the

immediate future.

Matthew Jared Mayer

See also Maturation; School Design
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SCIENTIFIC METHOD

Many methods are employed to generate and synthe-

size knowledge. As such, no single series of steps

could contain all the strategies that can be used to dis-

cover and explain the universe. Thus, science is better

viewed as a process than as a recipe or formula that

can be used to create knowledge. For example, con-

siderable knowledge is generated and passed along

via careful observations and subsequent descriptions.

Basic observations and descriptions contribute to the

discovery and documentation of patterns, and each of

these steps is fundamental to increasing our under-

standing. However, the process known as the scien-

tific method involves steps beyond observation and

description. Specifically, these steps include develop-

ment and testing of explanations for patterns derived

from observations.

Discovery and documentation of patterns rooted in

careful observations and descriptions certainly repre-

sents science. However, the hypothetico-deductive

method is not employed when science terminates with

observation and description. As such, discovery and

documentation, rooted in observations and descriptions,

do not comprise the process commonly termed the sci-

entific method. The ‘‘scientific method’’ depends on the

generation and testing of scientific hypotheses, which

are defined as candidate explanations.

Scientific hypotheses typically are derived from pat-

terns because demonstration of a pattern often generates

the question: ‘‘What process causes that pattern?’’ The

response to the question is a scientific hypothesis, or

a candidate explanation. Providing a definitive answer

to the question requires formulation and subsequent

testing of potential explanations for the observed pat-

terns; that is, it involves hypothesis testing.

A hypothesis generated by a pattern should not be

confused with a prediction; a prediction is a statement

that is likely to be factual. Most predictions can be eval-

uated via observation. Although the instruments used

for evaluating predictions are variable and may be quite

sophisticated, they should not be confused with hypoth-

eses. The scientific method, as typically described,

requires generation and testing of hypotheses. In con-

trast, generation and evaluation of predictions, which

are fundamental to the generation of knowledge, are

not part of the classically defined ‘‘scientific method.’’

Indeed, if generation and evaluation of predictions rep-

resent application of the scientific method, then the sci-

entific method is not unique to science. Rather, it is

used for everyday activities such as mowing the lawn

(the grass is too tall in some spots, so I must have

missed those spots), shopping for groceries (I need car-

rots, so I will look in the produce section rather than

searching the entire store), and commuting to work

(length of route and traffic patterns dictate my path). In

other words, science has little to offer beyond everyday

activities if observation and description are the only

means by which we acquire knowledge.
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Consider a relatively simple example of a predic-

tion: Retention of information about human behavior

is greater with inquiry-based methods than with lec-

tures. This prediction can be (and has been) evaluated

with observations of students in classrooms. It also

can be (and has been) evaluated with well-designed

and rigorously applied experiments (involving, for

example, random assignment of students to groups

that are taught material in different ways). Statistical

hypotheses likely will be generated and evaluated, but

we should take care to distinguish between these sta-

tistical hypotheses and scientific hypotheses. Whether

researchers employ observations or experiments,

however, evaluation of the prediction does not involve

candidate explanations. Generation of such explana-

tions—that is, scientific hypotheses—is a logical next

step in the conduct of research because it addresses the

question of ‘‘why.’’

The ability to distinguish between predictions and

hypotheses, and between statistical hypotheses and

scientific hypotheses, allows us to describe a set of

steps that has become known as the scientific method.

First, observations are made. These observations may

be formalized and synthesized in the form of general

statements of patterns. The patterns often are evaluated

for generality, and different patterns are determined to

coincide with different events of phenomena. A typical

question that emerges from patterns, especially patterns

that vary with different phenomena, is ‘‘why?’’ The

explanations—the answers to the ‘‘why’’ question—are

hypotheses. Testing these hypotheses, typically by

carefully controlling several variables and allowing one

or a few variables to vary in an experiment, represents

an attempt to generate knowledge. This series of steps,

from observations to testing of hypotheses, commonly

is termed the ‘‘scientific method.’’

Guy R. McPherson

See also Descriptive Statistics; Experimental Design;

Inferential Statistics; Statistical Significance
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SELF-DETERMINATION

The term self-determination is a motivational concept

that has been explicated primarily in relation to self-

determination theory (SDT), proposed by Edward

Deci and Richard Ryan. To be self-determined is to

endorse one’s actions with a full sense of choice and

volition. When self-determined, individuals experi-

ence a sense of freedom to do what is interesting,

personally important, and vitalizing; they experience

themselves as self-regulating agents of their own

behavior. Thus, self-determination signifies the expe-

rience of choice and endorsement of the actions in

which one is engaged. Autonomy and autonomous

motivation are terms that are frequently associated

with the concept of self-determination. Although

autonomy is often equated to independence in the

Western world, that is not the meaning it carries

within SDT. Rather, it means concurring with one’s

actions and feeling a sense of willingness and voli-

tion. So, within the framework of SDT, people could

be autonomous even when doing something for some-

one else, if they fully endorsed doing so.

Autonomy is one of the three basic and innate psy-

chological needs proposed within SDT (the other two

being competence and relatedness). As such, it has

been found to be a valid need cross-culturally and to

be understood similarly by individuals in countries as

diverse as South Korea, Japan, Russia, and the United

States. When a behavior is not autonomous, it is said

to be controlled. To the degree that people are con-

trolled, they are essentially subjugated by external or

internal forces that are pressuring them to behave, think,

or feel in particular ways. In contrast to autonomous

behaviors, controlled behaviors are experienced by indi-

viduals as coming from outside their sense of self. These

behaviors are experienced as alien to the self and con-

trolled by external demands or internal pressures.

Control Versus Autonomy

In defining what self-determination is, it seems very

useful to also explore both what it is and what it is

not in order to highlight its main components. As

mentioned, self-determination involves being autono-

mous, fully endorsing one’s actions, and doing what

one wants to do because the activity is interesting

and pleasurable (like flying a kite) or because it is
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perceived as valuable (doing an important work proj-

ect). Being self-determined is associated with a sense

of vitality, energy, happiness, well-being, and enjoy-

ment. When self-determined, people often report feel-

ings of flow while engaged in the activity and display

the capacity to stay involved and engaged with it.

Self-determination contrasts with control, with feeling

pressured, coerced, or seduced. Self-determination is

not doing something because someone else makes

you, nor is it doing something to get someone else’s

approval. It is not doing something in order to get

a prize, a reward, or some other external incentive,

for those are all examples of being controlled. Being

controlled or non-self-determined is associated with

feelings of pressure, whether it comes from external

demands or from internal threats of guilt.

The total absence of self-determination is embodied

in what is called amotivation, which represents a total

lack of motivation for an activity. As part of SDT,

Ryan and Deci proposed various types of motivation

that can be aligned along a continuum of increasing

self-determination or perceived autonomy in performing

an activity. The various forms of motivation are pre-

sented from left to right in increasing degree of self-

determination, from the least self-determined (amotiva-

tion) to the most self-determined (intrinsic motivation).

External regulation and introjection are considered

controlled forms of motivation and therefore not self-

determined. In contrast, identification, integration, and

intrinsic motivation are considered to be autonomous

forms of motivation and therefore self-determined. This

entry considers each of these concepts in turn.

Amotivation

When amotivated, people are alienated and lack the

intention to do a behavior. They feel a complete lack

of choice and volition, and often, they will not behave

at all. If they do behave, it is without the intention to

do so and they may not know why they are behaving.

Amotivation is associated with disengagement and

often with negative affect and self-disparagement.

Individuals who are amotivated would endorse state-

ments such as ‘‘I’m not sure why I’m taking this class

anymore. I think that maybe I should quit.’’

Controlled Forms of Motivation

External regulation and introjection are the two forms

of controlled motivation on the continuum. External

regulation is the first type of extrinsic motivation and

is the type that is commonly referred to as extrinsic

motivation—that is, it is behavior done to get rewards

or avoid punishments. In general, extrinsic motivation

signifies that a behavior is not done for its own sake

but instead is a means to an end, and the external-

regulation type of extrinsic motivation involves peo-

ple feeling pressured and obligated to engage in the

activities because of external contingencies. External

regulation is not self-determined, and individuals who

perform activities out of external regulation do not

feel a sense of volition while engaging in these activi-

ties. For example, individuals who are externally reg-

ulated would agree with statements such as ‘‘I am

doing my homework because I have to do it to pass

the course.’’

External regulation is maintained by the presence

of external contingencies, but people can internalize

these contingencies and become somewhat more self-

determined for the corresponding behaviors. Deci and

Ryan argue that internalization and integration of

aspects of one’s environment are natural human pro-

cesses. With respect to extrinsic motivation, they are

the means through which external contingencies can

become the basis for more autonomous regulation of

extrinsically motivated behaviors. Human beings are

naturally inclined to strive for higher levels of self-

determination, and internalization and integration are

the processes that actualize this tendency. Then, as

the external contingencies become increasingly inter-

nalized within one’s self, they lead to different forms

of regulation that are increasingly self-determined.

Introjection is a form of motivation in which the

external contingencies maintaining a behavior have

been internalized, but only partially so. Basically,

people take in a contingency or regulation without

really accepting it as their own, so the contingency is

controlling them even though the regulation is now

within them. So, instead of being maintained by

external pressures or rewards, introjected behaviors

are now maintained by internal pressures such as ego

involvement or the avoidance of feelings of guilt.

Behaviors regulated by introjects are still experienced

as controlled and thus are not self-determined. For

example, individuals who are behaving out of intro-

jected regulation would agree with statements such

as ‘‘I am taking this class because I would feel bad

about myself if I didn’t.’’ Although the level of self-

determination a person experiences when he or she is

behaving out of introjection is low, it is still greater
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than the level experienced when one is externally

regulated.

Autonomous Forms of Motivation

Identification, integration, and intrinsic motivation are

the three autonomous or self-determined forms of moti-

vation. Identification is the first form of autonomous

motivation on the continuum of self-determination.

When behaving out of identification, individuals feel

volitional because they have accepted the regulation as

their own. Therefore, the activity is performed because

it is personally valuable and important to the individual,

and the person has a sense of endorsing his or her

actions. For example, individuals who are behaving out

of identification would agree with statements such as ‘‘I

am reading this assignment because it helps me to

develop skills that are important to me.’’ Although iden-

tification is still a form of extrinsic motivation, it is

nonetheless relatively self-determined because it is

engaged in with a sense of choice and volition.

Integration is an even fuller form of self-

determined extrinsic motivation. The activity is still

a means to an end—for example, people do it because

it is instrumental for attaining some valuable, self-

selected goal—but because they have integrated the

identification with other aspects of themselves, they

do the behavior with a feeling of self-determination.

Integrated regulation is the most self-determined form

of extrinsic motivation. When an activity is regulated

through integration, it is experienced as an important

part of the individual’s identity. For example, indivi-

duals who are behaving out of integration would

agree with statements such as ‘‘I am studying these

art history texts because learning about such things is

part of who I am.’’

Intrinsic motivation represents the prototype of

self-determination. When intrinsically motivated to do

something, individuals engage in the behavior out of

pure interest and for personal satisfaction. The activity

is performed solely because it brings pleasure and sat-

isfaction to the individuals while they are doing it.

The activity is an end in itself rather than being

a means to a goal or outcome. Because intrinsic moti-

vation is based in people’s interest in the activity

rather than in its instrumental value, intrinsic motiva-

tion is inherent to the individuals and does not result

from internalization of extrinsic motivation. Indivi-

duals who are behaving out of intrinsic motivation

would agree with statements such as ‘‘I am majoring

in physics because I really find it interesting and

enjoyable.’’

Outcomes Associated
With Self-Determination

An abundance of empirical research has supported the

importance of self-determination for human growth,

development, and well-being. Social contexts that

support individuals’ natural tendencies toward active

engagement and psychological growth will serve to

enhance their self-determination. For example, in situa-

tions where people are provided with choices and options,

offered a rationale for engaging in certain behaviors,

and supported in their pursuits, greater feelings of self-

determination are reported. In contrast, situations that are

pressuring and controlling, where few choices are pro-

vided, tend to lead to lower levels of self-determination.

In sum, autonomy-supportive situations—that is, those

that offer choices, options, and supports—lead to higher

levels of self-determination and in turn to positive out-

comes, whereas controlling situations lead to lower levels

of self-determination and more negative outcomes.

According to Ryan and Deci, the natural tenden-

cies for healthy development and optimal functioning

are defined using the concept of basic psychological

needs, which are defined to be innate, universal, and

essential for health, well-being, and growth. The basic

psychological needs are a natural aspect of human

beings, and therefore, they apply to all people regard-

less of gender, group, or culture. To the extent that indi-

viduals’ needs are continually satisfied by social

contexts, people will experience self-determination,

function effectively, have satisfying relationships, and

develop in healthy ways. However, to the extent that

individuals’ needs are thwarted by social contexts, peo-

ple will experience lower levels of self-determination

and show evidence of ill-being, poor relationships, and

nonoptimal functioning.

Chantal Levesque, Kelly J. Copeland,

and Edward L. Deci

See also Home Environment and Academic Intrinsic

Motivation; Intrinsic Versus Extrinsic Motivation;

Motivation; Motivation and Emotion
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SELF-EFFICACY

Over the past several decades, educators and educa-

tional psychologists have been interested in students’

self-perceptions. This concerted attention to students’

views of themselves is quite understandable. From the

perspective of an educator, enhancing the positive

self-perceptions of learners is an important educa-

tional goal. Educators desire students to become

autonomous individuals who have strong and positive

feelings about themselves as they engage in the myr-

iad responsibilities and demands of school and life.

Educational psychologists too have been interested in

student self-perception, particularly as such percep-

tions may affect student motivation, persistence, and

ultimately, classroom learning. The goal of the fol-

lowing discussion is to examine research and theory

relating to learners’ perceptions of self-efficacy.

Self-efficacy is a central construct in Albert

Bandura’s social-cognitive learning theory. It is defined

as an expectation that one holds regarding one’s cap-

abilities to accomplish a particular task or goal. In

a most general and perhaps somewhat rough sense,

self-efficacy might be thought of as a sense of confi-

dence to act successfully. Individuals who believe that

they can overcome obstacles and achieve have what is

often called by social-cognitive learning theorists a sense

of personal agency. Self-efficacy is an important part of

one’s feelings of personal agency and a crucial element

of agentic views of motivated learning.

Although self-efficacy may at first glance be

similar to notions of self-concept and self-esteem, it

should be emphasized from the onset that it is quite

separate from these other, broad self-perceptions.

Self-efficacy is an expectation that is related to a given

task. As such, it is a specific self-perception that is

directed toward accomplishing a goal. Self-efficacy

cannot be understood nor assessed without a task as the

context of one’s self-appraisal. In contrast, self-concept

refers to one’s collective self-perceptions across many

different tasks and assembled from many different

interactions. To be sure, self-concept is multidimen-

sional, but it is referenced to broad domains, such as

academic self-concept or physical self-concept. Self-

esteem is also different from self-efficacy. As usually

defined, self-esteem is a self-perception that refers to

the judgment of worth that one places upon one’s self.

Such judgments of worth rely heavily on social norms,

social comparisons, and individual values; they do not

rely on one’s task-related appraisals of one’s capabil-

ities to execute the requirements of a task. Rather, self-

esteem focuses on self-valuing.

Self-efficacy can be distinguished further from

other kinds of expectations that have been the focus

of psychologists who are interested in student motiva-

tion. In particular, self-efficacy is distinct from the

psychological notion of outcome expectations. These

expectations concern students’ beliefs regarding the

consequences of achieving tasks. For example, stu-

dents may fully expect a reward or other outcome

when completing a task, but they may have grave

doubts about their capacities to accomplish the task

that would earn them such a reward. In other words,

expectations of the consequences of behaviors are

conceptually distinct from self-beliefs concerning

enacting behaviors. The former is an outcome expec-

tation; the latter is an efficacy expectation.

Self-Efficacy and School Learning

A very large body of research literature demonstrates

that self-efficacy is an important predictor of human
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performance across a vast array of tasks and settings.

Although this section is devoted to the relationship

between self-efficacy and learning in schools, it is note-

worthy that self-efficacy is of wide theoretical impor-

tance and practical application. Indeed, research has

examined the relationship between self-efficacy and

human change in clinical, counseling, sports, health,

and other settings. The bulk of these studies has shown

that self-efficacy is a moderate predictor of performance

across many different behaviors. These findings are

particularly valuable because they speak to the general-

izability of the self-efficacy construct and hence its

widespread usefulness in understanding human change.

Turning to the school context, self-efficacy is a mod-

erate predictor of academic achievement. Students with

higher self-efficacy tend to achieve more. Furthermore,

heightened levels of self-efficacy are associated with

longer persistence on classroom tasks. The relationship

between self-efficacy and performance is a complex

one. Self-efficacy may reflect prior accomplishments,

such as how one has done in the past on a particular

kind of arithmetic problem, but it is not the same as

simply knowing what one can do. Research in a number

of different settings has demonstrated that self-efficacy

predicts future performance even when past perfor-

mance is controlled. Stated somewhat differently, self-

efficacy provides information about student achieve-

ment that is over and above information provided by

students’ past accomplishments. It is more than simply

knowing what one has done previously. It is a motiva-

tional belief concerning personal agency that energizes

willful execution of knowledge and skill when students

are confronted with academic challenge.

Several studies have concluded that self-efficacy is

not just correlated with academic achievement, but that

it mediates academic learning. Using complex mathe-

matical models, these studies have suggested that stu-

dents’ prior achievements enhance self-efficacy, which

in turn affects subsequent achievement. In this way, the

relationship between self-efficacy and achievement is

a reciprocal one. As learners master academic tasks,

they experience heightened self-efficacy. In turn, this

heightened self-efficacy enhances subsequent learning.

Thus, self-efficacy and learning are mutually enhancing

as both intertwine across time.

Enhancing Student Self-Efficacy

With the importance of student self-efficacy well

established, researchers have turned their attention to

examining how students gain a sense of self-efficacy.

Research and theory point to four main sources of

efficacy information. First, students can gain efficacy

beliefs by directly experiencing the mastery of

classroom tasks. As students engage and successfully

accomplish academic goals, they are imbued with

ever-increasing beliefs of self-efficacy. Self-efficacy

gleaned from mastery experiences is robust and reli-

able. Success expectations build directly on repeated

successful experience.

A student may also witness the mastery demonstra-

tions of others as they are engaged in academic work.

Through a process of observational or vicarious learn-

ing, students can experience enhanced perceptions

that they too can successfully complete tasks. As effi-

cacy beliefs formed in this way are indirect, that is,

rely on the observations of others’ task performances,

they are necessarily less reliable sources of efficacy

information. After all, a student must identify with the

skill level and abilities of fellow students before

adopting a similar level of self-efficacy.

A third source of efficacy information is found in

the persuasive verbal comments of others. Students

often hear the encouraging words of teachers and par-

ents who exhort them to persist in meeting academic

challenges. These statements of persuasion are used

frequently to bolster student self-efficacy. Once again,

however, enhancing student self-efficacy by exhorta-

tive means is not as predictable as changes in self-

efficacy that arise from students’ direct mastery

experiences. Students may discount the remarks made

by supportive teachers and parents, particularly if

such remarks are overdone.

Finally, students’ efficacy beliefs may be affected

by their physiological state, that is, their perceptions

of physiological agitation, heart rate, breathing rate,

and so on. A student who feels agitated prior to and

during a test, for example, may be instilled with

a sense of dread and lowered self-efficacy. Students

who interpret their physiological arousal in such

a way would be predicted to have lower motivation

and achievement. On the other hand, another student

may experience the same level of physiological

arousal when confronted with a testing situation and

interpret such arousal as normal. Indeed, this student

may interpret test jitters as a harbinger of appropriate

arousal. The important observation here is that physi-

ological information may enhance or detract from

efficacious beliefs depending on one’s cognitive inter-

pretation of the physiological state.
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Teachers can play a crucial role in setting learning

conditions that can promote self-efficacy in their stu-

dents. Because mastery experiences are a dominant

source of students’ efficacy beliefs, teachers who

carefully set mastery experiences in the classroom

will produce students with a confident sense of their

own capabilities. One way in which teachers can

enhance student efficacy is to provide learners with

moderately challenging tasks. When students over-

come moderate challenge, they experience heightened

efficacy expectations. On the other hand, students

who accomplish easy tasks would not be expected

to experience heightened self-efficacy because such

experiences would only confirm prior capabilities.

Similarly, students who are confronted with very diffi-

cult tasks would likely experience failure and a resul-

tant loss of efficacy.

Learners who take ownership of their achievement

in the classroom are able to experience heightened

self-efficacy. Not all learners, however, take such

ownership. Students who have experienced repeated

failure may adopt a sense of learned helplessness.

Even when successful, these students may attribute

their successes to factors outside of their control, such

as work being easy, teachers being lenient, or simply

being lucky. Teachers can prevent and remediate such

disabling thinking by providing students with feed-

back that highlights that they are the origin of their

successes. When teachers indicate to students that

their successes are the result of their capabilities, tea-

chers communicate a way of thinking to students that

alerts them to take ownership of task mastery.

Mastery experiences can be made more salient

when learners are instructed to set goals for them-

selves. Goal setting helps to initiate students’ self-

appraisals as learners monitor their progress toward

meeting clear endpoints of their efforts. Several stud-

ies have noted that students who set small, short-term

goals rather than one larger, long-term goal are more

motivated and experience heightened self-efficacy.

The reason for this is easy to see. Setting a series of

small and more proximal goals permits more opportu-

nities for accomplishment. More frequent successes

build more confirmation of growing expertise and

higher levels of self-efficacy.

As mentioned previously, vicarious experiences

can boost self-efficacy. Witnessing the skilled demon-

strations of fellow students can imbue observers with

an increased sense that they too can engage in the

demonstrated actions. Teachers can improve learning

and motivation gleaned vicariously by using a number

of strategies. For example, research indicates that tea-

chers who use multiple models to demonstrate skills

will increase the transmission of the demonstrated

behavior and enhance self-efficacy.

Much more might be said about enhancing student

self-efficacy. However, the foregoing shows the impor-

tance of putting motivational beliefs on the agenda of

classroom teaching. Students learn a sense of their cap-

abilities to tackle classroom work, and teachers play

a crucial role in such learning. Teachers can build

instructional experiences that produce students who are

confident, persistent, and active in their engagement of

classroom tasks.

Future Promise of
Self-Efficacy Research

Self-efficacy has become a central construct in under-

standing human change and its promotion. With that

said, several areas have received relatively less atten-

tion. The means of promoting student self-efficacy is

becoming well understood, however, less well under-

stood is how teachers’ sense of instructional efficacy

might be enhanced. Teachers, like the learners they

teach, complete classroom work. Although their work

is different from that of their students, it too is com-

posed of numerous tasks completed with various self-

beliefs regarding their perceived competence. How

teachers develop instructional efficacy, what supports

teacher efficacy, and how teachers’ self-efficacy influ-

ences student learning warrant further explication.

A second and particularly exciting area of self-

efficacy research concerns the notion of collective

efficacy. Social organizations in general and schools

in particular might be thought of as having a collective

sense of confidence to act. This kind of efficacy may

be present when groups adopt goals, bring forth plans

and strategies, and judge a collective sense of com-

munity empowerment. How collective school efficacy

might influence both student and teacher self-efficacy

has not been established clearly. Such an analysis

would require a complex, multilevel approach that

would assess the unique and shared effects of collec-

tive, teacher, and student levels of self-efficacy on

learning.

Finally, studies of the developmental trajectories of

students’ efficacy beliefs should be conducted. In par-

ticular, the factors that affect long-term development

of these self-beliefs across schooling would provide
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a broad view of how children and adolescents acquire

personal agency.

John Walsh
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Determination; Self-Esteem; Social Learning Theory
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SELF-ESTEEM

Self-esteem refers to one’s overall positive or negative

evaluation of oneself and can be viewed in a variety of

ways: as an enduring trait, as stable versus fragile, as

specific domains of contingent self-worth, or as a goal

that people pursue. Self-esteem is thought to develop in

childhood and remains relatively stable over time.

Although there are costs associated with different types

of self-esteem, there are alternatives to pursuing self-

esteem that may help to reduce the costs.

There is tremendous emphasis in North American

culture on self-esteem, with continuing discussion

over whether self-esteem is a universal need or is

unique to North American culture. In popular culture,

thousands of self-help books and child-rearing man-

uals have been written on this topic; in the scientific

community, more than 15,000 journal articles have

been published in this area in the past 30 years. Self-

esteem has often been hailed as an antidote to

society’s problems. The self-esteem movement of

the 1990s assumed that raising people’s self-esteem

could reduce social problems such as low academic

achievement, high dropout rates, teenage pregnancy,

domestic violence, and drug and alcohol abuse. A

recent review of the literature by Roy Baumeister and

colleagues, however, suggests that the effects of trait

self-esteem may be limited. High self-esteem, once

thought to predict a variety of positive outcomes, was

found to be associated only with a tendency to experi-

ence positive emotions and feelings of self-efficacy.

Low self-esteem, once thought to be a cause of nega-

tive outcomes, was found to be merely a symptom or

correlate of negative outcomes rather than a reliable

cause. Overall, their review suggested that there may

be more to self-esteem than whether it is high or low.

This entry examines the multifaceted nature of self-

esteem: how self-esteem affects people’s responses to

self-threats; the stability of self-esteem; contingencies

of self-worth, or the domains on which people base

their self-esteem; and self-validation goals, or the

desire to prove that one possesses certain qualities on

which self-esteem is based. This entry concludes with

a discussion of cross-cultural differences in self-esteem

and ways to reduce the costs associated with pursuing

self-esteem.

Responses to Self-Esteem Threats

High-self-esteem people possess favorable, confidently

held self-views. They are skilled at maintaining and

enhancing their self-esteem, especially in the face of

self-threats. For example, following failure feedback,

high-self-esteem people, compared to low-self-esteem

people, are likely to call to mind their strengths relative

to weaknesses, persist longer on tasks, take more risks,

and affirm themselves in domains unrelated to the

threat in order to boost their self-esteem. In addition,

they are likely to deflect the threat away from them-

selves and make self-serving attributions, such as by

blaming others or dismissing the validity of the nega-

tive feedback.

Low-self-esteem people possess relatively less favor-

able, less confident self-views and are highly concerned

about the possibility of being rejected by others. When

low-self-esteem people fail, they are quicker to call to

mind their weaknesses relative to strengths, and tend

to internalize and overgeneralize the negative feedback

to themselves, viewing the failure as confirmation of their

global inadequacy. Low-self-esteem people engage in

self-protective strategies following failure to avoid

further loss of self-esteem, such as reducing their task

motivation, avoiding risks, and showing decreased desire

to repair their negative moods.

Low-self-esteem people possess contingencies of

interpersonal acceptance; when they fail, they auto-

matically associate failure with being rejected by
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others. Indeed, low self-esteem is related to personality

measures reflecting insecurity in relationships, such as

rejection sensitivity, insecure attachment styles, and

excessive reassurance-seeking in relationships. Follow-

ing failure, low-self-esteem people become more inter-

personally oriented, which leads them to be liked

more by strangers. In interactions with strangers, low-

self-esteem people may be more highly attuned to the

possibility of rejection and thus likely to expend much

effort to ensure that the other person likes them. How-

ever, in the context of close relationships, low-self-

esteem people show self-protective responses following

self-threat; they distance themselves from their part-

ners, devalue their relationships, and doubt their part-

ner’s love for them—preemptive responses to avoid

the possibility of being rejected by their partners.

High-self-esteem people are confident of their inter-

personal acceptance and do not chronically worry about

whether others will reject or accept them. In fact, high-

self-esteem people become more independent following

failure, focusing on their unique abilities and competen-

cies rather than on their interpersonal qualities, leading

them to be liked less by strangers. However, in close

relationships, high-self-esteem people draw closer to

their partners and affirm their relationships following

self-threat, thereby repairing their self-esteem.

Research on high- and low-self-esteem people’s

responses to success are mixed. Some studies show

that both high- and low-self-esteem people show

increased self-esteem and positive mood following

success. However, other studies suggest that low-self-

esteem people experience heightened anxiety follow-

ing success, because positive feedback is inconsistent

with their negative self-views. Indeed, low-self-

esteem people are likely to dampen experiences of

positive affect, whereas high-self-esteem people are

likely to savor them. Such findings are consistent with

William Swann’s self-verification theory, which states

that people are motivated to verify or confirm their

existing self-views, even if they are negative.

Stability of Self-Esteem

In addition to trait self-esteem, researchers have also

investigated the stability of people’s self-esteem. In

particular, Michael Kernis and colleagues have distin-

guished between stable high self-esteem and fragile

high self-esteem. People with stable high self-esteem

show relatively few fluctuations in feelings of self-

worth over time, because their self-worth is less

dependent on external feedback or circumstances. In

contrast, people with fragile high self-esteem show

dramatic fluctuations in their feelings of self-worth;

because they depend heavily on feedback from others

and the external environment to determine their self-

feelings, they experience instability of self-esteem

and increased anger and hostility toward others upon

receiving negative feedback. Indeed, narcissists are

especially likely to have fragile high self-esteem—

although they think highly of themselves, they pos-

sess an underlying fragility of self-worth that leads to

an insatiable quest to be continually validated and

admired by others.

Contingencies of Self-Worth

Contingencies of self-worth reflect specific domains

on which people base their self-worth. Jennifer

Crocker and colleagues identified seven domains of

contingency among college students: academic com-

petence, physical attractiveness, others’ approval,

competition, virtue, having support from one’s family,

and having God’s love. Individuals differ in their

bases of self-worth, with consequences for how they

spend their time, their mental and physical health, and

interpersonal outcomes. For example, people who

base self-worth on attractiveness spend more time

shopping, grooming, and socializing; people who base

self-worth on virtue spend more time volunteering

and attending church. Research has shown that certain

domains of contingency incur more costs to mental

and physical health than others. For example, basing

self-worth on appearance is associated with depres-

sive symptoms and eating disorders, whereas basing

self-worth on virtue is associated with less alcohol

use and higher grade point average (GPA). Basing

self-worth on academics, although associated with

more time spent studying, does not predict GPA; one

explanation is that staking self-worth on academics

leads to increased stress and anxiety, which, in turn,

interferes with optimal performance.

Although contingencies are highly motivating, they

are also a source of vulnerability because people are

likely to experience negative events in domains of

contingency that threaten their sense of self-worth.

For example, people who base self-worth on aca-

demics report more negative self-evaluative thoughts

following failure than those who are less contingent

on their academic competence. Furthermore, low-self-

esteem people who base self-worth on academics and
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experience failure are likely to disengage from the

goal to appear competent and be quicker to associate

themselves with failure than with success. Finally,

research has shown that among college seniors apply-

ing to graduate schools, those whose self-worth was

highly contingent on academics showed dramatic

fluctuations in self-esteem and mood in response to

acceptances versus rejections from graduate schools,

which, in turn, led to instability of self-esteem and an

increase in depressive symptoms over time.

Interpersonally, research has shown that high-

self-esteem people who base self-worth on academic

competence and receive an academic self-threat

become less responsive to others’ personal problems

and ultimately become less likeable. In contrast, low-

self-esteem people who are contingent on academics

and experience academic threat become more sup-

portive toward others’ personal problems and thus are

more liked by others.

Self-Validation Goals

People are likely to adopt self-validation goals aimed

at proving and validating that they possess those qual-

ities on which their self-esteem is based. Research has

shown that students who base self-worth on aca-

demics are likely to possess academic self-validation

goals aimed at proving their competence to others.

Although self-validation goals are motivating, when

students focus on validating their ability, they are

likely to experience more academic anxiety, show less

intrinsic motivation, make more negative ability-

based attributions, and perform more poorly on tasks

following failure than those who are not as focused

on demonstrating their ability.

Culture and the
Pursuit of Self-Esteem

Although some researchers have proposed that self-

esteem is a fundamental need, others have argued that

self-esteem is not universal but, instead, a cultural

construction unique to cultures emphasizing individu-

ality and personal achievement. For example, Steve

Heine and colleagues have shown that in East Asian

cultures such as Japan, there is more focus on self-

improvement and self-criticism, whereas in North

American culture, the focus is on protecting and

enhancing self-esteem.

Recently, self-esteem has been conceptualized as

a goal pursuit, in which people adopt the goal to pro-

tect, maintain, and enhance their self-esteem. In North

American culture, people spend much of their time

and energy pursuing self-esteem. This pursuit is

highly motivating because when people succeed, they

experience boosts to their self-esteem and increases in

positive mood. However, because success is not guar-

anteed, people are also likely to experience threats to

their self-worth, leading to drops in self-esteem and

increases in negative affect. Over time, the pursuit of

self-esteem may interfere with the fulfillment of psy-

chological needs such as competence, autonomy, and

relatedness with others. For example, when people are

focused on protecting self-esteem, they are less open

to learning from their mistakes or examining areas

that they need to improve.

An alternative to pursuing self-esteem may be to

shift from goals focused on protecting and enhancing

self-esteem to goals that are larger than the self and

include others, such as adopting learning goals aimed

at making a contribution to one’s field. Along these

lines, research has shown that students who adopt

mastery goals in the classroom show deeper cognitive

processing and more intrinsic interest than those with

performance-oriented goals.

Lora E. Park

See also Goals; Motivation; Self-Efficacy
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SEX EDUCATION

Sex education may be defined narrowly as a reproduc-

tive health curriculum delivered to young people by

public school teachers. This limited view can be

considered problematic because it focuses only on

sexual functioning or behavior. A more current term—

sexuality education—conveys a broader meaning that

includes attitudes, roles, and relationships, as well as

social and cultural aspects of being female or male.

Also, sexuality concepts are learned throughout life

from a range of people and resources in a variety of

settings. The Sexuality Information and Education

Council of the United States (SIECUS) defines sexu-

ality education as a lifelong process of acquiring

information and forming attitudes, beliefs, and values

about identity, relationships, and intimacy. Sexuality

education addresses the sociocultural, biological, psy-

chological, and spiritual dimensions of sexuality by

providing information; exploring feelings, values, and

attitudes; and developing communication, decision-

making, and critical-thinking skills.

For sexuality education to be comprehensive, it

should be included at every school grade level. Educa-

tional psychology guides the determination of age and

developmental appropriateness for both content and

methods. Curriculum design uses theories involving

motivation, social and cognitive learning, and behavior

change. In addition to developmental and theoretical

foundations, programs should be sensitive and respect-

ful toward community values and beliefs as well as the

cultural background of students. SIECUS believes that

parents are their children’s primary sexuality educators,

but programs that are school-based, originate in reli-

gious or community groups, or come from health care

professionals can complement and augment the educa-

tion children receive in their families.

Although the specific content and focus of sexual-

ity education varies and may be contentious, research

polls have consistently demonstrated that the vast

majority of U.S. parents (87%–94%) want schools to

provide education on topics including growth and

development during puberty, sexual abstinence, sexu-

ally transmitted infections (STIs), HIV/AIDS, contra-

ception, and disease prevention methods. Students

have also been polled and express strong support for

sexuality education that includes coverage of health

risks, birth control, abortion, and how to handle sex-

ual feelings. Whatever the specifics, the primary goal

of sexuality education is the health and well-being of

learners. The purpose, history, and challenges of sexu-

ality education are addressed in this entry.

Purpose

The goal of providing balanced and accurate informa-

tion is based on the premise that some sources of

information are incomplete or misleading. When chil-

dren between 10 and 12 years old are asked, 38% say

they get ‘‘a lot’’ of information about sex from TV,

movies, and magazines and 31% say they get ‘‘a lot’’

from friends. Among teens (13 to 15 years old),

friends are ranked highest (64%) and media are next

(61%). The Internet (40%) falls above mothers (38%)

but below schools and teachers (44%) as a source of

information about sex. In school-based sexuality edu-

cation, factual information that emphasizes realism

and the connection between sexuality and positive

human relationships can counteract distortions and

misrepresentations.

Reducing the harmful effects of sexual behaviors

is a goal espoused by many. The targets are most

often reducing unwanted pregnancy rates; limiting the

spread of STIs, including HIV; restricting sexual

activity (sometimes based on marital status, age, or

sexual orientation); and addressing sexual harassment,

assault, and child sexual abuse. It is understandable

that some of these concerns make sexual health an

obvious goal among public health priorities; they

formed the basis of a report titled The Surgeon Gener-

al’s Call to Action to Promote Sexual Health and

Responsible Sexual Behavior. However, changing

behavior may be asking more from an educational

intervention than is warranted. Evaluations of various

sexuality education programs demonstrate changes
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in knowledge and, in some cases, altered attitudes.

Impacts on behavior are complicated; documentation

shows that sexuality education does not increase sex-

ual activity, and there is evidence that protection is

used more consistently following certain programs.

On the other hand, signing virginity pledges and hear-

ing about condom failure rates rather than effective-

ness seems to increase the likelihood of broken

pledges and unprotected sexual intercourse. Efforts to

define what is normative and expected sexual behav-

ior and problems with such efforts are discussed in

the ideological segment that follows.

Preparing students to become sexually healthy

adults with all the skills, attitudes, and values that that

entails is another goal of sexuality education. The

focus on health involves moving away from an

emphasis on harm, danger, and secrecy. Instead,

young people are given opportunities to develop rela-

tionship insights; they can then recognize what to

seek rather than what to avoid. Sexually healthy rela-

tionships are honest; consensual; nonexploitative;

mutually pleasurable; safe from harm, both physical

and psychological; and protected from unwanted

pregnancy and STIs. Sexuality education aimed at ful-

filling this purpose helps students understand their

obligations and responsibilities; develop interpersonal

skills including communication, decision making, and

assertiveness; and form caring, supportive, and nonco-

ercive relationships. The central purpose of sex educa-

tion has not always been viewed this broadly.

History

A variety of lenses can be used to examine how the

past influences the present. Inventions and research

topics reflect the concerns of the time. Antisex crusa-

ders Sylvester Graham in the early 1800s and John

Harvey Kellogg in the late 1800s both introduced pro-

ducts (graham crackers and corn flakes) intended to

improve health by calming children and preventing

masturbation. Examples of varied research methods to

learn about sexual behavior include Alfred Kinsey’s

interviews of thousands of men and women in the

mid-20th century, William Masters and Virginia

Johnson’s physiological study of human sexual

response in the second half of the 20th century, and

the Centers for Disease Control and Prevention’s

(CDC) administration of the Youth Risk Behavior

Surveillance Survey (YRBS) to students across the

nation. All of these examples mirror societal views

throughout history of what is important to know and

respond to.

Ideological

Dennis L. Carlson frames his historical overview

as four distinct ideologies, each covering about a quar-

ter of the 20th century, but all still present in sexuality

education today to varying degrees. These ideologies

incorporate a relatively coherent set of values and

beliefs that appears to represent the society as a whole

but is based on the interests of one group or class.

The first ideology is traditional and is based on an

essentialist theory that sexuality must be repressed for

the survival of civilization because it represents sick-

ness and sinfulness. In the classrooms of today, the

traditional ideology is represented by the ‘‘just say

no’’ approach and characterized by slogans such as

‘‘pet your dog, not your date’’ and ‘‘control your

urgin’ and be a virgin.’’ A central aim is to enumerate

the social and emotional risks of sexual intimacy, to

censor and repress sexual expression for the overall

good of society.

A second ideology is progressive. It is a rational,

science-based reaction in which the secular state man-

ages sexual and social problems. The sexual ethic of

this ideology is grounded in limited expression rather

than repression. Both contraception and abortion serve

a social function (limit population and poverty) with

access under state control. This ideology can be cri-

tiqued today for its almost unquestioning support of

government initiatives to solve social problems and

its implicitly racist and elitist view of society.

The third ideology is called radical Freudian and is

based on the recapture of pleasure and love. It is not

surprising that the curriculum that represents this

ideology moves far beyond issues of biological func-

tioning. The sexual libertarianism of Herbert Marcuse

is central to this approach, and creativity in work and

play, for example, are reactions to an earlier emphasis

on hard work and discipline.

Finally, the fourth ideology is libertarian; sexual

diversity and individual sexual rights are primary.

This perspective moves beyond the conventional

views of sexuality as vice or virtue, normality or per-

version. Individuals are the ultimate judges of their

own behavior; ethical codes are based on reciprocal

granting of freedom of choice and consensuality. The

earlier description of a sexually healthy relationship

based on mutuality, consent, and nonexploitation is an
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example of sexuality education components based on

this libertarian ideology. Inclusion of the range of

sexual orientations and gender identities is another

example of the affirmation of diversity as opposed to

emphasis on conformity.

Pedagogical

Several educators and authors (Evonne Hedgepeth,

Joan Helmich, and Douglas Kirby) have divided the

recent history of sexuality education into generations

according to the pedagogy employed. The first gener-

ation is knowledge-based; telling is the main method

and the cognitive domain is the only one addressed.

The underlying philosophy is, ‘‘If they know it, they

will do it.’’

A second generation put greater emphasis on

values clarification and skill building, especially com-

munication and decision making. This approach

incorporates the affective domain and leads to greater

personal self-awareness and tolerance of the values of

others, but impact on behavior is limited. A para-

phrase of this method might be, ‘‘If they believe it is

right, they will do it.’’

Sexuality education of the third generation arose in

reaction to the first two. Specific moral messages

focus on restricting sexual activity to heterosexual

marriage. Providing information about prophylaxis is

rejected because of the belief that it gives a double

message; ‘‘If they don’t know about it, they won’t do

it but if we tell them about it, they will do it.’’

The fourth generation recognizes the strengths and

weaknesses of the previous methods, focuses upon

behavior change and learning theories, and does affect

behavior. The theme of this generation is, ‘‘If they

practice what they know and apply what they believe,

they will be equipped to make wise choices.’’

The fifth generation of sexuality education is still

to come. Its development emphasizes integration of

theory, research, and health promotion; it is com-

prehensive, positive, and proactive as opposed to

reactive. As with previous generations, there are chal-

lenges to be addressed.

Challenges

If the effectiveness of sexuality education is based upon

outcomes, including the rates of unwanted pregnancy,

abortion, and incidence of STIs, then the United States

is far down the list compared to other developed

countries, especially in western Europe. The reasons are

complex, but lack of support for early and ongoing sex-

uality education, mixed messages ranging from explicit

media images to lack of access to contraceptive meth-

ods and information, limited teacher preparation, and

fear of opposition all contribute.

Ethical challenges also exist. One important ques-

tion is whether it is appropriate to apply a single set

of beliefs or values to a diverse population. Another

issue is the potential harm that could result from with-

holding information. A third concern involves health

disparities based on limited access to services such as

methods of contraception and disease prevention.

Feminist scholars Lynn Phillips and Michelle Fine put

forward a vital challenge. They recognize the need

for courage and capacity to look critically at social

arrangements, rigorously analyze power differences,

and interrupt the structured silences that deprive stu-

dents of the important sexuality education they need

and deserve.

Sarah C. Conklin
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SEXUAL ORIENTATION

Sexual orientation refers to one’s emotional, romantic,

and sexual attraction to another person and is generally

assumed to be heterosexual, or straight, meaning that

one is attracted to members of the opposite sex. How-

ever, various studies suggest that between 5% and 10%

of the population may be homosexual, meaning that

these people are emotionally, romantically, and sexually

attracted to members of the same sex. This topic is per-

tinent to educators, administrators, school psychologists,

and others who work with children and youth because

adolescents often begin to become aware of their sexual

orientation before, during, and after puberty. Addition-

ally, homosexual youth, including college-age young

adults, often cope with bullying, assaults, and even

murder in some cases, as well as shame, depression,

and low self-esteem because of internalized negative

societal views regarding homosexuality (i.e., internal-

ized homophobia); these youth are two to three times

more likely to attempt suicide than their heterosexual

peers. This entry examines several topics related to sex-

ual orientation, including common terminology, self-

disclosure (i.e., coming out), possible causes, and other

information.

Common Terminology: Gay,
Lesbian, Bisexual, and Transgender

Although the word gay is often used synonymously

with homosexual, gay generally refers specifically to

gay men, whereas the word lesbian refers to a woman

who is attracted to another woman. Use of the words

gay and lesbian is generally thought to be preferable,

rather than homosexual, the former of which are thought

to be more personable, whereas the latter is considered

more clinical and diagnostic, thus implying pathology

to be treated and cured, although homosexuality was

removed from the Diagnostic and Statistical Manual of

Mental Disorders in 1973.

Additionally, bisexuality refers to both men and

women who are equally attracted to members of both

sexes. Alfred Kinsey and his colleagues noted that

sexual orientation exists on a continuum with homo-

sexuality at one end and heterosexuality at the other

end, but that many people were in the middle (i.e.,

bisexual). The Kinsey Scale is well-known and used

by researchers today, even though it dates back to

1948. Although the transgender community has

unique challenges and needs, it is part of the GLBT

community, a common acronym referring to gay,

lesbian, bisexual, and transgender, sometimes also

referred to as queer, a previously pejorative term

reclaimed by some in the GLBT community as a word

of empowerment.

Coming Out: A Process

Coming out of the closet is a common phrase that

refers to the process by which a GLBT person

becomes aware of his or her sexual orientation and

begins to disclose it to trusted friends and family

members. Vivienne Cass, an Australian psychologist,

was one of the first to put forth a developmental

model of homosexual identity formation, as have

others. These models tend to be stage oriented and

generally follow a similar linear process whereby

GLBT identity begins, sometimes as early as elemen-

tary school ages, with an awareness that something is

different. Gradually, this difference becomes under-

stood as having to do with attraction (e.g., an adoles-

cent boy develops a crush on another boy, rather than

a girl). These attractions may be in direct conflict with

societal norms, religious values, and many overt and

covert messages (e.g., only ‘‘sissy’’ boys like other

boys). Thus, many GLBT people will go into the

closet as they become aware of their sexual orienta-

tion, hiding it, while presenting themselves as hetero-

sexual, even, in some cases, to the point of engaging

in heterosexual marriage and having children.

However, these GLBT feelings rarely go away,

and so the closeted GLBT person may begin to seek

information and the company of other GLBT people,

often first going online, where the seeming anonymity

of the Internet provides a sense of security. If and as

the GLBT person becomes increasingly comfortable

with the idea that he or she may be GLBT, possibly

experiencing his or her first GLBT sexual encounter,

the GLBT person will likely begin to acknowledge

his or her sexual orientation, first to him- or herself,

and then to a trusted friend or family member. This

can have devastating results if the GLBT person is

rejected by his or her family or friends, but it can also

be a boost to self-esteem if the GLBT person is

accepted.

It is common for GLBT people in this stage to be

out of the closet in some parts of their life (e.g., with

close friends or family members), but not out in other
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areas (e.g., at work or school). This process can be

further complicated with ethnic minority GLBT peo-

ple who may be managing dual identities (e.g.,

African American, female, and lesbian), and it can be

prematurely rushed if GLBT people are outed by

others, either intentionally or unintentionally (i.e., dis-

closing a GLBT person’s sexuality without permis-

sion). Gradually, however, the GLBT person may

come out to more people, maybe becoming an activist

for GLBT rights, and eventually reach a point where

being GLBT is not seen as the end-all-be-all of his or

her existence. Rather, similar to the way sexuality

may be one of many aspects in a heterosexual per-

son’s life, so also a GLBT person’s sexuality may be

an important part of who he or she is, but the GLBT

person may see him- or herself as more (e.g., a profes-

sional, amateur athlete, sibling, and published author).

Nature Versus Nurture:
Causes of Sexual Orientation

Although male homosexuality has, in the past, been

thought to be caused by an absent father or a domineer-

ing mother (a stereotype that has fallen out of favor),

there is no known cause at this time for sexual orienta-

tion, whether homosexual or heterosexual, despite vari-

ous attempts to find a biological or genetic link, as well

as a number of studies that found high homosexual con-

cordance rates in monozygotic (identical) and dizygotic

(fraternal) twins. One theory, the prenatal hormonal

hypothesis, suggests that homosexuality may be influ-

enced by prenatal hormonal levels at critical fetal

developmental stages, as observed in laboratory animals

(e.g., male rats presenting themselves to other male rats

in a female receptive posture after having had prenatal

hormonal manipulation). Although compelling, it is

unclear if the same holds true in humans. Similarly,

there are a number of published studies suggesting a bio-

logical or genetic connection to sexual orientation, but

to date, these studies remain inconclusive and are often

criticized for methodological reasons or a lack of inde-

pendent replication. Currently, it is generally held that

sexual orientation, whether heterosexual or homosexual,

may develop through several factors, including biologi-

cal and environmental influences, as well as genetic

predispositions.

It should also be noted that therapeutic attempts

to change sexual orientation, commonly referred

to as either reparative therapies (i.e., those with

a psychotherapeutic approach) or transformational

ministries (i.e., those with a religious approach), are

generally considered ineffective, changing, at most,

only sexual behavior. Reparative therapies have been

rejected by many major organizations that focus

on education (e.g., American Association of School

Administrators, American Counseling Association,

American Federation of Teachers, American Psychiat-

ric Association, American Psychological Association,

National Association of School Psychologists) for

several reasons, including (a) their outdated basis that

homosexuality is a mental disorder, (b) the concern

that they may be harmful to a GLBT person’s self-

esteem, and (c) their unproven track record.

GLBT Pride and History

Although there had been a number of early homophile

organizations (e.g., the Daughters of Bilitis and the

Mattachine Society), the modern GLBT rights move-

ment is generally thought to have started with the

Stonewall Riots in New York on June 27, 1969, coin-

cidentally a few days after the death of Judy Garland,

a GLBT icon. The Stonewall Inn was (and still is)

a gay bar, and on the night of June 27, 1969, it was

raided by the New York City Police Department. At

that time, outward displays of homosexuality were

illegal (e.g., dancing with someone of the same sex),

as is still the case in many parts of the world today,

punishable in some places by death. Police raids

on gay bars were somewhat frequent during that

time, but on that particular night, the patrons of the

Stonewall Inn, some dressed in drag (i.e., men

dressed as women) and others being homeless GLBT

street youth, had had enough. They resisted arrest and

fought back, throwing coins and even an unearthed

parking meter at the police, who, surprised, were

reported to have found themselves barricaded in the

bar at one point. The riot lasted several nights; the bar

was burned, but the modern GLBT rights movement

had begun.

Then came AIDS. And millions of people world-

wide, heterosexual and homosexual, have been and

continue to be infected and affected by it. Although

HIV/AIDS was first thought to be a ‘‘gay disease’’

because it decimated many gay men in major metro-

politan areas, such as New York and San Francisco,

and was even called the ‘‘gay cancer’’ by the popular

press and GRID (gay-related immune deficiency) by

the medical community in the mid-to late 1980s, it
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should be noted that HIV/AIDS knows neither politi-

cal boundaries nor sexual orientation. HIV/AIDS

mobilized the GLBT community and brought it out of

the closet in a way that nothing before ever had, and

this virus, along with other sexually transmitted infec-

tions (STIs), remains a valid concern of the GLBT

community. Thus, those who work with a GLBT

population should be aware of this history and caution

clients and students to consider either abstinence and/

or safer-sex practices (e.g., talking with their partners

about STIs and using condoms) when choosing to

engage in sexual activity.

Discriminatory Terminology

With the burgeoning academic field of queer studies,

a number of words and phrases have been coined

to describe discriminatory assumptions and practices

toward GLBT people, including Adrienne Rich’s

expression, compulsory heterosexuality, to describe

societal assumptions and demands that people be

heterosexual. Other phrases include homophobia, the

irrational fear and/or hatred of GLBT people; hetero-

sexism, the presumption that someone is heterosexual;

internalized homophobia, the internalization by GLBT

people of negative societal views and stereotypes, often

contributing to low self-esteem and/or depression and

suicidal ideation; and gay lifestyle or homosexual life-

style, a phrase generally used by GLBT opponents to

imply that being GLBT is a lifestyle choice of multiple

sexual partners, STIs, alcohol and substance abuse, and

ultimately, depression and premature death. The phrase

has negative connotations, is inappropriate for those

who work with a GLBT population, and fails to recog-

nize that being GLBT, per se, does not lead to depres-

sion and its many manifestations (e.g., alcohol and

substance abuse); rather, because of negative societal

views toward GLBT people, internalized homophobia

can lead to psychological distress and its many mani-

festations. Similarly, sexual preference also implies

a choice and is not appropriate when working with

GLBT people; sexual orientation is the preferred term.

Future Directions

Hardly a century ago, homosexuality was a moral

question, mostly under the purview of religious lea-

ders. It then became a legal issue for the criminal jus-

tice system to consider. Psychology brought it into

the medical realm as a disorder to be diagnosed and

treated. With each step, GLBT people have moved

from ‘‘sinful’’ to ‘‘criminal’’ to ‘‘sick’’ to today’s

increasing understanding and acceptance that human

sexuality, whether heterosexual, homosexual, or

bisexual, is simply part of the human condition, and

perhaps love, wherever it is found between consenting

adults, is an extraordinary thing to be celebrated

rather than condemned.

Andrew D. Reichert
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SHAPING

The term shaping was coined by B. F. Skinner to

refer to both a specific teaching technique and a

general learning process. Shaping is the technique

whereby a behavior totally outside the learner’s cur-

rent repertoire of skills is carefully brought into exis-

tence by reinforcing successive approximations to the

desired performance. Shaping also refers to the learn-

ing process that takes place whenever a behavior is

modified or molded over time by the consequences

that differentiate its various forms.
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Although not always the case, shaping is most

commonly employed when, for whatever reason, the

learner can neither follow verbal instructions on how

to perform the desired skill nor readily imitate the

behavior of another who can perform the skill. When

shaping a behavior, the teacher (or therapist or trainer)

starts by reinforcing whatever specific action the

learner currently exhibits that is most like the new

skill the teacher wants the learner to acquire. Often,

the response initially selected for reinforcement bears

little resemblance to the performance that is ulti-

mately desired, even though the teacher always

selects the closest approximation to that final action

that the learner is now likely to perform. When

repeated reinforcement has made this initial response

more frequent, reinforcement of that behavior is

stopped and the behavioral criterion that must be met

to obtain further reinforcement is shifted to an action

that is slightly closer to the ultimate performance

desired. Typically, this new criterion behavior is one

that, although not likely to occur at the start of train-

ing, has begun to appear during the period when

responses that met the previous criterion were getting

stronger, but sometimes, it is the discontinuation of

reinforcement or extinction of the previously rein-

forced behavior that stimulates occurrence of varia-

tions that meet the new criterion. Thus, the technique

takes advantage of closer approximations to the

desired behavior that emerge naturally, along with

other variations in behavior, during the course of rein-

forcing and extinguishing earlier approximations.

When the newly selected criterion behavior is occur-

ring reliably, the teacher again changes the require-

ment to a behavior in the direction of the final goal.

Teaching proceeds in this fashion, often quite rapidly,

moving smoothly across a continuum of criteria for

reinforcement that approximate ever more closely the

final performance desired, until that performance is

attained. It is for this reason that shaping is also

known as the method of successive approximations.

Through skillful shaping, novel, elaborate, and

even peculiar acts never previously performed can be

brought into existence. For example, shaping has been

used to teach parrots to roller skate and ride bicycles,

raccoons to play basketball, and chickens to peck out

tunes on miniature pianos. Far less frivolously, shap-

ing has also been used to teach speech to language-

delayed children and to help stroke victims and

other brain-damaged individuals recover functional

use of affected arms and hands. As a learning process,

shaping is inherent to any change in behavior where

a skill is seamlessly altered or honed because of its

direct and immediate consequences. Modern coaches

of sports or art forms where precision in skilled move-

ment is important (e.g., gymnastics, figure skating,

ballet) take advantage of this fact by deliberately and

strategically providing salient and immediate differen-

tial response consequences in their coaching practice.

Although astute teachers, coaches, and animal trai-

ners have probably used shaping intuitively for mil-

lennia, it was not until the groundbreaking research of

B. F. Skinner in the 1930s and 1940s that shaping

became an explicit part of the technical and theoreti-

cal knowledge base of formal academic psychology.

Skinner found that when he gradually increased the

amount of force a hungry laboratory rat had to exert

on a lever to obtain a food pellet reinforcer, the rat

learned to press the lever harder and harder until,

eventually, it pressed it far harder every time than it

ever would have done otherwise. Similarly, he found

that when he gradually increased the amount of time

the rat had to hold down the lever before releasing it

would yield a food pellet, the rat learned to hold down

the lever for far longer durations than it ever would

have done normally.

This process of changing a quantitative characteris-

tic of a behavior (e.g., grams of response force, seconds

of response duration) by gradually increasing the

amount of that quantity required for reinforcement had

never before been scientifically described or explored.

Skinner initially called the process the differentiation

of a response. A few years later, he discovered that

qualitative or topographical features of behavior (i.e.,

specific postural adjustments and limb movements)

could also be systematically modified via the method

of successive approximations by simply watching the

learner and delivering the reinforcement at the appro-

priate moment by hand, rather than by sensing the

behavior electromechanically and presenting reinforce-

ment via automatic control apparatus, as he had always

done before. This finding came as a great flash of

insight to Skinner and had a profound impact on his

subsequent scholarship. It was at this point that he

coined the term shaping to refer to the process by

which the physical or social environment differentially

reinforces quantitative and/or qualitative variations in

behavior so as to bring about more elaborate or refined,

proficient, and efficient patterns of behavior.

Just as the phenomenon of artificial selection

informed Charles Darwin’s view of the role of natural
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selection in biological change or evolution over genera-

tions, the phenomenon of shaping informed Skinner’s

view of the role of operant conditioning in behavioral

change over an individual’s lifetime. The basic princi-

ples at work in the operant conditioning of an indivi-

dual’s behavioral habits and abilities over a single

lifetime parallel the principles at work in the evolution

of a species’ biological traits and capacities over suc-

cessive generations. In evolution, natural selection of

slight biological variations via differential reproduction

in a given generation gives rise to a different distribu-

tion of variants in the next generation upon which the

selection process operates again. Over generations, this

eventuates in new forms of life quite different from the

ancestral forms. In operant conditioning, selection of

slight variations in an individual’s behavior via differ-

ential reinforcement gives rise to further variations

upon which selection by consequences operates again.

Over time, this eventuates in forms of behavior quite

different from the earlier topographies.

In his later writings about human behavior, Skinner

distinguished between contingency-shaped behavior

and rule-governed behavior. The former referred to

behavior that, as described above, is shaped through

direct contact with its actual consequences. Both

humans and nonhuman animals exhibit contingency-

shaped behavior, but only people exhibit rule-governed

behavior (i.e., behavior that originates from verbal

instructions or rules stated by others). However,

Skinner saw shaping as having at least two fundamen-

tally important influences on rule-governed behavior.

First, the habit of following directions or complying

with rules comes into existence itself via shaping (i.e.,

via direct contact with the consequences of obeying and

disobeying rules). Second, after the tendency to obey

rules has become established so that new behaviors

originate purely through following verbal instructions,

those new behaviors are subject to further modification

by the direct consequences of actually performing

them, and thus the contingency-shaped behavior pro-

cess again comes into play. The same thing happens

to behavior that originates via imitation. Thus, shap-

ing is an important and pervasive process among the

many mechanisms that influence the particulars of

human behavior.

Gail B. Peterson

See also Behavior Modification; Learning; Operant

Conditioning
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SHORT-TERM MEMORY

Short-term memory refers to the part of the memory

that has both brief duration and limited capacity. In

contrast to long-term memory, which can store an infi-

nite amount of information over a long period of time,

the storage of information in short-term memory is

restricted and lasts only a few seconds in the absence of

rehearsal. A recent view of short-term memory, called

working memory, suggests a more active system in

which information is not only stored but also processed.

Working memory is a mechanism for temporarily stor-

ing and manipulating the information to perform a vari-

ety of complex cognitive tasks. Short-term memory, or

working memory, is believed to play a central role in

learning, reasoning, and comprehension.

Characteristics

Short-term memory has some important characteris-

tics. First, short-term memory is limited in duration.

Information in short-term memory is kept for only

a short amount of time before it is transferred to long-

term memory or it decays. Generally, short-term

memory retains information for only 15–30 seconds.

In order to keep information longer, information must

be rehearsed frequently. With rehearsal, the informa-

tion will reenter the short-term memory and be held

for a further period. The longer information is stored

in short-term memory, the easier it is to manipulate

information to perform complex cognitive tasks.

Second, short-term memory has a limited storage

capacity. Basically, the capacity of short-term mem-

ory is approximately seven items, plus or minus two.

The total amount of information that can be stored in

short-term memory might depend on the particular
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rules used to manage the information. Research has

demonstrated that the chunking of information can

increase the capacity of short-term memory. The pro-

cess of chunking can reduce the loading of short-term

memory by decreasing the number of items and

increasing the size of each item. This chunking strat-

egy allows the brain to automatically cluster certain

items together and thus to remember the items much

longer. This is why a hyphenated phone number is

easier to remember than seven individual digits.

Chunking is an important strategy for transferring

short-term memory into long-term memory.

The third important feature of short-term memory

is that it is subject to forgetting. Information in short-

term memory is forgotten easily and quickly in the

absence of further processing. Forgetting is mainly

caused by decay, displacement, and interference.

Decay is the primary mechanism of memory loss.

Information in short-term memory decays over time.

Short-term memory fades away after a few seconds

without rehearsal. In addition, forgetting may occur

through displacement: New information pushes out

old information from short-term memory and replaces

it. Moreover, interference seems to play a role in for-

getting. Short-term memory is sensitive to disruption.

Memory from earlier trials can interfere with recall of

later ones. Information in long-term memory may also

interfere with information in short-term memory.

Finally, short-term memory is regarded as a gateway

to long-term memory. Attention plays an important role

in selecting information to be held. Research has sug-

gested that the perception of the importance of informa-

tion determines to a great degree what information is

subjected to further processing. Forgetting may begin

with the information that has the least importance.

Thus, the meaningfulness of an item is critical for its

retention. Retention in short-term memory allows the

opportunity for information to be transferred into long-

term memory. Encoding and rehearsal are two main pro-

cesses by which transfers occur from short-term memory

to long-term memory. Encoding strategies may include

substitution, which involves replacement of the incoming

information by another symbol, or elaboration, which

refers to developing a newly formed memory trace.

Other factors, such as the intention to learn, the presence

of incentives, interest in the information, and the level of

arousal, also can affect encoding. Rehearsal allows more

opportunity to encode into long-term memory. Activities

such as using verbal rehearsal, forming mental images,

and actively organizing information in short-term

memory may enhance long-term retention. Adoption of

rehearsal or encoding may depend on the existing knowl-

edge in long-term memory. Information is remembered

better if it can be linked to other known facts. With

more existing knowledge about incoming information,

there would be less effort to engage in rehearsal.

However, passive residence in short-term memory may

not be sufficient to transfer information into long-term

memory.

Educational Applications

There are several applications of short-term memory

and working memory in the field of education. Short-

term memory, or working memory, is assumed to play

an important role in explaining language comprehen-

sion, problem solving, and age differences in memory.

The process of language comprehension takes time.

The first words of a sentence need to be remembered

until the end of the sentence is produced in order for

the entire meaning of the sentence to be compre-

hended. In language comprehension, short-term mem-

ory might be critical for providing connection in

reading and listening. Short-term memory may also be

necessary for problem solving. Mental problem solving

requires attention, encoding, storage, and manipulation

of information. Several different working memory pro-

cesses contribute to problem solving. Information must

be encoded into working memory, other information

must be retrieved from long-term memory, steps in

problem solving must be arranged in order, and unre-

lated information must be excluded. Working memory

is viewed as having a critical role in planning and orga-

nizing these types of activities, which are necessary for

problem solving. Finally, working memory might be

the key to understanding age differences in memory.

Research has demonstrated that there is greater age-

related decline in working memory. Aging is linked to

slower processing, as found by slower encoding of tar-

get items into memory or slower switching from one

task to another.

Shu-Chin Yen
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SINGLE VERSUS COED

GENDER EDUCATION

Single-gender education refers to the delivery of

instruction to members of the same sex in isolation

from members of the opposite sex, whereas coed gen-

der education refers to instructional delivery to males

and females simultaneously. Although gender group-

ing is done at both schoolwide and classroom-specific

levels, this entry focuses on the former.

The issue of single versus coed gender education

has practical implications for schooling, yet most stake-

holders’ rationale for making a choice between options

has more often than not been an issue of politics and

economics rather than pedagogy. In the modern era,

but prior to the 20th century, formal education at

all levels was decidedly single gender—worldwide.

Coeducation has since become common practice and is

more often the instructional option of choice, especially

among public educational institutions. In the early

1900s, public school coeducation across the globe was

advanced through the promise of political equality for

democratically educated citizenries. Less idealistic but

no less evident, coeducation in the West was used as

a vehicle for cultural assimilation. It was a response to

the waves of European and Asian immigration that

threatened to make over America’s colonial heritage.

Furthermore, the Depression made compulsory educa-

tion and coeducation emblematic of good business.

After all, the logic went, coeducation required fewer

schools, teachers, and support staff.

With the national turn toward coeducation, single-

gender education became the province of private,

often religious schools, especially in the United

States. Catering to members of elite communities, pri-

vate and religious schools monopolized single-gender

education. The nation’s elite private and religious

single-gender schools filled their classrooms by sug-

gesting the firestorm of adolescent courtship detracted

from the essential academic tasks of schooling until

declining economic circumstance in the 1970s and

1980s forced them to join the march to coeducation.

Toward the end of the century, however, legislation

and policy in several countries, including the United

States, Great Britain, Australia, and New Zealand,

reflected a resurgence of interest in private and public

single-gender education.

Current Trends and Limitations

To date, empirical investigation of the issues sur-

rounding and outcomes of single versus coed gender

education has been sparse in comparison to topics

such as gender differences in social behaviors and

academic attainment. What has been conducted has

been void of experimental designs or includes anec-

dotal information from single schools or districts. In

this sense, consideration of gender or sex as a group-

ing variable is regarded as another on a list of group

manipulations no more potentially relevant to the

average student than grade level or socioeconomic

status. Among research that is relevant, however,

results are mixed. Support for either position is

couched in one of two veins. The traditional argument

for coeducation is that separation is inherently unequal.

Moreover, male and female social interaction during

school years helps to secure a foundation for the future

of democratic society. A different perspective borrows

ideas from sociobiology and the cognitive sciences and

is committed to single-gender schooling, noting that,

on average, males and females learn differently and

socialize differently. Gender segregation, it is argued,

is essential to optimize the academic potential of

females and males.

In spite of—or maybe because of—the paucity of

research, advocates of both sides of the debate cite

research supporting their broadly staked positions. Pro-

ponents of single-gender education tout studies with

findings that suggest single-gender education enhances

gender self-esteem, is beneficial for male discipline,

and is well received by teachers. Most importantly, at

least for advocates of current accountability, single-

gender education is suggested to enhance attitude and

achievement in core subjects, including math, sciences,

and language arts, as well as physical, health, and tech-

nology education. Coed gender education advocates

counter by calling attention to research that suggests

coeducational environments are essential to ensure equal-

ity of educational opportunity, diminish sexism in the

classroom, end gender discrimination, and circumvent
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the glass ceiling that once excluded women from all

of the best educational institutions and profitable

professions.

The inability to resolve many of the issues in the

debate over single-gender versus coeducation instruc-

tional environments suggests that research methods

need reexamination. Reliance on sociological instead

of experimental methods has confined much of the

conversation of the topic to personal perspective and

observation. Such methods also result in an overreli-

ance on the investigation of idealized behavioral out-

comes (i.e., grade point average, standardized test

scores, discipline referrals, attendance). Inasmuch as

these outcomes are significantly downstream from

the intervention of single-gender or coeducation, the

inferential value of any concerned studies is limited.

Moreover, blanket statements of the effectiveness of

one or the other suggests that a culture of single-

gender or coeducation is a bounded system made up

of philosophies and practices that can be transmitted

en corpus to students. Here, single-gender or coeduca-

tion is reified in favor of identifying the advantages

and limitations of each instructional type for individ-

ual students.

Future Directions

Findings from the cognitive sciences reveal that phys-

ical organization of male and female phenotypes are

two very similar yet profoundly different physical and

mental code sets through which each individual

recognizes his or her world and physical relationship

to it. This encoding presents not just a physical differ-

entiation but also a differentiation of the cognitive,

affective, and conative structures for the mind. To

date, for example, differences between males and

females have been found in a host of informational

processing and behavioral measures, including advan-

tages for males, on average, over females on a number

of spatial skills such as mental rotation of figures,

maze solving, estimation of speed for an object in

motion and horizontal perception. Female advantages,

on average, over males have been found on depth per-

ception, fine motor dexterity, and location memory

tasks. If gender of classmates is related to academic

or social outcomes of students, then intraindividual

differences in brain function should be evidenced

when in the presence of males versus females. In this

sense, using the research methods developed by

researchers in the cognitive sciences for experimental

investigation of intraindividual response to varying

gender of classmates may help to recast consideration

of single and coed gender education as something

more than a pair of monoliths. As these findings are

examined, a more precise, and ultimately practical,

discussion is likely to arise from the single versus

coed gender education debate.

Sean Alan Forbes and James S. Kaminsky
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SOCIAL CLASS AND CLASSISM

Social class and classism is an important and relevant

topic for educational psychologists because extensive

research shows that children and adolescents are

affected by their social class and experiences with clas-

sism. Although the research sometimes has problems

conceptualizing and measuring social class in consis-

tent and meaningful ways, nevertheless, the body of

evidence suggests that educational psychologists need

to consider the student’s social class context. For edu-

cational psychologists, the ‘‘tip of the iceberg’’ is the

student in the classroom. Beneath the manifest student

is the latent weight of the student’s social class. He or

she brings into the classroom the affects of family,

peer, and environmental social class. Educational psy-

chologists need to consider how poverty, for instance,

is related to physical growth, cognitive stimulation, and

intellectual development. Depending on what social
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class criterion is being measured, different results will

arise. Therefore, approaching social class assessment

with a coherent theory or research question will be an

important first step.

In this review, several key considerations and

issues are discussed. First, social class, classism, and

socioeconomic status are defined as general psycho-

logical concepts. Second, the ways in which social

class and inequality have an impact on students before

entering the classroom environment is discussed.

Finally, specific issues such as the achievement gap,

teacher perceptions and expectations, and teacher

quality are presented.

Defining Social Class
and Socioeconomic Status

Social class may be regarded as a cultural construct

and part of a psychologist’s multicultural competency.

But insofar as social class and classism are ubiquitous

in an individual’s life span, psychologists need to

understand it as more than just a cultural variable. For

many psychologists, the main difficulty of using

social class is definitional. A few questions may be:

What is the difference between social class and socio-

economic status? How is it measured? Is social class

a position, or is it malleable?

To begin, several researchers have suggested that

there is no real conceptual difference between social

class and socioeconomic status (SES). The variations

in research are a result of different conceptualizations

by researchers as well as the use of differing variables

to measure their operationalization of social class or

SES. In a review of three counseling and psychology

journals across 20 years (1981–2000), Liu and his col-

leagues found authors used more than 400 different

terms to conceptualize social class or SES (e.g.,

inequality, poverty). Similar results have also been

found in educational psychology journals where social

class is seldom measured or meaningfully analyzed.

Additionally, researchers have varied in defining

social class or SES as access to money, resources,

mobility, or power and have also speculated that

social class and SES are static positions related to

inequality or poverty. For the purpose of this entry,

social class is used throughout this entry because it is

nominally easier to link with classism. Also, social

class reflects the stratification that is both the cause

and consequence of inequality. Additionally, people

are likely to interact with others based on perceived

social class differences.

Social class is also co-constructed with classism

much like race and racism are interdependent con-

structs. That is, the operationalization of race cannot

exist without the explicit or implicit function of rac-

ism to create rigid categories based on phenotypes or

other manifest physical features. Similarly, social

class cannot exist without the function of classism to

create stratification and inequality. Individuals would

not categorize other individuals into varying social

class groups if there were no privilege or gain associ-

ated with a hierarchy of groups. In this case, classism

functions to unequally distribute privilege and gain

within and across various social class groups. There-

fore, it is important to discuss social class and clas-

sism together to reinforce the relationship between

social class position and the inequality that creates it.

Related to terminology is the measurement of

social class. Typically, psychologists have adopted

a sociological framework to understand social class.

The problem is the macro level of analysis and under-

standing in sociology (i.e., understanding how groups,

communities, and societies function) versus the indi-

vidual level for psychologists. Consequently, rather

than examining interpersonal or psychological vari-

ables associated with social class, psychologists have

used income, education, and occupation, either indi-

vidually or variously aggregated, to categorize indivi-

duals into discreet social class groups (e.g., $100,000

in income, a college education, and a white-collar

occupation = middle class). The problem with this

categorization approach is that the variables are not

highly intercorrelated, and there is no evidence to sug-

gest that a particular income, education level, or occu-

pation will effect or produce a specific social class.

Furthermore, psychologists need to understand that

income, education, and occupation are associated with

different psychological and educational outcomes. For

instance, income is notoriously difficult to measure

because people do not give accurate answers. Income

is a good predictor of future career success, but more

robustly for the poor than for the rich. Another prob-

lem in using these variables is the assumption that

everyone within a specific social class group per-

ceives the world similarly. But evidence suggests that,

even within the same economic context, people vary

in how they conceptualize their environment. For

instance, psychologists with the same degree, educa-

tion, occupational experience, and income will likely
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see the world differently if one lives in Boston,

Massachusetts, versus Iowa City, Iowa. Both psychol-

ogists may regard themselves as middle class, but

being a doctoral-level psychologist may have a dif-

ferent status within a largely rural community versus

a large urban community.

For educational psychologists, by using adult indi-

ces such as income, education level, and occupation,

one may conclude that social class and classism are

adult experiences. Yet research suggests that children

and adolescents are aware of and able to make social

class discriminations such as what constitutes lower

and middle class. In addition, children and adoles-

cents are sensitive to social class prejudice and clas-

sism. For instance, in one study of African American

boys in a private school, the researcher found that

these boys struggled to negotiate Black and White

cultural norms in school so that they could succeed in

school and not be perceived as a ‘‘sellout’’ by other

African American peers. Similarly, children and ado-

lescents are sensitive to advertisements and are ori-

ented to buying material objects consonant with their

perceived social class standing. Therefore, psycholo-

gists need to be aware of methodologies used to

assess social class at different age levels. Unlike race,

which is a constant feature, unlikely to change with

age, social class is much more likely to change over

time. Ultimately, there is no one best approach to

measuring social class, but it does depend on the theo-

retical operationalization and research questions.

Burgeoning research by Nancy Adler and Michael

Marmot and colleagues also suggests the importance

of subjective appraisals of social class. That is, rather

than asking for income, education, and occupation,

ask an individual to place him- or herself on a 10-

rung social class ladder where the bottom rung is the

lowest position in society and the highest rung is the

top of society. Evidence in health psychology research

shows that this subjective method may be a robust

and good predictor of self-rated health. Liu and col-

leagues have also developed a social class worldview

model (SCWM) predicated on a phenomenological

approach to understanding a person’s social class and

experiences with classism. The SCWM uses the

worldview framework to interpret social class experi-

ences and uses social class as a descriptor of a psycho-

logical process. Psychologists should continue to use

social class as an adjective (descriptor) of a meaning-

ful psychological process such as identity, accultura-

tion, stress, and strain.

Additionally, Liu and colleagues describes a network

of different classisms such as upward (prejudice against

those perceived to be in a higher social class), lateral

(pressure to ‘‘keep up with the Joneses’’), and internal-

ized (feelings of anxiety and apprehension related to

losing one’s social class standing). Although subjective

and phenomenological approaches to measuring social

class are important developments, there are still objec-

tive consequences to low income, poverty, and social

inequality. Thus, experiential methods may illuminate

the interpersonal experiences, but psychologists still

need to contend with the contextual issues related to

social class.

The Impact of
Social Class and Inequality

A network of factors converge to create inequality,

poverty, and classism. Psychologists need to consider

sociopolitical (e.g., the unequal distribution of power);

sociohistorical (e.g., biased and inaccurate histories of

peoples); and sociostructural (e.g., legal, educational,

and economic systems) forces that create inequalities.

The result of these inequalities is a gradient, which gen-

erally suggests that children and families at the lower

social classes have poor physical and mental health and

low school achievement, whereas those in the higher

social classes have just the opposite. The most perva-

sive manifestation of social class in educational settings

is the inequality resulting from inadequate resources.

This lack of resources starts before the child enters

school and is only exacerbated in poor school settings.

Closely related to educational disparity is the impact

of race and racism. Social class, classism, and racism

are often conflated in the research, but this conflation

likely reflects the interdependency and relatedness of

racism and classism rather than methodological limita-

tions. Extensive research evidence shows that racial

and ethnic children and adolescents (e.g., African,

Asian, Latino, and Native American) are more likely

to live in households with disadvantage, low incomes,

high incidents of unemployment, violent and environ-

mentally toxic neighborhoods, and poor health-related

resources such as supermarkets and hospitals. These

poor family and neighborhood environments have also

been correlated with physical health problems such as

obesity, diabetes, and poor cognitive and intellectual

development. The National Institute of Child Health

and Human Development Early Child Care Research

Network found that in school settings, the aggregate
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result of health, social, and environmental deprivation

and stressors may be dropping out of school early and

poor socioemotional development and competence, as

well as other achievement gaps.

Achievement Gap

In educational psychology, researchers have identified

disparities in academic achievement between students

from lower and higher social class backgrounds. For

instance, in one 12-year longitudinal study examining

several risk factors (e.g., low education, low occupa-

tional status) and their relationship with students’

future academic achievement, researchers found that

the students whose families had low educational back-

grounds and low occupational status were more likely

to perform worse on intelligence tests, have lower

grade point averages, and a greater number of

absences than students who were not as disadvan-

taged. Researchers have also found that lower social

class is related to higher dropout rates and enrollment

in special education classes. In another study, the

National Assessment of Education Progress found that

students from lower social class backgrounds are also

less likely to master academic skills. Differences in

achievement have also been found when individuals

increase their social class status. In one study, chil-

dren from single-mother households perform better on

cognitive assessments when their families are able to

remain off welfare. It is important when discussing

the problems related to lower social class back-

grounds to remember the array of contextual problems

affecting performance and not focus on dispositional

attributions (i.e., blame the child). Specifically, con-

tributing to poor performance may be early exposure

to lead and other toxins, poor schooling, reduced

access to affordable healthy food, neighborhood vio-

lence, and dilapidated playgrounds, to name a few.

Furthermore, researchers caution that multiple vari-

ables may be influencing the relationship between

social class and academic achievement. Factors typi-

cally associated with lower social class, such as racial

and ethnic minority status, and greater levels of stress

can influence the relationship between social class

and student academic achievement. Racial and ethnic

minority students must contend with additional pres-

sures such as discrimination. Also, students who have

limited access to health care may be likely to miss

school and less likely to receive proper care for ill-

nesses or injuries that modify cognitive abilities.

Finally, students who are under constant stress may

not prioritize schoolwork as highly as students who

experience less stress.

Teachers’
Perceptions and Expectations

Research suggests that teachers’ perceptions and aca-

demic expectations of students may alter as a function

of social class. Teachers may perceive lower social

class students’ cognitive abilities more negatively

than higher social class students’ cognitive abilities.

These negative perceptions may translate into lower

student expectations because teachers expect less

from students whom they perceive as less than capa-

ble. Students from lower social class backgrounds

may also experience lower teacher expectations than

students from higher social class backgrounds. As

a result, teachers may differentially treat lower social

class and higher social class students in the classroom.

This differential treatment suggests that lower social

class students may face additional barriers than do

their higher social class counterparts. For example,

teachers with low expectations of students are more

likely to demonstrate negative biases toward those

students, ask them fewer questions during class, pro-

vide less positive reinforcement, and offer less sup-

port in comparison to students whose teachers expect

more from them. The focus on teachers’ perceptions

and expectations has become an important topic

because teachers with low expectations of students

are more likely to have lower-achieving students. Sev-

eral factors have been identified that may influence

the relationship between social class and teachers’

perceptions and expectations.

Moreover, researchers have argued that teachers’

negative perceptions of lower social class students

may lead to the development of self-fulfilling prophe-

cies. Lower social class students may internalize the

lower expectations of teachers and achieve academi-

cally in a manner that is consistent with those tea-

chers’ expectations. Recent studies have shown that

self-fulfilling prophecies may adversely affect student

achievement, but the impact of self-fulfilling prophe-

cies on student achievement may be minimal.

Teachers’ self-efficacy for working with lower

social class students may also be negatively related to

their perception of students. Teachers with low self-

efficacy may be more likely to identify special educa-

tion as more suitable for lower social class students
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with academic problems than teachers with high self-

efficacy. Teachers with high self-efficacy may have

greater confidence in their ability to work with stu-

dents with academic problems irrespective of their

social class background.

Teaching Quality

Researchers have argued that social class is related to

teacher quality. School districts comprising primarily

lower social class neighborhoods are more likely to

have less qualified or uncertified teachers. Schools in

lower social class school districts may have fewer

resources to recruit and maintain highly qualified tea-

chers. Teachers in lower social class school districts

may also be limited by a lack of instructional materi-

als such as computers or lab equipment. In addition,

the Education Trust found that teachers who scored

in the lower range of national teacher qualifying

examinations are likely to teach in lower social class

schools. The incessant need for teachers in lower

social class schools may require those schools to be

less selective in their recruitment of teachers. Finally,

teachers in less affluent school districts are more

likely to teach subjects unrelated to their field. For

example, teachers who hold degrees in English educa-

tion may be required to also teach history.

More recently, the introduction of No Child Left

Behind (NCLB) may create greater discrepancies between

higher and lower social class schools. Highly qualified

teachers may be more inclined to leave underperform-

ing, lower social class schools because of NCLB regula-

tions that penalize underperforming schools. As a result,

students with less qualified teachers are more likely to

experience lower levels of academic achievement than

students with highly qualified teachers.

William Ming Liu and Jovan Hernandez

See also Cultural Deficit Model; Cultural Diversity;

Ethnicity and Race; Poverty
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SOCIAL DEVELOPMENT

Children’s social development refers to the ways in

which children grow in terms of their social skills,

awareness of others, cooperative behaviors, and ways

of approaching and interacting with others. Children’s

social development has significant implications for

later functioning in numerous areas, including emo-

tional development, educational and employment suc-

cess, and overall adjustment. Poor social development

can place children at risk for poor relationships with

their peers, academic problems, criminal activity, and

mental health and adjustment problems. Thus, suc-

cessful development socially is integrally important to

children’s overall well-being.

From the moment they are born, children enter and

have to begin learning how to navigate a social world.

A graphic model of this is given in Figure 1. Early in

life, children’s primary social context for developing

is their immediate family. Later, as they develop, chil-

dren become increasingly more integrated into other

divergent social contexts, including their peer groups,
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school networks, professional networks once they

enter the job market, and eventually their own roman-

tic relationships. Throughout their development over

time, they are also affected by more distal influences

such as the community, society, and culture in which

they are living.

Family Context

Parent–Child Relationship

Early in children’s lives, their primary social inter-

actions are with their primary caregivers, typically

their mothers and fathers (although this can vary

within and between cultures), and these early social

interactions set the basis for all interactions later on.

Infants learn important lessons about what to expect

from others and how to meet their needs through their

repeated interactions with their parents over time. The

focus of early social interactions for infants surrounds

having their basic physical and emotional needs met.

All infants vary in their emotionality and their need to

be soothed, as well as their abilities to soothe them-

selves and be soothed by others. Differences in par-

enting styles, such as insensitivity, unresponsiveness,

and inconsistency may lead children to be more

Child Parent

Community

Society

Culture

Peers

Parents’ Marital
Relationship

Extended
Family

Figure 1 Model for Social Development

Source: Adapted from Lerner, R. M. (1979). A dynamic interactional concept of individual and social relationship development. In

R. L. Burgess & T. L. Huston (Eds.), Social exchange in developing relationships (pp. 271–305). New York: Academic Press.
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emotional and have greater difficulty in regulating

their emotions, because they do not know what to

expect and are not having their own needs met appro-

priately. More emotional children may elicit more

negative responses from their parents, and thus a nega-

tive reciprocal cycle is established.

John Bowlby and Mary Ainsworth contend that

infants’ patterns of interactions with their parents

develop into patterns of attachment style. Attachment

refers to the enduring emotional bond that develops

between people. Parents who are sensitive, respon-

sive, and consistent in meeting their infants’ needs

over time are more likely to have infants who develop

a secure emotional attachment. When parents are

unable to consistently meet their infants’ needs, then

an insecure emotional attachment is more likely to

develop. Children who have a secure attachment feel

confident that their parents are there for them when

they need them and are able to successfully reach out

to their parents in times of physical, social, emotional,

or other needs and be comforted. On the other hand,

children who are not securely attached may not feel

safe or comfortable seeking help from their parents

because they have not successfully had their needs

met in the past. Instead, they may try to hide their

emotions or needs. When insecurely attached children

do attempt to seek out their parents for help, they may

either outright reject their parents’ attempts at con-

solation or simply may not feel comforted by them.

Bowlby and Ainsworth argue that these early

attachment patterns form the basis for all other rela-

tionships that children will develop. Children use their

early attachment relationships with their parents as

the interpretive lens through which to view, interpret,

and respond to all other relationships. In other words,

they develop internal representations or schemas

about how relationships work based on their relation-

ships with their parents. Levels of parent–child attach-

ment security provide a global sense of emotional

security that influences children in many broad

domains. Children seek to recreate with peers, and

later with intimate romantic partners, the relationship

they had with a parent. Children’s levels of security

and trust from their attachment relationships deter-

mine how open and trusting or wary and apprehensive

they will be in approaching a new person with whom

to develop a relationship. Thus, children who are

securely attached are more likely to also have other

positive, successful relationships with other people,

whereas children who are insecurely attached are

more likely to demonstrate difficulties in interacting

with others. The patterns of interaction styles between

parents and infants around their emotional needs set

the stage for children’s future interactions with others.

As children grow older toward the preschool years,

they begin to become more aware of social tasks and

demands and are capable of initiating, maintaining,

modulating, or ceasing physical acts, communication,

and emotional expressions as required. Differences in

social development may be attributable to differences

in parenting. Children whose parents have been con-

sistent in teaching them what is socially appropriate

behavior versus inappropriate behavior may be more

likely to conduct themselves in more socially desir-

able ways. Furthermore, children who have success-

fully had their emotional needs met early on are

better at regulating their own emotions as they

develop and thus have more success in modulating

their outward expressions of emotions, such as their

behavior and other communication, because they can

better modulate their internal states.

Marital Relationship

The parents’ marital relationship is another key

factor contributing to children’s social development.

The quality of the marital relationship and the ways

in which marital conflict is handled set the emotional

climate for the family and the child. Marital conflict

has both positive and negative elements, however,

and depending on how it is handled, it can have either

positive or negative effects on children’s social devel-

opment. Heightened levels of negative conflict can

influence children directly and indirectly. Greater con-

flict between parents may lead to greater disturbance

in parenting, which can lead, in turn, to less emotional

security and the ensuing issues described above.

Increased conflict can also directly influence chil-

dren, leaving them feeling vulnerable and emotionally

insecure about the stability of their family. E. Mark

Cummings and Patrick Davies proposed an emotional

security hypothesis, which extends the ideas from

attachment theory and suggests that children can

develop a sense of emotional security not just to the

parent–child relationship, but also to the marital rela-

tionship. From their hypothesis, children react to the

meaning of conflict itself, rather than just the presence

of conflict, and the more they are exposed to it, the

more sensitized they become to it over time. Witnes-

sing more negative, hostile, and threatening forms of
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conflict is particularly detrimental to children’s sense

of security about the marital relationship, whereas

more positive expressions, including humor, support,

and affection, promote greater feelings of security.

As in attachment theory, children’s sense of emo-

tional security about the marriage can also influence

children’s relationships in other realms, and children

who are more emotionally insecure about the mar-

riage have more social difficulties with other children.

Children also learn ways in which to handle conflict

and other social interactions based on how their par-

ents interact and handle their own conflict and rela-

tionship. When parents engage in more destructive

and hostile forms of conflict, children are more likely

to hold negative views of peers and to act similarly

with peers. For example, when children witness acts

of aggression between parents, it results in greater

physical aggression, such as hitting and pushing,

toward their peers.

Other Family Relationships

The quality of parent–child and marital relations has

significant implications for broader family functioning.

Positive parent–child and marital relations are related

to more harmonious sibling relationships, whereas dis-

cordant marital relations are linked with more negative

sibling interactions. Other family relationships beyond

the parent–child and marital relationship can also con-

tribute positively or negatively to children’s social

development. Some cultures have different definitions

for what constitutes a family, and/or different traditions

for living arrangements, all of which provide a larger

family group with which children can interact on a

regular basis. When there are negative parent–child

or marital relationships, having strong, positive healthy

relationships with other family members, such as

grandparents and aunts and uncles, can help ameliorate

negative consequences for children’s social develop-

ment by providing other positive role models and

sources of support and emotional security. On the other

hand, when these relationships are also problematic, it

can further exacerbate social interaction difficulties for

the child.

Sibling and cousin relationships provide some of the

first opportunities to practice emerging social skills in

similar aged, peer-like relationships. Many tribal socie-

ties group children into age-grade peer groups, with

whom they spend the majority of their waking hours,

much like the school system in industrialized societies.

Allowing children to work through their own disagree-

ments with siblings is important for the development of

appropriate social skills, and frequent intervention on

the part of parents in sibling conflict can interfere with

this process. Through these relationships, children learn

more about appropriate social norms and deviance and

begin to put into practice their knowledge of relation-

ships learned from their parents as they develop specific

social skills such as cooperative behavior, sharing,

assertiveness, social conversations, empathy, problem

solving, conflict resolution, and issues of acceptance

and rejection. These are the skills on which children

will need to draw to be successful in their interactions

with peers outside of the family context.

Peer Groups

Peer Social Status and Friendships

In developing peer relationships, children bring

with them the lessons they learned and the relation-

ships they internalized from their family environment,

which has a large impact on their acceptance versus

rejection by peers and their development of friend-

ships. Steven Asher and colleagues suggest that both

acceptance and friendships are important for healthy

adjustment and development. They define peer accep-

tance as the extent to which a child is liked or

accepted by other members of the peer group. Well-

accepted children are warmly and positively regarded

by most of their peers, whereas poorly accepted chil-

dren tend to be viewed negatively and disliked by

their peers. Acceptance is thought to be a unilateral

concept, which works in one direction. Friendship, on

the other hand, is more bidirectional, and friends per-

ceive and respond to each other as unique and irre-

placeable. Acceptance is thought to be important to

the development of healthy attitudes toward competi-

tion, conformity, and achievement, whereas friendship

is key in the development of empathy and perspective

taking, and it validates children in terms of their inter-

ests, positive self-views, and hopes. Children’s accep-

tance and friendship relationships are significant

predictors of their long-term well-being and success,

and children who are not successful in these areas are

more likely to have adjustment problems (e.g., anxi-

ety and depression symptoms), drop out of school,

describe feelings of loneliness, display aggressiveness

and/or submissiveness, and experience social ostra-

cism and isolation. Estimates of the percentage of
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children experiencing serious difficulties with their

peers are around 10%.

John Coie put forth a theory of child rejection.

Assumptions of this theory are as follows:

1. Social behavior is primarily responsible for rejec-

tion by peers.

2. The difficulties of rejected peers result from the

way they interpret specific social situations, the

way they react affectively, and their acquired strat-

egies for dealing with the situations.

3. These factors emerge out of their socialization his-

tory and are largely shaped by the history of the

child’s interactions with parent figures, siblings,

and nonsibling acquaintances.

The theory suggests that there are four stages of

social rejection:

1. the Precursor stage, in which children come equipped

with specific competencies and deficits relating to

their eventual peer status;

2. the Emergent stage, in which their interactions with

a significant peer group result in the child being

rejected;

3. the Maintenance stage, in which rejection by

a group becomes a stable and enduring reality;

4. the Consequence stage, in which other aspects of

the child’s adjustment deteriorates to the point of

identifiable psychological disorders.

In the Emergent stage, children who are more

aggressive and disruptive are more likely to be rejected,

as are children who are more withdrawn and solitary.

Children who become socially successful and popular

take the time to figure out what is happening in a new

group situation and attempt to match their behavior to

that of the group, whereas children who are less popular

are more likely to disrupt the group in part because they

are not aware of what is happening within the group.

In the Maintenance stage, the rejecting group mem-

bers begin to change in their behavior toward the

rejected child, and in turn, the rejected child begins to

change in his or her behavior toward peers, his or her

feelings about him- or herself, and in the thoughts and

expectations for the self and others. Being rejected

begins to be a part of the child’s identity, and the child

and others begin to respond now with new expectations.

Once rejected, rejected children are more likely to be

on the outside of well-established, coherent playgroups

and even have trouble getting along with other rejected

children. Rejected children describe themselves as

being more lonely and having lower self-esteem, and

when rejected children are also aggressive, they have

concerns about the need to prevail against others,

whereas nonaggressive children develop more concerns

about being scorned and attacked by others.

In the Consequences stage, children who were

rejected in middle childhood and preadolescence are

at greatest risk for later disorder because childhood is

the time for the preparation for intimate relationships

later on. Rejected children have more academic diffi-

culties, are truant more often, have more discipline

problems, drop out of school at higher rates, and are

left with fewer social skills to develop appropriate

relationships later on in development.

Children who are lacking in the necessary social

skills associated with acceptance and friendship have

long been the focus of psychological assistance. Asher

and colleagues review numerous behaviors that have

been the target of interventions aiming to improve

children’s social skills, ranging from broad general

skills to more specific molecular skills: social prob-

lem solving, nonverbal communication, negotiation,

entrance to groups, ability to cope with anger, helping

behaviors, establishment of rapport, conversational

skills, listening skills, self-control, ignoring of bully-

ing and rejection, expression of requests and rights,

ability to give and receive compliments, sportsman-

ship, and so on. This multitude of skills has taken

place in various modalities, such as role-playing,

modeling of successful peers, videotaped interactions

that are reviewed and discussed, and actual interac-

tions with peers. In order to have a successful inter-

vention, it is imperative that children are able to

practice the learned skills in actual interactions with

their peers. The majority of these interventions are

successful in increasing children’s peer acceptance. It

is still not clear, though, why the behaviors learned in

these interventions translate into greater success in the

friendship realm.

Asher and colleagues suggest that in order to

develop strong, lasting friendships, children need

social skills that are adaptable across various settings

and need to interact with peers in multiple settings to

create more multifaceted and more invested relation-

ships. Additionally, they need the skills and personal-

ity necessary to be perceived as fun, resourceful, and

enjoyable companions; must have reciprocity in their
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relationships; must be able to engage appropriately in

self-disclosure; must be able to express caring, con-

cern, admiration, and affection in appropriate ways;

must be helpful and reliable when their friends need

them; must be able to manage minor disagreements

successfully while preventing major conflicts from

occurring; must be able to forgive; and must be able

to handle outside influences (such as school and other

children) on their friendship relationship.

Bullies and Victims

Although peer rejection places children at signifi-

cant risk for the development of a wide range of pro-

blems, being the victim of a bully creates an even

greater risk. Schwartz and colleagues conducted

a study comparing two different types of victims of

bullies: aggressive victims and passive victims. They

also compared them to aggressive but nonvictimized

children. They speculated that there would be differ-

ent socialization histories among the different groups.

Studying the three groups over time, they found that

aggressive victims had preschool experiences with

harsh, disorganized, abusive home environments;

maternal hostility; restrictive and overly punitive par-

ents; and higher interparental conflict. Furthermore,

38% of the aggressive victims of bullies were physi-

cally harmed by their parents and/or other adults. In

comparison, nonvictimized but still aggressive boys

were also exposed to high amounts of adult conflict

and aggression, but had not been abused or exposed

to harsh treatment by their parents. Finally, the pas-

sive boys showed no differences in socialization

experiences compared to normal boys and also experi-

enced less overall exposure to aggressive socialization

factors. Their results thus support the importance of

early socialization histories within the family in terms

of predicting victimization by bullies later in life.

Just as there are various types of victimized kids,

there are also various types of popular children. Sur-

prisingly, it is not only prosocial (model) children

who are popular; a certain subset of more antisocial

and tough boys is also highly popular. For example,

an intriguing study by Philip Rodkin and colleagues

found that prosocial model boys were perceived by

their peers as cool, athletic, leaders, cooperative,

studious, outgoing, and nonaggressive, and were per-

ceived by themselves as nonaggressive and academi-

cally competent. Overall, the model boys were highly

popular. Tough boys, in contrast, viewed themselves

as popular, aggressive, and physically competent, and

they were more likely to be of a minority status, par-

ticularly African American. The tough boys were

among the most popular and socially connected chil-

dren in the school by their perceptions as well as by

the other students’ and teachers’ perceptions. Thus,

popular boys are a heterogeneous group, including

both model and antisocial members. The authors

argue that the peer cultures of the two different popu-

lar groups differed in important ways. Some minority

status groups value behaviors such as academic disen-

gagement and disobedience of school rules that are in

opposition to dominant societal preferences. Alterna-

tively, the aggression may be functional for those

African Americans who are socialized in low-income

and higher-risk communities, in that it is desirable

and perhaps keeps them safe in such situations. The

visible European American presence and values may

make it difficult to be academically successful, popu-

lar, and prosocial without ‘‘acting White.’’ Thus,

devaluing prosocial behavior may be a viable means

for them of obtaining social status.

Broad Distal Influences

Distal, Not Distant

The effects of community, society, and culture his-

torically have been discussed as ‘‘distal’’ because peo-

ple do not typically have personal interactions with

their culture the same way they do with their peers,

and certainly not on a daily, moment-to-moment basis

like they do with their families. Most people are not

even cognizant of their culture, even in this self-aware

global age. It is only when one is removed from one’s

culture that one becomes aware of it, or, as in the case

of the indigenous people of most industrialized

nations, when one’s culture is surrounded (they might

say ‘‘besieged’’) by another.

The effects of community, society, and culture

may well be distal, but they are not distant. They sur-

round everybody every day and influence them in

much the same way that fish are influenced by water.

Social development takes place within a community,

which exists as part of a society. What constitutes

a community or a society, among many other things,

is defined by culture. Although different societies

may have different sets of rules to which one must

acculturate, every aspect that makes up the very defi-

nition of social development—social skills, awareness
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of others, cooperative behaviors, and ways of approach-

ing and interacting with others—is defined by culture

and therefore can vary between cultures. Indeed, any-

thing that has meaning that is shared among people is

a result of culture: Meaning is defined by culture.

Culture

The concept of culture arose in the age of discovery

as Europeans expanded across the globe and discov-

ered that not everyone looked and acted like them. The

original debate was between nature and culture, or

‘‘Are those brown people so different from us because

God made them that way, or because they were raised

in that heathen society?’’ The concept of culture has

been widely accepted into the Western scientific world-

view, but there is no standard definition of culture. For

purposes of this entry, culture mostly refers to the set

of values and beliefs that a group of people shares and

with which the people make sense of their world.

Society

In most Western cultures, there is a strong identifi-

cation between nationality and society, but this is

a concept that is defined by culture and is by no

means definitional or absolute. This concept is so

ingrained in Western society that it is seen by most

members as a natural part of the world, rather than

something imposed upon it by their worldview. A list

of examples such as this—things that seem ‘‘natural’’

but are, in fact, defined by culture—could extend

nearly indefinitely. Indeed, anything that is a value

judgment is so defined by culture.

In other cultures, a society may consist of many

villages or perhaps only one. A society could even be

the totality of a culture, but this seems unlikely in the

world today. The Iroquois Confederacy is a good

example of an indigenous society that was much like

our own, in that it was made up of many villages and

even members of several different cultures. The Kurd-

ish people today are a good example of a society that

shares a culture but not a single nation, although the

latter is mostly an artifact of the colonial era and soon

may no longer be true.

Western society is multicultural, subsuming the

members of many different cultures and subcultures.

Members of different cultures become part of Western

society mainly by immigration, and acculturation to

Western culture varies across groups and individuals.

The ‘‘melting pot’’ ideal of early 20th-century America

has mostly been abandoned, and the more realistic

‘‘stew pot’’ notion—which allows ingredients to flavor

the stew while still remaining recognizably distinct—

has become increasingly recognized.

Subcultures are groups within the society that share

a worldview and belief system that is different from

the main culture. It is quite possible that some subcul-

tures may not even consider themselves part of the

larger society. Rastafarians and their reference to the

Western societies they live within as ‘‘Babylon’’ is

a good example of this phenomenon. How we can say

that these subcultures are, in fact, part of the larger

society is beyond the scope of this entry, but the short

answer is mostly geographic—they are surrounded by

and/or live within the main culture—and they also

have frequent interactions with their non-subculture

neighbors—but this topic is open to interpretation.

Community

Community is usually defined as a fairly tightly knit

group that has a sense of itself as a group, whereas

a society is a much larger, loosely knit group that may

consist of many communities and may also consist of

subcultures that do not consider themselves part of the

larger society. The model in Figure 1 refers to the

social world of one individual, in which all of the over-

lapping peer groups discussed above comprise the

community of each individual. All of the overlapping

groups of all of the individuals in all of the peer groups

comprise the actual physical community (but this

would be an unreadable jumble of overlapping circles

if they were represented in this format), and all of these

communities together form the greater society.

Native American reservations are a rather unique

subset of communities that defies most of the tenets

set out here. They are physically within American

society, but also separate from it—both physically

and culturally. People who traverse the borders of

Indian reservations come closest to actual interaction

with culture as a real entity and not as an abstract

concept. How one is defined as a person changes

when one crosses that border. A man who is valued

by his culture and revered as an omen of good fortune

by the elders of the community can suddenly become

an object of ridicule and scorn as soon as he enters

White society. For most Native Americans, the transi-

tion may not be quite so dramatic as it is for this one

individual, but would at the very least involve
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awareness of the differing ideals and norms between

the two worlds they inhabit.

Such negotiations between and across cultures pro-

vide unique challenges for individuals who must make

them. Such people have more than twice the challenge:

They must not only learn two sets of norms, but they

must be able to successfully make the transitions

between them. Healthy development in such a difficult

environment requires support of a unique quality.

There is a reason that Native Americans have the high-

est suicide rates in Western society, as well as a variety

of other mental health issues, not the least of which is

substance abuse. Many of the problems endemic in

Native American communities today are the same as

the problems that arise in any context of poverty and

rural remoteness, but there is the added layer of cul-

tural differences and the transitions mentioned to make

life more difficult.

Native Americans are unique within this discussion

in no small part due to their history: They are not a sub-

culture that has grown organically within the matrix

culture, nor are they a piece of the stew thrown in by

immigration; rather, they are remnants of the multiplic-

ity of cultures that existed on this continent before an

immigrant society moved in and pushed them to the

fringes. They are similar to immigrant communities

that choose to isolate themselves into enclaves of resis-

tance, with the exception that their isolation was not

voluntary, and the option of acculturation was not his-

torically offered to them. It has seemed in the recent

past that a pan-Indian identity may be rising, wherein

the multiplicity of cultures may band together and gain

strength as an identity unified by what it is not, but it

remains to be seen if the differences of the past can be

left behind.

Although Native Americans provide a unique

example of particularly complex and often difficult

cultural circumstances to consider in social develop-

ment, the struggles arising out of their minority status,

poverty, and cultural clashes are common across

many different cultural groups. These broader issues,

together with the more proximal individual and family

factors, interact bidirectionally and are woven together

over time in intricate ways, creating the fabric of chil-

dren’s social development.

Tina D. Du Rocher Schudlich and Joel D. Schudlich
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SOCIAL LEARNING THEORY

Social learning theory is considered to be one of the

most influential theories in the fields of education and

psychology. Social learning theory identifies learning

as the primary factor in a theory of human functioning

and personality development that is based on cognitive,

social-interactive, self-regulatory, and self-reflective

capabilities and processes. In addition to the impact of

social interactions, social learning theorists believe that

the media have a great influence on human learning

and development.

Historical Background

Albert Bandura and Richard Walters’s seminal 1959

book Adolescent Aggression set in motion the early

foundation for the development of Bandura’s ideas on

social learning processes. Bandura and Walters initially

sought to integrate principles from psychoanalytic and

behavioral learning theories. Results from these early

studies provided Bandura and his colleagues the data

to empirically refute the psychoanalytic explanation of

aggression, which was grounded in Freudian concep-

tualizations of identification with the aggressor and
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catharsis or anxiety reduction need. At the time,

Bandura and Walters’s work was generally congruent

with Robert Sears’s social learning theory. Similar to

Sears, Bandura integrated psychoanalytic and stimulus-

response assumptions in a theory of social learning;

however, Sears emphasized more psychoanalytic prin-

ciples such as drive theory.

Beginning in the 1950s, researchers began to not

only challenge psychoanalytic theories, they also

began to question some of the principles of behavior-

ism and traditional learning theories because of their

inability to explain some aspects of human develop-

ment such as language development or the acquisition

of novel responses. In particular, Bandura argued

against theories that relied on trial-and-error learning

because he believed that this approach was much too

tedious of a learning process to explain how people

acquire new knowledge and skills. Contrary to behav-

iorist perspectives at the time, social learning theorists

emphasized the social contexts of the learning situa-

tion. Early social learning theorists began to provide

counterevidence to the behaviorist learning principle

that children could not change their behavior without

first being reinforced for approximations to the new

behavior. Bandura’s early observational learning stud-

ies provided compelling evidence that learning did

not require a response contingency and that people

could learn by watching someone else be reinforced

or punished for their behavior. In the classic ‘‘Bobo

doll’’ study by Bandura, Dorothea Ross, and Sheila

Ross, Bandura and his colleagues showed that chil-

dren were, in fact, capable of performing acts of

aggression, yet they could inhibit their use of these

behaviors. In opposition to behaviorist principles,

Bandura’s research revealed that people could learn

complex patterns of behavior without performing any

response or receiving rewards or punishments.

In their 1963 book Social Learning and Personal-

ity Development, it can be seen that Bandura and

Walters retained only a few of Sears’s initial learn-

ing theory principles and placed increasingly more

emphasis on cognitive and information-processing

factors. Drawing upon Neil Miller and John Dollard’s

1941 book Social Learning and Imitation, Bandura

and Walters asserted that imitation plays an important

role in explaining how novel responses are learned.

Imitation in Bandura’s early work was conceptualized

as a special case of instrumental conditioning, which

provided the individual with discriminative stimuli.

Another core theoretical assumption stated in Bandura

and Walters’s 1963 book was that the environment

was believed to contain social cues that would rein-

force behavior that matched that of another individ-

ual. They hypothesized that imitation could occur

even when an individual did not actually reproduce

the behavior of another individual during the acquisi-

tion phase of learning. In other words, learning could

take place in the absence of reinforcement.

Bandura not only challenged psychoanalytic and

traditional learning theories, in the late 1960s he

began to question the viability of Piaget’s stages

to explain learning, development, and behavioral

changes. Throughout his career, Bandura has ada-

mantly argued that human functioning is much too

complex and multidetermined to be categorized into

a few discrete stages. Instead of differentiating indivi-

duals based on identified stages, Bandura suggested it

is more useful to consider the degree to which the

individual believes he or she can successfully perform

behaviors that are necessary for achieving desired out-

comes and the person’s expected costs and benefits of

performing the activity. The emphasis Bandura placed

on self-efficacy beliefs and outcome expectations in

his social learning theory were congruent with an

increasing interest in cognitive processes among

American psychologists. According to Bernard Baars,

the ‘‘cognitive revolution’’ in psychology can be

traced back to the 1950s in the United States. Cogni-

tive theories and principles were initially presented in

Bandura’s first presentation of his grand theory in his

1977 book Social Learning Theory. He updated his

theory in 1986 with the publication of Social Founda-

tions of Thought and Action: A Social Cognitive The-

ory. The change in title from social learning theory to

social cognitive theory is significant and represents

the increase Bandura placed on the role of cognitive

processes in understanding the causes of human behav-

ior, personality development, and thought.

Another contemporary issue that influenced the evo-

lution of Bandura’s social learning theory during the

1950s and 1960s was the enormous impact of televi-

sion, Miller and Dollard’s 1941 seminal book Social

Learning and Imitation, and other forms of mass

media in American society. A review of Bandura’s

work reveals that he has always had an interest in the

impact of technological change on the individual and

society. For example, some of his earliest research

focused on the extent to which violent cartoons

affected children’s propensity for violent behavior. It is

noted that whereas Bandura responded to the impact of
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technology, traditional learning theorists, Sigmund

Freud, and Jean Piaget developed their theories prior

to the television revolution. Social learning theorists

believe that technological changes do influence human

functioning and development. Moreover, they attribute

changes in personality development and human behav-

ior to social factors and cognitive operations such as

a person’s choice of activities, access to models, social

reinforcement and punishment contingencies, personal

standards for moral behaviors, societal values, self-

regulation abilities, personal and collective goals, and

value associated with a specific task.

Bandura’s early research focused on aggression,

but his research program on modeling quickly

evolved to the study of prosocial behaviors. Social

learning theorists provided the empirical evidence that

children could learn how to share and how to be

empathic and altruistic from observing models in their

environment.

Two other broad applications of social learning

research are in the areas of personality and moral

behavior. In terms of personality development, social

learning theorists believe that learning that occurs

through interactions with other people serves as the pri-

mary factor in the development of people’s personality.

Social learning theorists challenged other psychological

perspectives that emphasized moral reasoning and

ignored moral behavior.

Core Theoretical Assumptions

Reciprocal Determinism

Social learning theory specifies reciprocal deter-

minism as an essential component of the theory.

Reciprocal determinism is the construct referring to

a model that represents the idea that human learning

and behavior can best be explained by examining the

interaction between a person’s cognitive processes,

behavior, and the environment.

Human Agency

Bandura points out that people ‘‘are agents of

experiences rather than simply under goers of experi-

ence.’’ From the social learning perspective, people

are viewed as active players in their everyday func-

tioning and self-development. Bandura distinguishes

between three types of human agency: personal,

proxy, and collective. Personal agency includes being

able to purposely use information and resources; self-

regulate; act on one’s beliefs, goals, expectations,

values, and expectations; explore and influence envir-

onments; and set personal standards for behavior.

Having personal agency means that people can exer-

cise freedom, control, self-influence, intentionality,

forethought, self-reactiveness, and self-reflectiveness.

The exercise of these agentic functions is what

enables people to be partial contributors to what they

become and do. It is the self-reflective capabilities

that shape people’s life courses as this type of meta-

cognitive thinking allows people to address their

motivational conflicts and choose certain actions,

personal standards, and environments over others.

The ability to reflect upon and make judgments about

the merits of one’s thoughts and behaviors is what dif-

ferentiates people from other living beings. Social

learning theorists do not attribute human agency to

personality or intellectual traits.

In many situations, people rely on the power, influ-

ence, competence, and favors of others to meet the

demands of everyday life. Proxy agency involves

enlisting others to invest their time, effort, and

resources so that they mediate and control environ-

ments, events, and certain outcomes. Being able to

effectively use proxy agency requires the individual to

have a good understanding of who in the environment

actually has the power and ability to influence the envi-

ronment. Who people turn to for proxy agency is influ-

enced by the person’s self-efficacy for the specific task.

In addition to personal and proxy agency, people

rely on collective agency, or the social interdependence

of a group, to meet life’s challenges. People realize that

everyday life is much too complex and demanding for

a person to have the control, effort, and resources to

manage all situations. They come to understand that

some activities and situations are best handled by

a coordinated group effort. Social learning theorists

believe that people must rely on personal, proxy, and

collective agencies in order to adapt and survive.

Unique Human Capabilities

Social learning theorists believe that people are

self-regulating, proactive, and self-organizing beings

with unique capabilities. The six basic human capabil-

ities are

1. advanced neurophysiological systems,

2. symbolization,
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3. forethought,

4. vicarious observation,

5. self-regulation, and

6. self-reflection.

Bandura considered self-reflection to be a charac-

teristic unique to humans. He argued that reflection

involves more than making meaning out of one’s past

and present experiences; it also entails having the cap-

abilities to (a) predict future occurrences, (b) judge

the adequacy of one’s thoughts based on the conse-

quences related to them, and (c) change one’s thought

patterns. Self-reflection is considered to be an essen-

tial factor in explaining how people self-regulate their

behaviors and thought.

Modeling

According to social learning theorists, modeling

serves the following three important functions: obser-

vational learning, response facilitation, and inhibition

and disinhibition. Observational learning is simply the

idea that people learn not only from their own personal

experiences, but also from watching others. In other

words, exposure to a model can lead to learning new

behaviors, and a response does not have to be made in

order for a person to learn. Thus, observational learning

is considered to be ‘‘no-trial learning,’’ which runs

counter to the prevailing theoretical assumptions in

classical and operant learning theories. In social learn-

ing theory, the reward and punishment of behavior can

occur by watching another person, meaning that a per-

son can experience vicarious consequences to behavior.

Observational learning is considered to reflect true

learning because people acquire new behaviors through

the subprocesses of observational learning (attention,

retention, production, and motivation).

The second function of modeling is response facili-

tation, which is the idea that modeled behaviors serve

as social prompts for observers with regard to appro-

priate behaviors in a given situation. Response facili-

tation provides the motivational inducements to

perform already learned behaviors. Because response

facilitation does not lead to the acquisition of new

behaviors, it is not considered to reflect true learning.

The third function of modeling is the inhibition or

disinhibition of already learned behaviors. When a per-

son watches another person, his or her inhibition to

perform certain behaviors can be strengthened or

weakened. To inhibit a behavior means to restrain

a response or make it occur less frequently. In con-

trast, disinhibition refers to freeing the behaviors from

restraint and allowing them to occur. Disinhibition

occurs when an observer sees a model perform a pro-

hibited or threatening behavior without any associated

negative consequences.

Learning and Performance

A core social learning principle is that learning

and performance can be distinguished from each other.

Whether through direct or vicarious experiences,

rewards and punishments are expected to affect per-

formance but not learning or the acquisition of new

behaviors. It is further assumed that people do not per-

form everything they learn. The likelihood of people

performing what they have learned is influenced by the

incentives available in the environment; their evalua-

tive reactions to their own behaviors and the behaviors

of others; and the extent to which people consider the

pursued activity to be self-satisfying, valuable, and

potentially contributable to their self-worth.

Self-Efficacy and Collective Efficacy

In the 1970s, Bandura began to challenge psycho-

logical theories, including his own, that ignored the

role of self-beliefs in understanding human function-

ing and development. At present, a substantial amount

of empirical evidence reveals that self-efficacy beliefs

influence all aspects of people’s psychology, learning,

and development. The study of self-efficacy has indeed

become a central theme among researchers and among

social learning theorists in that it serves as the founda-

tion for understanding well-being, personal achieve-

ment, and human motivation. Since the publication of

Bandura’s 1997 journal article ‘‘Self-Efficacy: Toward

a Unifying Theory of Behavior Change,’’ hundreds

of researchers have focused on self-efficacy in such

diverse fields as athletics, medicine, education, kinesi-

ology, organizational management, mass media and

communication, and many more.

Self-efficacy beliefs play an important role in shap-

ing people’s lives by directly affecting people’s

choices and effort in a given situation. Human func-

tioning is mediated by self-efficacy beliefs, which

directly influence people’s selection of models and

environments. Research shows that people will select

certain environments and opportunities and ignore
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others. In addition, self-efficacy beliefs affect people’s

level of effort, which is related to people’s evaluation

of task difficulty. The strength of self-efficacy beliefs

for a given task predicts the likelihood of who will

regain their self-assurance following such setbacks.

Thus, having a high level of self-efficacy in the face

of confusion and failure contributes to people’s resil-

iency and gives them the motivation needed to main-

tain the effort and to persist in difficult situations.

According to Bandura, the relationship between self-

efficacy and persistence is mediated through social

support selection processes.

Developmental Status of the Learner

Although social learning theorists do not endorse

discrete development stages, they do claim that learn-

ing is influenced by developmental factors. In addition

to lacking certain physical characteristics necessary to

perform certain behaviors, children also have less

capacity to attend to the behaviors of models for

extended periods of time compared to adults. As chil-

dren develop, they become better at self-regulating

their behavior, and the motivational inducements that

influence whether or not they will perform what they

have learned change as they develop. With time, chil-

dren are more likely to attend to the behaviors of

others and to perform the modeled behaviors that are

more aligned with their values and less dependent on

immediate reinforcements and punishments of their

actions.

Because of developmental limitations, children

have difficulty distinguishing between relevant and

irrelevant behaviors and verbalizations of a model.

Their self-regulation is affected by their limited abil-

ity to formulate and maintain well-defined, long-term

goals. Moreover, children’s performance is affected

by the fact that, developmentally, they are not yet

capable of ignoring internal and external distractions

while they are trying to complete a task. According

to Dale Schunk, as children mature, they become more

effective at selecting appropriate problem-solving strat-

egies and acting more slowly and deliberately in order

to avoid errors. It can be seen over time that children

become more proficient in making correct attributions

for their successes and failures. They also learn to

make better judgments about the level of their own

capabilities and are less likely to overestimate their

abilities. In educational settings, as children grow, they

increasingly base their judgments about their own

capabilities by using peer comparisons and rely less on

teacher feedback about their capabilities.

Fortuitous Factors in Life

Bandura has criticized theoretical perspectives that

do not include fortuitous factors in explanations of

human development. He argued that although fortu-

itous events are unintended, their effects on human

development still have some controllability. People

shape their lives by using their attributes, belief

system, interests, competencies, goals, and personal

resources on unplanned events and preparing for how

they will respond to chance.

According to social learning theorists, people’s

accomplishments, status, and success are not caused by

luck, chance, good fortune, or good timing. Bandura

argued that personal initiative often places people into

situations where fortuitous events can affect their lives.

Successful people put themselves in certain situations

and know a good opportunity when they see it. They

know how to capitalize on chance and exploit promis-

ing fortuities by cultivating their interests, skills, and

enabling self-beliefs so that they are well prepared for

the agentic management of fortuity.

Unit of Analysis for Understanding
Human Behavior and Thought

Social learning theorists advocate a microanalytic

approach to assessing people’s goals, self-efficacy

beliefs, attributions for successes and failures, and

self-regulatory processing. Thus, in order to under-

stand variation in human beings, researchers need to

consider social and media factors at the situational

level of analysis. The situation-specific approach to

explaining human functioning runs counter to trait

perspectives and other theories that posit biological

determinacy. It is important to point out that a micro-

analytic approach for studying human behavior

and thought does not imply a reductive fragmentary

one. Bandura has criticized the field of psychology

for the growing interest in deemphasizing psychoso-

cial dynamics in favor of neurodynamics. He warns

against fractioning and fragmenting psychology into

neuroscience because the study of the whole person

and the complex interplay between intrapersonal, bio-

logical, interpersonal, and social factors may be lost

to conceptual reductionism, nature-nurture dualism

debates, and one-sided views about evolution.
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Goals and Expectations

Two variables that affect observational learning

and performance of learned behaviors are goals and

expectations, which social learning theorists argue are

best understood and measured in a specific task set-

ting. People who set specific goals are better equipped

to engage in self-evaluation based on a standard of

performance, which has the potential to increase their

motivation, self-efficacy, and learning.

In addition to setting personal goals, people also

hold beliefs about the anticipated outcomes of their

actions. Based on their previous experiences, and les-

sons learned from observing models, people form

beliefs about the likely consequences of their actions.

For example, people who believe they will be suc-

cessful in a given situation are more likely to stay

on task and persevere through difficult times. The

beliefs people have about the anticipated outcomes of

their actions are reciprocally related to their goals,

self-efficacy beliefs, and choice of models.

Conclusion

In conclusion, social learning theorists believe that

learning is influenced by how the learner under-

stands the learning event, including the reasons

underlying what he or she is doing and why he or

she is doing it. At the individual level, early in

childhood individuals learn important things, such

as rules governing language, from observing others.

In adulthood, individuals learn many novel and

complex concepts and motor skills through observa-

tional learning. Personal factors—such as goals,

self-standards, interests, and one’s level of inquisi-

tiveness and adventurousness—are known to influ-

ence learning and development. Social learning

theory is applied to the understanding of individual

behaviors as well as issues at a societal level.

Research from social learning investigations has fur-

thered social policy and the management of school

and workplace social environments. For example,

numerous school antiviolence and antibullying pre-

vention programs are designed based on social

learning theory principles, especially social model-

ing and self-regulatory principles. In summary, the

triadic model of reciprocal determinism is the cen-

tral construct in social learning theory and continues

to be the causal model used to explain how people’s

behavior is influenced by the interactions among

personal characteristics, behavioral patterns, and

environmental factors.

Gypsy M. Denzine
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Self-Efficacy
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SPECIAL EDUCATION

At its core, special education is about the individual.

In its ideal form, special education provides the struc-

ture by which people with exceptionalities may be

provided with appropriate adaptations and/or modifi-

cations to their environments such that they have the

opportunity to reach their individual potential. The

field of special education, moving out of its infancy,

is still grappling with just how this ideal can

be achieved. Researchers are building off of past
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successes in an effort to conceptualize new and excit-

ing approaches to the education of individuals with

exceptional needs.

The United States is one of the most progressive

countries in the world with regard to the enculturation

of people with exceptionalities into the fabric of its

society. This has not always been the case, and

indeed, the United States continues to be challenged

by its call to have all of its citizens reach their indi-

vidual potential. For most of its brief existence, the

field of special education has been attempting to find

a productive role to address this societal challenge.

Since its conception less than 40 years ago, prog-

ress regarding this lofty goal has been debatable.

Some may argue that special education programming

has not changed fundamentally since the mid-1970s.

Others can see the vast and important changes that

have taken place, recognizing the abilities of people

instead of their disabilities. It is encouraging that

special education maintains a place at the forefront

of the minds of educational researchers who continue

to refine and redefine the important field designed

to meet the needs of individuals with exceptionalities.

Historical Backdrop

Civil rights activists of the 1950s and 1960s found in

Article 14 of the U.S. Constitution the legal bedrock

by which the landmark Civil Rights Act of 1964 was

based. In brief, that act stated that it was unlawful to

discriminate based on race, gender, national origin,

and/or religion. This legislation set the precedent of

‘‘equal protection under the law.’’ Disability activists

would take their cue from their civil rights brethren.

A decade later, after several related pieces of legisla-

tion had been enacted, a watershed piece of legisla-

tion was enacted that set into motion an educational

system that eventually would become known as spe-

cial education (e.g., the Fair Housing Act of 1968, the

Vocational Rehabilitation Act of 1973).

On November 28, 1975, President Gerald Ford

signed Public Law 94–142. This legislation was

known as the Education for All Handicapped Children

Act of 1975. The legislation provided for free and

appropriate public education (FAPE) for individuals

with exceptionalities to be delivered in the least

restrictive environment (LRE). This act, which was

amended in 1986 and renamed to the Individuals with

Disabilities Education Act (IDEA) in 1990, has since

been reauthorized in 1997 and again in 2004.

The Special Education System

Special education is a system designed primarily for

individuals between the ages of birth through 21 who

have been identified as having certain types of excep-

tionalities. Under current law, there are 13 categories

of exceptionality protected and serviced within this

system: specific learning disabilities, speech or lan-

guage impairments, mental retardation, serious emo-

tional disturbance, hearing impairments, orthopedic

impairments, visual impairments, autism, traumatic

brain injury, deaf-blind, multiple disabilities, develop-

mental delay, and other health impairments.

Although not identified as a category of exception-

ality under federal law, ‘‘gifted and talented’’ is often

thought of as an area of exceptionality within the field

of special education. Educational programming deci-

sions for individuals with exceptional gifts and talents

are usually made at the discretion of individual states

and/or localities.

Characteristics of
Special Education

Several characteristics of the special education system

are designed to maximize individual potential and

enhance learning opportunities for individuals with

exceptionalities. Those characteristics are individuali-

zation, individual instruction, and explicit instruction.

Individualization

Individualization is a student-centered approach to

service delivery and instructional decision making

that is the hallmark of special education. A team of

stakeholders collaborates to develop and implement

an appropriate and reasonable program based on the

needs and age of each individual.

Individual need is determined through the special

education referral, planning, and placement processes.

Generally speaking, special education at all levels

(i.e., birth to 3 years of age, preschool, and K–12)

involves the following five components:

1. Initiation of a referral—could be made by a medical

doctor (e.g., at birth), preschool teacher, or K–12

general or special education teacher, among others,

when a concern is identified

2. Assessment of individual eligibility (and educa-

tional need at the preschool and K–12 levels)—the
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type of assessments for eligibility that are used will

depend to a great extent on the age and nature of

the presenting exceptionality

3. Development of the individualized program—these

programs are called different things at different

levels, such as Individual Family Service Plan,

Birth to 3; Individualized Educational Program (PK

exit or graduation); or Individualized Transition

Plan (age 15 until appropriate)

4. Determination of the appropriate environment in

which services are to be received—hospital, day

care, public school, residential facility, and so on

(at the K–12 level, this is known as determining the

least restrictive environment, or LRE)

5. Evaluation of program effectiveness—at all levels,

a mechanism by which the individualized program

is reviewed and reevaluated as necessary, but is

typically done on a yearly basis

Intensive Instruction

Intensive instruction at all levels involves frequent

instructional experiences of significant duration related

to the individual’s needs. It may involve actively

engaging individuals in their natural or learning envi-

ronment by requiring high rates of appropriate response

to the material presented, carefully matching instruc-

tion to student ability and skill level, providing instruc-

tional cues and prompts to support learning and then

fading them when appropriate, and/or providing detailed

feedback that is directly focused on the task the student

is expected to complete.

Explicit Instruction

Individuals with exceptionalities often require more

structure and teacher-directed approaches to learning

than their nonexceptional peers (the exception often

being individuals with exceptional gifts and talents).

Three different types of instructional approaches are

frequently used when teaching students with exception-

alities. They include basic skills instruction, adaptive

instruction, and/or functional life skill instruction.

Basic skills instruction stresses that the individual

must learn a specified set of sequenced skills, each

a prerequisite to the next. Adaptive instruction is

designed to fit the demands of a task or setting

aligned to a person’s needs and abilities. Functional

life skill instruction teaches students only those skills

that will help them succeed in practical matters

related to the natural setting, whether it be the class-

room, family, or community.

Current Issues in
K–12 Special Education

Providing services to individuals with exceptionalities

in the LRE has withstood the changes in the special

education landscape. There have been many attempts

over the years to reframe and rename LRE. Some of

the terminology used to describe how to service and

educate students with disabilities has been referred to

as mainstreaming, Regular Education Initiative, inclu-

sion, and access to the general education classroom.

Currently, the No Child Left Behind Act of 2001

refers to students and their ‘‘access to the general edu-

cation curriculum.’’ Despite changes in vocabulary,

the message is simple and clear. Special education is

in a time of tremendous change resulting from legal

mandates related to closing the achievement gap.

Numerous research reports have shown that too

many students are being placed within the special

education system. Additionally, research has shown

that there is an overrepresentation of minority stu-

dents in special education settings. Indeed, productive

academic achievement outcomes resulting from spe-

cial education services and supports arguably have

been questionable. As a result, recent legislation has

been enacted that attempts to focus educators’ efforts

on early intervention and prevention.

Promising Practice

There is an emerging body of research that has

demonstrated how evidence-based, schoolwide inter-

vention approaches can affect positive academic and

behavioral outcomes for K–12 students with exception-

alities. As a result, schoolwide intervention approaches

are under rapid development, evaluation, and imple-

mentation across the country. The traditional role of

the special educator may be changing. Future special

educators may act as trainers, consultants, coaches, col-

laborators, and implementers of specially designed

instruction and supports in a schoolwide model, acting

as ‘‘interventionists.’’ This new type of special educator

may have the flexibility and comprehensiveness in

training to work across many settings.

Michael P. Alfano
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SPEECH DISORDERS

Speech refers to the production of speech sounds in

a way that conveys meaning in a socially shared sys-

tem of language. Disordered speech, therefore, is the

impairment of either the motor production of sounds

or the use of the sounds themselves in meaningful

contrasts. Respectively, these disorders are typically

called articulation disorders or disorders of the pho-

nological system.

This entry includes information regarding both

articulation and phonological disorders in a variety

of diagnoses and conditions. Disorders of articula-

tion include not only the developmental delays or

disorders commonly heard in typically developing

children’s speech, but also the disorders that are

neurologically or structurally based as well. It is not

uncommon, for example, for children with cerebral

palsy or with cleft lips or palates to exhibit articula-

tion disorders. Additionally, this entry includes a brief

description of the common practices for assessment

and intervention of disorders of speech and the pho-

nological system.

Some Key Words

Principle to the discussion of disorders of speech and

the phonological system is the concept of intelligibil-

ity. Intelligibility refers to how easy or difficult it is to

understand a person’s speech output. In addition to

how accurately the speech sounds are produced by

the speaker, the communicative context (topic, envi-

ronment, and power differentials) and listener famil-

iarity with the topic and the speaker also affect

intelligibility. Intelligibility is likely to be adversely

affected by contexts where the topic is dense, the

environment distracting, and the speaker deferential.

A listener familiar with the topic or the speaker’s

particular style can ameliorate the negative effects of

the context to some extent. Improvement in intelligi-

bility is thought to be the goal for all interventions for

disorders of speech and the phonological system, but

it is not always achieved solely by attention to pro-

duction of specific speech sounds. A speaker can be

intelligible yet still exhibit speech errors, if he or she

is taught to use strategies to assist his or her listeners.

Speech is made up of speech sounds or phonemes.

For the purpose of this entry, these terms can be used

interchangeably, despite the nuances of their distinct

definitions within the communication sciences com-

munity. Therefore, the term phonemes will be used

exclusively from this point forward. The linguistic

function of phonemes is to signal a change in mean-

ing. Hence, when the phoneme /t/ is produced in the

word cat it distinguishes that word from the word

cap. The human vocal tract (the pharyngeal, nasal,

and oral cavities) is shaped to either impede or direct

airflow across the articulators (the tongue, the lips, the

teeth, and the hard and soft palates) in order to create

a measurable acoustic signal that differs according to

the shape of the tract, the presence or absence of

laryngeal voicing, and the degree of constriction

through which the airflow passes.

Phoneme production varies from individual to indi-

vidual. For example, the phoneme /s/ is produced in

some speakers with the tongue tip pointing downward

behind the bottom teeth, whereas others produce it

with the tongue tip pointing up behind the top teeth.

Regardless of the direction of the tongue tip, the cen-

ter of the tongue is grooved and the airflow is directed

into a very tight constriction in the front of the mouth.

The acoustic difference between the resulting produc-

tions is not recognized in English as one that distin-

guishes meaning, however. This type of variation is

referred to as allophonic. Each spoken phoneme, then,

can truly be conceptualized as a class of acoustic

signals rather than a single acceptable production.

Hence, the speaker’s intelligibility will be affected

only if the physical production of the phoneme varies

so significantly from the typical that a phoneme is

produced that is outside of the class of the target

phonemes. An example will help to illustrate this

concept.

Many people have listened to a speaker with a dia-

lect different from their own at some point in their

lives. In a dialect where the -ing ending is reduced to

-in (‘‘sittin’’ instead of ‘‘sitting’’), the ear that is

trained to listen to English will not have difficulty
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recognizing the representation of the -ing. Of course,

there are different densities of dialect, and those that

are most dense may well impede intelligibility due

to crossing of phonemic boundaries. In order for

speech to be communicative, it must conform to the

standards of the speech community. For the most part,

however, dialectal differences are demonstrations of

allophonic variations within the phoneme class.

As stated previously, speech disorders can really

be separated into two subclasses of disorders. Disor-

ders of articulation are those in which the child is

unable to physically produce the speech sound in

a way that indicates a change in meaning. There are

a variety of error types that may be seen in articula-

tion disorders ranging from frank substitution of a dif-

ferent phoneme to distortions of the correct form that

serve to distract from the attempted message. Placing

the tongue too far forward in the mouth while produc-

ing the phoneme /s/ will result in either a /’/ (the

voiceless TH sound) or a ‘‘dentalized’’ /s/. Given that

/s/ and its voiced cognate /z/ are quite common in

English speech production, these errors are likely to

negatively influence intelligibility significantly.

Disorders of the phonological system are those that

manifest themselves in a systemic variation in the

contrastive rules that make speech communicative.

Recall that phonemes vary across the domains of

vocal tract shape, laryngeal voicing, and the degree of

airflow constriction. If, for example, a speaker does

not vary his phonemic productions in the domain of

vocal tract shape, the distinction of phonemes pro-

duced with an anteriorly placed tongue from the pho-

nemes produced with a posteriorly placed tongue will

be lost. This is usually not an indication of a physical

inability to place the tongue in the proper position.

Instead, what is disordered in this condition is the

ability to recognize and represent the linguistic dis-

tinction between the resulting phonemic productions.

Articulation Disorders

Just as children are not expected to sit up, stand, walk,

or run before the muscle groups supporting such abili-

ties are strong enough and finely enervated enough to

do so, a child cannot be expected to produce pho-

nemes accurately before the muscles of the vocal tract

have become strong enough and finely enervated

enough. Speech production milestones are as predict-

able as the gross motor skills listed above, with an

unvarying progression. Children who are developing

typically can be expected to be intelligible by the time

that they are producing sentences (roughly around the

age of 4). Recall, however, that intelligibility does not

necessarily require perfect production of all speech

sounds. The speech errors that typically developing 4-

year-olds show may be noticeable, even to an

untrained ear, but they do not necessarily impede

intelligibility enough to warrant the attention of

a speech and language pathologist.

Typically developing children produce approxi-

mations to the adult forms of speech as they are

developing mastery of the physical forms for speech

production. Thus, the children who use /w/ in place of

/r/ or /l/ are simply producing a sound that is easier to

represent physically than is the adult target sound.

There is a variety of literature surrounding the ages at

which mastery of particular speech sounds should be

expected, but by and large, the conventional wisdom

within the communication sciences community is that

there is a very wide range of typical development.

Most important in this arena, perhaps, is the sequence

of phoneme acquisition as opposed to the time line of

phoneme acquisition. Simpler sounds, such as /b/,

/m/, /p/, /w/, /d/, /n/, and /h/, are expected to be

acquired earlier than more complex sounds, such as

/t/, /k/, and /g/, and these will be acquired before the

more difficult /s/, /z/, /l/, and /r/. Therefore, a typically

developing 5-year-old child is not considered to have

a disorder of articulation if he is not producing /l/

and /r/ (for example), but is producing all the easier

sounds accurately.

Concerns arise, however, in the event that an other-

wise typically developing child has errors that persist

beyond what is considered the typical developmental

period. A 4-year-old who has not yet mastered the

production of the early sounds is unlikely to be intelli-

gible in the context of sentence production. In this

case, a referral to a speech and language pathologist

is indicated.

Other cases of articulation disorders may be attrib-

uted to neurological or physical causes, such as cere-

bral palsy, cleft lip/palate, or hearing impairment.

Neurological injury such as cerebral palsy, spina

bifida, or traumatic brain injury can result in develop-

mental dysarthria or developmental verbal apraxia.

Developmental dysarthria resembles the dysarthrias

seen in adults following a cerebral vascular accident

(stroke) or traumatic brain injury with the exception

that the system that is damaged is one that has not yet

fully developed. Children learning to speak using
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a vocal tract that is hypotonic, hypertonic, or of vary-

ing tone will have a much more difficult time meeting

the articulatory postures expected to produce recog-

nizable phonemes. The resulting speech will often be

imprecise and of inconsistent vocal quality.

Developmental verbal apraxia, similarly, resembles

the apraxias seen in adult onset neurological insults.

Although this diagnosis can be assigned accurately to

many children who clearly have intent to communi-

cate but lack the motor control to form speech sounds

accurately, it has been applied somewhat capriciously

to other children who are nonverbal but have no

known neurological history. A child with an accurate

diagnosis of developmental verbal apraxia is likely to

be demonstrating not only difficulty in producing

speech, but other subtle neurological signs as well. A

thorough diagnostic battery for developmental apraxia

of speech ought to include neuropsychological and in-

depth developmental testing as well.

Children with cleft palates will show different

types of articulation errors. Depending on the extent

and severity of the cleft, the child may have difficulty

closing off the nasal cavity in order to produce sounds

that resonate in the oral cavity (the majority of

sounds in the English language). Additionally, the

child with a cleft palate may have difficulty building

up enough pressure in the oral cavity to produce

some of the sounds that require a tightly constricted

airflow. Therefore, children with cleft palates fre-

quently exhibit sharply reduced intelligibility because

of the hypernasality of their speech and the impreci-

sion of their consonant production. Speech and lan-

guage pathologists working with children who have

cleft palates will usually rely on a team approach,

consulting with oral and plastic surgeons, otolaryngol-

ogists, audiologists, and counselors. Similar difficul-

ties will arise in children with cleft lips only, but

they tend to be of lesser severity and will not always

require the intensity of intervention seen with children

with cleft palates.

Finally, children with hearing impairment have

limited ability to self-monitor their speech sound pro-

ductions because of their auditory limitations. The

advent of the cochlear implant and its widespread

use with children as young as 6 months of age will

likely improve the speech outcomes of many children

with hearing impairment over the course of the next

decade. Still, not all children with hearing impairment

are candidates for cochlear implants, and therefore,

educational and health professionals will continue to

see children with hearing impairment and articulation

disorders. Speech and language pathologists are devel-

oping programs to address the specific needs of hear-

ing-impaired children who strive to become oral

communicators. Within the domain of hearing impair-

ment, it is important to also consider the fluctuating

hearing impairment that co-occurs with chronic otitis

media (middle ear infection). The children who have

fluctuating hearing losses typically struggle not with

the motor aspect of speech, but the establishment and

application of the phonological rules necessary to use

the speech sounds accurately in communication.

Phonological Disorders

The phonological system develops predictably as

well. Children first learn to distinguish between the

phoneme classes of vowels and consonants (vowels

require very little airflow restriction, consonants

require degrees of constriction), then develop the dis-

tinctions between consonants that actually impede the

airflow and sounds that merely constrict the airflow,

and so on. This progression follows a predictable

developmental pattern that is not only influenced by

the ambient language surrounding the child, but can

assist the adults in the child’s environment in inter-

preting his or her earliest attempts at speech. Children

who are typically developing are frequently heard to

substitute whole classes of sounds with other classes

of sounds in what the communication sciences com-

munity calls phonological processes. For example,

children who are developing typically frequently sub-

stitute ‘‘stop’’ consonants (e.g., /p/, /b/, /t/, /d/) for

‘‘continuant’’ consonants (/f/, /v/, /s/, /z/). Thus, a child

attempting to say ‘‘We saw a fat fish!’’ might produce

something more like, ‘‘We taw a pat pit!’’ Some addi-

tional examples of typical phonological processes

include the deletion of final consonants (the /t/ in cat)

in words, substitution of front consonants (/t/ and /d/)

for back consonants (/k/ and /g/), and substitution of

glide consonants (/w/ and /j/) for liquid consonants

(/r/ and /l/). There are expected ages at which each of

these phonological processes becomes suppressed,

and the children who persist in using these processes

or who use processes that are atypical are considered

to be using a disordered phonological system.

It is important to note that the two types of speech

disorders do not always occur in exclusion to one

another. Children with cleft palate, for example, can

exhibit the motor difficulties in producing the sounds
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and also exhibit a persistent process of final consonant

deletion.

Additionally, it is not uncommon for either speech

disorder or for both speech disorders to be present in

conjunction with other developmental disorders. Chil-

dren who have language-learning disorders (e.g., dys-

lexia) are frequently also diagnosed with disorders of

speech and/or the phonological system, especially in

the areas that require automaticity in the application

of phonological rule systems (e.g., spelling, phonemic

awareness). Children with various syndromes fre-

quently present with disorders of either type of speech

disorder as well.

Assessment for Speech Disorders

A child who is suspected of having a speech disorder

can be referred to a speech and language pathologist.

Speech and language pathologists begin by screening

a child’s speech to determine if the child’s speech is

developing typically or if further evaluation is neces-

sary. Speech screening is usually completed in a very

brief encounter in which the child is asked to say

words in which the most commonly misarticulated

sounds are represented. The stimulus materials for

a speech screening generally range from imitation to

picture-naming tasks. If the child’s speech is deter-

mined not to be developing typically, a full evaluation

is then indicated. The tools predominantly used to

screen hearing are norm-referenced and provide spe-

cific cutoff scores for determining paths of involve-

ment following the screening.

A full evaluation will include listening to the child

produce sounds in single words, in sentences, and in

continuous speech. Single words are typically elicited

via picture-naming tasks, sentences via story re-tell

or extended imitation, and continuous speech via a

structured conversation. Both criterion-referenced and

norm-referenced materials are available and may be

used for this stage of the assessment. The child’s pro-

ductions are transcribed using the International Pho-

netic Alphabet and the diacritical marks that indicate

the types of distortions that may be present in the

child’s speech. Although single words are easiest to

transcribe and analyze, an evaluation is not considered

to be complete until a speech sample of continuous

speech has been analyzed as well. Recall the discus-

sion concerning intelligibility—it is conceivable that

children who can produce speech sounds without

error in single word contexts may be far less than

intelligible in continuous speech. Therefore, the addi-

tional diagnostic information gained from a continuous

speech sample justifies the additional time and effort

spent on transcribing in that context.

Once error sounds are identified, the speech and lan-

guage pathologist analyzes them to determine patterns

of production and substitution. Errors that appear to be

due, principally, to deviations in motor production are

addressed through traditional articulation methods,

which focus on teaching proper placement for produc-

tion of the sounds and intensive practice of correct pro-

duction in hierarchical contexts, from isolation through

continuous speech. Patterns of errors across or within

phoneme classes, however, indicate a disorder of the

phonological system and require intervention that

focuses on teaching the linguistic function of the pho-

neme classes.

Once errors are classified, the speech and language

pathologist will generally assess stimulability, or the

child’s ability to match the adult’s model of correct

phoneme production. Stimulability can be assessed in

isolation (producing a phoneme in a single syllable

context), single words, or sentences. Traditionally, the

child is told to watch the speech and language pathol-

ogist’s mouth and to listen to the correct production,

then try to match it. The results of stimulability test-

ing are used to determine appropriate goals for inter-

vention and the methods that are best suited to the

child’s particular need.

Intervention for Speech Disorders

The motor aspect of speech disorders lends itself to

myriad comparisons to other gross and fine motor

skills. However, the motor aspect must be considered

and addressed in the context of authentic communica-

tion if the child is going to achieve intelligible speech.

Mastery of the motor production of isolated phonetic

positions will not allow the child to produce intelligible,

continuous speech unless the child has the opportunity

to practice that production in that context. One area of

accurate parallel between other motor skills and speech,

however, is the need for frequent and intensive practice

(in the most advanced context the child can master) in

order to develop the proper habitual placement of the

articulators that produce the target sound accurately.

Determining which type of disorder the child is

manifesting leads to the formulation of goals for inter-

vention. Much of the methodology for intervention

of speech disorders follows a behavior modification
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theme. As stated above, the child who is manifesting

a disorder of motor production only is taught the

proper placement and provided with frequent opportu-

nities to practice the target sound in hierarchically

arranged contexts (shaping). The traditional articula-

tion method also includes training in auditory discrim-

ination between the target production and error

production. This training provides the child the oppor-

tunity to learn to distinguish between his or her habit-

ual error production and the correct production.

Without this skill, training in correct production may

not be as successful because of the child’s inability to

determine the difference in sounds produced by cor-

rect and incorrect placement.

The hierarchical order of contexts begins with pro-

duction of the sound in isolation or with a vowel to

form a syllable. The child and the speech and language

pathologist practice at this level until the child can pro-

duce the sound accurately and consistently, and then

the context is advanced to the level of single-word pro-

duction. Once again, the child and the speech and lan-

guage pathologist practice at this level frequently until

the child produces the target production accurately and

consistently. The contexts continue to advance until the

child is producing the target sound in continuous

speech accurately and consistently.

If the child’s speech disorder is phonological in

nature, the focus of intervention becomes teaching the

contrastive function of the phonemes. Speech and lan-

guage pathologists who use this method to treat pho-

nological speech disorders must assume that the

child’s motor function is without error. If this assump-

tion cannot be met, motor training must precede, or at

least coincide with, the phonological intervention.

The speech and language pathologist addresses pho-

nological system errors using minimal pairs, words

that vary by a single phoneme (e.g., cat and cap, Kay

and cave, Wayne and rain). Explicit teaching of the

need to contrast words via correct phoneme usage

precedes the practice with the minimal pairs.

Within the practice of intervention for speech dis-

orders, there may be a need to address alternative or

augmentative communication due to the severity of

the intractable nature of the speech disorder. At that

time, the speech and language pathologist collaborates

with specialists in assistive technology in designing

a device that will serve the child’s communicative

needs in his or her ambient environment.

Martha Dunkelberger
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SPELLING

Success in modern literate societies requires the abil-

ity to read and write proficiently. Although the past

several decades have seen a strong interest in the
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processes underlying proficient reading ability, much

less research attention has been given to understand-

ing writing. This is due in part to the fact that writing

is a historically more newly acquired skill than read-

ing and, until recently, was a skill that was mastered

by few people. However, with the burgeoning of tech-

nological advances, success in many societies now

requires strong literacy skills that include proficient

writing skills. An important component of the writing

process is spelling. The ability to produce written

words easily and proficiently allows the writer to have

sufficient cognitive resources available for other

important aspects of writing, such as composing the

message. As such, researchers have increasingly

begun to focus on the structure of the spelling system

and the development of spelling abilities.

Most theories of the structure of the spelling system

assume that there are two independent processes

responsible for the spelling of familiar and unfamiliar

words: a lexical process, which is mainly responsible

for spelling familiar words, and a sublexical process

for spelling novel or unfamiliar words (see Figure 1).

When spelling a familiar word via the lexical process,

the spelling is retrieved from a long-term memory

store called the orthographic lexicon. The forms in this

store comprise graphemes that are abstract representa-

tions of letters that can be converted into either written

or oral form in later stages. The lexical process is

semantically mediated such that in order to spell

a familiar word, a stored spelling is retrieved from the

orthographic lexicon via semantic input, which

includes information about the meaning of the word to

be spelled. The abstract orthographic representation

that is retrieved is kept active via a working memory

process called the graphemic buffer. The buffer is

responsible for keeping the orthographic information

active so that serial processes can convert the abstract

form into an appropriate oral (letter names) or written

form (letter shapes) for output. When an unfamiliar

word must be spelled, the sublexical process serially

converts the oral input, which comprises phonemes

(sounds), into a string of abstract letter representations

(graphemes). These are then kept active by the graphe-

mic buffer for serial output for either written or oral

spelling. The sound-to-letter conversion process is

guided by the frequency of phoneme-to-grapheme

mappings, which indicate which sound-letter mappings

are most common, as well as by contextual constraints

that indicate which letter combinations are permissible

and most common in a language. Recent evidence

suggests that lexical and sublexical processes interact

during spelling such that sublexical processes influence

the output of the lexical system.

Early theories of spelling assumed that the spell-

ing representations stored in the orthographic lexi-

con are linear strings containing only information

about letter identities and their order. However,

studies of patients with impairments to the graphe-

mic buffer have provided evidence that orthographic

representations are more complex than originally

proposed. Damage at the level of the buffering pro-

cess should result in errors that reflect the limita-

tions of a working memory process: errors reflecting

differences in length and letter errors such as misor-

dering letters, deleting letters, and so on. However,

some patients have produced distinctive patterns of

errors that indicate that orthographic representations

include not just letter identity and order, but also the

consonant-vowel status of the individual letters and

information about letter quantity (i.e., whether a letter

is doubled). More controversially, some data suggest

that information about the written syllable structure

of a word is also represented. Overall, these data

indicate that the long-term memory representations

of words’ spellings are complex, including informa-

tion that goes beyond a simple listing of letters and

their order.

When examining the development of spelling skill,

several abilities form the foundation for becoming

a proficient speller. As with reading, children must first

learn that writing represents spoken language. After

learning this concept, children must learn to segment

speech into the linguistic units of the language, whether

those units are syllables of syllabary languages or pho-

nemes in alphabetic languages such as English.

Another important task is learning the symbols that are

used to represent these linguistic units. Although much

research has focused on alphabetic languages that use

letters to represent phonemes, many languages use dif-

ferent systems for representing speech in writing, such

as Chinese, which uses logographic symbols to repre-

sent morphemes, which are the smallest meaningful

units in a language, such as root words and affixes.

The task of learning the written symbols that represent

speech can tax memory resources. Adding to the diffi-

culty is the fact that relationships between written sym-

bols’ shapes and sounds and their shapes and names

are typically arbitrary. Furthermore, once children have

learned to segment speech and recognize the written

units of representation, they must also learn to produce
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the written symbols. Research in several alphabetic

languages suggests that phonemic awareness skills are

related to spelling ability in children.

Recent work suggests that children learning to

spell English do not simply memorize sound-letter

correspondences. Rather, they use their knowledge of

letter names, which often are related to their sounds,

to aid in spelling. Additionally, children are more

accurate spellers when they consider the context in

which a unit occurs. However, for a child to extract

associations requires exposure to enough words to

realize that certain linguistic units can be spelled mul-

tiple ways and that some spellings are more likely in

certain conditions. Thus, with enough exposure to

print, children become aware of the statistical proper-

ties of their language and use these properties when

spelling familiar and novel words.

Jocelyn R. Folk

See also Dyslexia; Reading Comprehension Strategies
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Lexical System

Semantic System
“silk”: fabric, smooth, etc.

Phonology-Grapheme
Conversion Procedures

Orthographic Lexicon
 [s]1 – [i]2 – [l]3 – [k]4

Graphic Motor Patterns

Neuromuscular Execution

Letter-Shape Selection Letter-Name Selection

Graphemic Buffer
[s] [i] [l] [k]

 /εs/ /a / /εl/ /ke/

s i l k

Sublexical System

c v c c

Figure 1 A Dual-Process Model of the Spelling System
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STANDARD DEVIATION

AND VARIANCE

The standard deviation (abbreviated as s or SD) is the

average amount of variability that a set of scores con-

tains and is the average distance from the mean. The

larger the standard deviation, the more variability is

in the set of data and the farther the average point is

from the mean of the set of scores.

The formula for computing the standard deviation

is as follows:

s=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

S(X −X)2

n− 1

s

,

where

s is the standard deviation

S is sigma, which tells you to find the sum of what

follows

X is each individual score

X is the mean of all the scores

n is the sample size.

The variance is simply the square of the standard

deviation.

Given the following data set,

the steps for computing the standard deviation are as

follows. See Table 1 for the corresponding value for

each step.

1. List each score.

2. Compute the mean of the group (in this example, it

is 59).

3. Subtract the mean from each score.

4. Square each individual difference. The result is the

column marked ðX � XÞ2.

5. Sum all of the squared deviations about the mean

(in this example, it is 1,482).

6. Divide the sum by n� 1.

7. Compute the square root. That is, the standard devi-

ation for this set of 10 scores is 12.83. The variance

would be this value squared or 164.61.

Given these results, each score in this set of 10 dif-

fers from the mean by an average of 12.83 points.

The value of 1 is subtracted from the denominator

of the standard deviation formula because s is an

estimate of the population standard deviation and is

unbiased. By subtracting 1 from the denominator, the

standard deviation is forced to be larger than it would

be otherwise. This is done to ensure that if any error

56

42

44

67

78

76

56

45

65

61

Table 1 Corresponding Values

X X − X (X − X)2

56 − 3 9

42 − 17 289

44 − 15 225

67 8 64

78 19 361

76 17 289

56 − 3 9

45 − 14 196

65 6 36

61 2 4

Total 1,482

Note: M= 59, SD= 12.83.
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is made, it will be an overestimate of the population

value.

Neil J. Salkind

See also Mean
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STANDARDIZED TESTS

A standardized test is one that is developed to maxi-

mize the comparability of scores by providing all

examinees with the same (or parallel) content that is

administered and scored in a consistent manner. The

term standardized test is frequently used incorrectly as

a synonym for a multiple-choice test, norm-referenced

test, or commercially developed test. Standardized tests

can be norm-referenced, criterion-referenced, or stan-

dards-based. They can contain one or more of a variety

of different item types.

Standardization is not a binary concept. Tests can

standardize fewer or more of the conditions of devel-

opment, administration, and scoring and provide more

or less specificity for each condition.

History

In approximately 2200 B.C.E., a formal system of

civil service examinations was begun in China.

There is no record of the content or methods used.

In 1115 B.C.E., content domains were standardized to

include music, archery, horsemanship, writing, and

arithmetic. Over the years, the content domains

changed somewhat, and in 606 C.E., the content and

administration methods were further standardized

into a system called Keju. The Keju system had

three levels of competition: ‘‘Budding Geniuses,’’

‘‘Promoted Scholars,’’ and ‘‘Ready for Office.’’ An

example of the degree of standardization in this sys-

tem is that for the ‘‘Promoted Scholars’’ competi-

tion, candidate essays were rewritten by a scribe

and marked with a code so that examiners would not

be able to recognize the author nor have their judg-

ments affected by penmanship (although penmanship

was judged explicitly for the ‘‘Budding Geniuses’’

competition).

More recent roots of standardized testing in the

United States stem from Horace Mann’s work as

superintendent of schools for Boston, Massachusetts,

around 1845, when he pushed to replace the tradi-

tion of oral examinations with essay testing. Mann

compared the earlier, less standardized approaches to

running a cross-country race where each runner was

timed on the mile he ran and then the next runner

started. Each runner would be subject to different con-

ditions, some running on level ground, others running

up hill, and others slogging through the mud.

Standardized essay testing became more and

more popular at the beginning of the 20th century;

however, there was a growing concern over the varia-

tions in scoring by different graders. E. L. Thorndike

and his students had invented a number of objec-

tively scored item types, including a precursor of

the multiple-choice item for use in psychophysical

research.

In 1915, Frederick Kelly pursued the development

of objectively scored tests that reduced the time and

effort for the administration and scoring of reading

tests. His criteria for such items were that they should

be subject to only one interpretation; call for only one

thing; and be wholly right or wholly wrong, and not

partly right and partly wrong. Following is the first

known published selected response item, which

appeared as a practice item on the Kansas Silent

Reading Test. Other item types, particularly short

answers, were used on this test.

Below are given the names of four animals. Draw

a line around the name of each animal that is useful

on the farm:

Cow

Tiger

Rat

Wolf

Frederick’s invention influenced Arthur Otis, who

used it for about half the questions in his ‘‘Scale for

the Group Measurement of Intelligence.’’ In 1917,

Otis was part of the group of psychologists called

together to help the army deal with the problem of

quickly and cost-effectively classifying (for training

purposes) 1.7 million draftees. Their solution was the

first all-selected-response test, the Army Alpha.
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The effect of the success of the Army Alpha and

its ability to standardize scoring as well as the condi-

tions of administration was to greatly increase the role

of standardized testing in the United States. In 1926,

the College Board added multiple-choice items to the

SAT. The GI bill in 1944, and the anticipation of

American colleges needing to test and enroll large

numbers of returning servicemen, led to the increased

use of multiple-choice standardized tests for college

admissions.

In 1937, IBM produced and sold a scanner that

sensed graphite marks on paper by determining

changes in electrical conductivity. This increased the

efficiency of scoring multiple-choice items. This effi-

ciency was further increased by E. F. Lindquist’s

invention of the optical test scanner in 1955.

Although non-multiple-choice standardized tests (or

tests that have both multiple-choice and constructed

response items) have remained common (including the

Advanced Placement Examination, New York State

Regent Examinations, and many others), the dominant

form of standardized testing has been the multiple-

choice examination.

Item Types Commonly
Used in Standardized Tests

There are two families of item types: selected response

and constructed response.

Selected Response

Selected response items require examinees to iden-

tify one or more correct responses from the choices

provided by the test publisher. The most commonly

used selected response item type in standardized tests

is multiple choice. Typically, examinees use a pencil

to fill in an outlined space (often referred to as a

bubble, although it might be rectangular, ovoid, or cir-

cular) indicating the best response from the several

that are provided. Research on the efficiency of the

testing process (amount of information gathered per

unit time) strongly suggests that three choices would

be optimal, although most multiple-choice items pro-

vide four or five choices. On computer-administered

versions of multiple-choice items, the examinee might

click on a circle or on the text or picture of the best

response.

Other common selected response item types include

true-false, yes-no, ordering, and matching.

Constructed Response

Constructed response items require examinees to

create a response to a question. That response might be

short (a word, phrase, number, or mathematical expres-

sion); long (an essay or a worked-out solution to a prob-

lem); or in between. Some constructed response items

could arguably be called extended selected response

items. That is, the examinee chooses the correct

response from an extremely large set of possibilities.

One such example is the gridded response item.

The gridded response item type allows examinees

to bubble in a numeric answer. Rather than choosing

among a small number of provided responses, the

examinee would choose from the integers and a decimal

point to make up a numeric response, such as 123.45.

Some gridded response items also allow the bubbling

of arithmetic operators to indicate fractions or formu-

las, such as (3/4) * X2. Gridded response items have

several advantages compared to multiple-choice items.

They cannot readily be solved by guessing or back-

solving (plugging each possible answer of a math prob-

lem into the equation to see if the answer works). Also,

their solution paths more closely parallel the problems

students will encounter in real life and learn to solve

in class. In addition, they are less influenced by test

wiseness.

The use of computers has led to a proliferation of

constructed response item types, such as drag-and-

drop items, which could be used for questions such as

placing chemical elements into their proper position

in the periodic table.

Scoring

Standardizing the Scoring
of Multiple-Choice Items

The proliferation of multiple-choice testing was

driven by the relative standardization of the scoring

process compared to that of constructed response

items. Originally, multiple-choice items were scored

against a typed answer key by human graders, but

human graders varied in their ability to apply scoring

keys accurately. The scoring process for multiple-

choice items was further standardized by the inven-

tion and use of scoring stencils—pieces of cardboard

that had cutouts in the spaces where the correct

answers should have been indicated by the examinee.

If graders saw a proper mark through the cutout, the

examinee was given credit. If graders saw no mark,
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they indicated the response’s incorrectness by making

a red mark. The graders then counted up the marks and

indicated the score. To further help ensure accurate,

consistent grading (that is, to increase standardization),

light tables were used. These devices made light marks

made by examinees more visible so test scores were

less affected by the visual acuity of the graders.

Hand scoring was slow and could still vary

slightly depending on the grader. Electronic and then

optical scanners increased the standardization of the

scanning process. But scanners, too, were suscepti-

ble to variation due to the accuracy of placement in

the printing of the bubbles; the moisture content of

the paper; the temperature of the scanning room; and

the extent to which examinees followed directions

carefully, filled out the intended bubble completely,

and did not make stray marks. Most recently, com-

panies that scan test answer sheets have created soft-

ware that intelligently processes the scanning data to

try and adjust for any lack of standardization in the

aforementioned areas.

Standardizing the Human Grading
of Constructed Response Items

The early challenge of scoring constructed response

items was that each grader applied her or his own stan-

dards, and those standards varied significantly among

graders. Thus, students’ scores were affected by the

luck of the draw in who scored their papers. Standardi-

zation of the scoring of constructed response items has

depended on the use of scoring guides (also called rub-

rics), exemplar papers (a set of examples for each score

point that helps to further define those score points),

and training. It also is best served by the creation and

selection of constructed response items amenable to

consistent scoring, including field testing the scorability

of items.

Scoring guides (rubrics) provide direction to gra-

ders. They indicate what an examinee’s response must

include to achieve a certain number of points (most

constructed response items are scored in a nonbinary

fashion, often allowing between zero and as many as

six points for a response).

Exemplars (sometimes called benchmarks) are

often used to provide graders with specific examples

for each score point. Exemplars may be annotated to

point out what aspects described in the scoring guide

were included to justify the score and what aspects

were missing that prevented a higher score.

Training provides greater standardization by allow-

ing the trainer an opportunity to provide feedback to

graders who grade too harshly or too leniently, or

who attend to aspects of the response not intended by

the scoring guide. Often, training is followed by a qua-

lifications test where graders must demonstrate their

ability to score accurately.

Ongoing quality assurance also helps improve the

standardization of the scoring process. There are three

common forms: double blinds, read behinds, and con-

sensus papers (other names are used for these three

methods—they have no commonly agreed-upon

names). Double blinds require a subset of papers to

be randomly assigned to a second grader without the

second grader knowing the score assigned by the first

grader (hence the name double blind).

In addition, or alternatively, a sample of each gra-

der’s papers might be reviewed by a senior grader. In

this case, it is typical for the senior grader to know

the score that the first grader provided, although argu-

ably it is better if the senior grader first scores the

paper and then looks at the original score.

Consensus papers are usually a small set of papers

representing all score points that were scored by

a committee of experts (usually as part of the picking

of exemplar papers). These papers are interspersed

among the work being operationally scored. Consen-

sus papers allow the accuracy of each grader to be

compared in a consistent fashion.

With any of these methods, if a grader is found to

be regularly scoring papers more harshly or leniently

compared to the criterion grader, a more senior grader

who has previously demonstrated a high level of

accuracy reviews the work of the first grader and pro-

vides additional feedback or training, or else removes

that grader from the scoring process.

Computer Grading of
Constructed Response Items

Short answer questions are fairly amenable to scor-

ing by computer if the answers have been entered by

the student in electronic form. Although it is also possi-

ble to transcribe handwritten student responses, this can

be expensive, and if transcription errors cause an exam-

inee to fail a high-stakes test, there is significant poten-

tial risk to the test’s sponsor and testing contractor.

Computer grading of short answer questions with

numerical answers has often allowed either a list or

a range of answers. For example, if the answer to
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a problem was 1/6, answers of .17, .167, and .1667

might also be considered acceptable. Because the

number of decimal places indicated by students might

vary considerably, an alternative might be to consider

acceptable any answer that, when represented by

a decimal, is between .16666666 and .17.

A problem that requires a word as a response might

be scored against a list of key words, including syno-

nyms, homonyms, and common misspellings (unless it

is a spelling or word usage test). Other than gridded

response items (discussed previously), few major tests

currently use computers to grade short answer items.

Research on the use of computers to score essays

has gone on since Ellis Page’s work starting in 1964.

Much recent research has led to a proliferation of

scoring systems to score writing samples. In most

cases, these systems are first ‘‘trained’’ by inputting

samples of papers that have been scored by expert

human graders. The purpose of this training is to

allow the system to discern the writing features that

are associated with each score point. The specific fea-

tures looked at are typically considered proprietary by

the software developers. Often, these systems are said

to use artificial intelligence, but given the black box

nature of the software and the results of some small-

scale studies, it is best to think of them as predicting

(with reasonable accuracy) what score a human grader

would assign. In fact, several computer scoring

systems have demonstrated that, after training with

a sufficiently large sample of papers, the correlation

in a second independent sample between the scores

assigned by human graders and the computer is higher

than the correlation between two sets of human

graders.

Responses that are significantly dissimilar to the

papers in the training set are less likely to predict

accurately the score a human grader would have

assigned. Also, some educators and researchers have

worried whether such scoring engines might be easy

to fool, perhaps by interspersing long common words

or increasing sentence length, even when these actions

are uncalled for or nonsensical.

Until very recently, little research had been done

regarding computer-based scoring of essay questions

that require substantive responses (for example, ‘‘Dis-

cuss the primary political and social factors that led to

the American Civil War’’). Such questions are much

more difficult to score using computers than either

short answer questions or writing quality because the

same key words and phrases might be used to argue

for or against a point, making it hard to assess the cor-

rectness of a response.

Score Interpretation Approaches

A score by itself conveys little meaning. A test can be

made of easy or hard items, so knowing the number

(or percentage) of items answered correctly provides

little insight regarding how well an examinee per-

formed. Developers of standardized testing programs

have created and refined a variety of ways to enhance

the interpretability and utility of test scores. Four

common interpretation approaches are Normative,

Ipsative, Criterion-Referenced, and Standards-Based.

Normative Interpretation

Normative interpretations describe examinee per-

formance by comparing an examinee’s score with the

scores from a meaningful reference group. For exam-

ple, a high school student might be said to have

scored better than 95% of all ninth-grade students in

U.S. public schools, or an applicant to graduate school

might have scored better than 60% of all graduate

school applicants to psychology programs.

Ipsative Interpretation

Rather than compare an examinee to other exami-

nees on the same measure, ipsative interpretations

compare an examinee’s standing on one measure with

that same examinee’s standing on other measures.

Ipsative interpretation requires that a set of measures

be developed so that scores across the set sum to

a constant (that is, you cannot have very high or very

low scores on every measure). This is done by forcing

an examinee to choose among alternatives that score

positively on different scales. For example, a question

might ask, ‘‘Would you rather go to a party or man-

age a project at work?’’ An ipsative approach is most

frequently used for interest and personality measures.

An ipsative interpretation might say, for example, that

an examinee’s need for dominance is stronger than

his or her need for affiliation.

In educational testing, the term ipsative assessment

is sometimes used to describe comparing a student’s

achievement over time.

Criterion-Referenced Interpretation

Criterion-referenced interpretations compare exam-

inee performance with a fixed standard of success.
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Criterion-referenced tests require the determination of

cut scores that define how good of a performance is good

enough. Although by definition, only 50% of examinees

will score above the 50th percentile (a norm-referenced

interpretation), regardless of where a cut score is set on

a criterion-referenced test, it is possible for all students to

exceed (or fail to exceed) that score.

Standards-Based Interpretation

Standards-based interpretation is a particular type of

criterion-referenced interpretation that is supported

by content standards that are used to drive both the cur-

riculum and the assessment. It answers the question

‘‘What should students know?’’ and provides perfor-

mance standards—multiple cut scores that differentiate

level of performance and answer the question ‘‘How

well do students understand the content?’’

Overstandardization

As stated earlier, the intent of standardization is to

maximize the comparability of scores by making the

conditions of the testing enterprise as similar as possi-

ble for all examinees. More than 100 years of research

shows that standardization works to achieve this goal.

But research also shows that inappropriate (or too

much) standardization can also interfere with this goal.

Consider an extreme example. We want to admin-

ister a multiple-choice high school geometry test. In

the name of standardization, we decide that all stu-

dents must respond with their right hands. Yes, we

have increased standardization, but left-handed stu-

dents are slower and less accurate filling in bubbles

with their right hands than they are with their left.

And what about students who have no right hand?

Standardization is only useful when it reduces con-

struct-irrelevant variance (in this case, any variability

in scores not associated with the examinees’ knowl-

edge of and ability to apply geometry). When it

instead increases construct irrelevant variance, stan-

dardization becomes problematic.

Accommodations

One issue with finding the balance between too much

standardization and not enough is that for a subset of

the examinee population, a particular standardization

decreases irrelevant variance but for another subset, it

increases it. Moreover, it can be time consuming and

expensive to determine accurately who is in which

group. Nonetheless, many testing programs do try to

make these distinctions and determine whether certain

examinees should be afforded particular accommoda-

tions during the test administration.

Some of these accommodations are obvious and

noncontroversial, such as allowing a blind person to

respond to a test form printed in Braille. The most com-

mon accommodation, extra time, is usually provided

for students with diagnosed reading disabilities or atten-

tion deficits, but studies have shown that many students

who are not so diagnosed, and thus not afforded extra

time, would have increased their scores were they

granted extra time. There are numerous other accom-

modations that some standardized testing programs

allow. Some examples include individual administration

(to reduce distractions), breaking a test into multiple

short administration blocks, verification of understand-

ing of directions, use of a calculator, translation into

a student’s native language, use of a bilingual dictio-

nary, sign language, large print, computer entry of

essays, and student dictation of answers to a scribe.

Neal Kingston

See also Aptitude Tests; Criterion-Referenced Testing;

Grade-Equivalent Scores; Grading; Multiple-Choice

Tests; Norm-Referenced Tests; Rubrics
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STANDARD SCORES

Suppose you took a math test and learned that your score

was a 47. How would you know if that was a ‘‘good’’
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score? One of the things you might want to know is the

range of scores that was possible for the test. Most peo-

ple would consider a score of 47 on a test with a maxi-

mum possible score of 50 better than a 47 on a test with

a maximum possible score of 100. A different approach

would be to see how your score compared to that of

others. For a test on which scores of 0–80 were possible,

you might feel better about a score of 47 if you learned

that the average score was 42 than if it was 62. Standard

scores (sometimes referred to as scaled scores) provide

a means of interpreting a score in terms of its distance to

the average score and takes into account the overall vari-

ability or spread of the set of scores.

More specifically, standard scores indicate the loca-

tion of a score relative to the mean of all scores in stan-

dard deviation units. Mean (M) is the mathematical

term for the numerical average found by adding all of

the scores (often represented as X) and dividing by the

number of scores. It is one of three measures of central

tendency used in describing sets of scores. Standard

deviation (SD) is a measure of the spread or variability

of a set of scores based on the distance between each

score and the mean of the set of scores: The greater the

SD, the more spread out the scores are.

Although standard scores take many forms, they

are all based on z scores. A z score is a standard score

with a mean of 0 and a standard deviation of 1. Z

scores are found by subtracting the mean from the

score and dividing by the standard deviation:

z= X −M

SD
:

For example, for a set of scores with a mean of 60

and a standard deviation of 8, the z score for a score

of 60 would be 0, and the z score for a score of 76

would be

z= 76− 60

8
= 16

8
= 2:

For this same set of scores, the z score for a score

of 48 would be

z= 48− 60

8
= − 12

8
= − 1:5:

Note that if the score is greater than the mean, the

value of z will be positive. Conversely, if the score is

less than the mean, z will be negative. If the score is

equal to the mean, z will equal 0. In addition, the

greater the difference between the score and the

mean, the larger the absolute value of z will be.

Other standard scores can be derived from z scores

by changing the value of the mean and standard devia-

tion to some other desired values. This is done on

most norm-referenced standardized tests, in which

people’s scores are interpreted in comparison to those

of a norming sample of people believed to be represen-

tative of those who will take the test. Transformed or

‘‘dressed up’’ standard scores may be used because

few people would want to hear that their (or their

child’s) score on an intelligence test or other standard-

ized test was 0 or 1, let alone a negative number. For

example, some intelligence tests use standard scores

for which the mean has been transformed or reset to

100 and the standard deviation has been transformed

to 15. Thus, a person whose score was equal to the

mean of the norming sample would receive a score of

100. Another whose score was 1 standard deviation

above the mean would receive a score of 115.

The equation for transforming a z score into

another standard score (SSt) with a mean of Mt and

a standard deviation of SDt is

SSt =Mt + (z× SDt):

Thus, if a person got a score on an intelligence test

that yielded a z score of −0.4 (i.e., 0.4 standard

deviations below the mean), the transformed standard

score would be

SSt =Mt + (z× SDt)= 100+ (− 0:4× 15)

= 100+ (− 6)= 100− 6= 94:

Note that any pair of values can be used to desig-

nate the mean and standard deviation, and many

have been. For example, T scores have a mean of 50

and a standard deviation of 10. Thus, a z score of

–0.4 would yield a T score of 46 because 50+
(−0.4× 10)= 50− 4= 46. The important thing to

remember, however, is that no matter what form stan-

dard scores take, they always communicate the same

two pieces of information:

1. Whether the score is above or below the mean, and

2. How far the score is from the mean.

Standard scores have many applications besides

standardized tests, but there is an important require-

ment for their use: Standard scores can be used only
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when the differences between scores are meaningful

and consistent across the entire scale. It is important

to realize that measurement (i.e., the characterization

of a property or characteristic of a person, event, or

thing as a numerical value) takes many different

forms. The concept of scales (or levels) of measure-

ment captures some critical differences. There are four

scales of measurement: nominal, ordinal, interval,

and ratio, and of these, only the latter two are appro-

priate for use in calculating standard scores. This is

because it is only for scores with interval and ratio

scales that differences between scores are meaningful

and consistent as required for the appropriate use of

the mathematical operations (e.g., addition, subtrac-

tion, multiplication, and division) used in finding the

mean and standard deviation. Thus, you couldn’t use

standard scores to describe people’s religious prefer-

ences (nominal) or the hardness of minerals (ordinal).

You could, however, use standard scores to character-

ize temperatures whether they were measured on

a Fahrenheit thermometer (an interval scale with no

absolute zero, because a temperature of 08 Fahrenheit

does not indicate the absence of heat) or a Kelvin ther-

mometer (a ratio scale, i.e., an interval scale with an

absolute zero, because a temperature of 08 Kelvin indi-

cates the absence of heat). It should be noted that the

percentile ranks (a measure of the proportion of scores

lower than a given score) are often reported along with

standard scores. Percentile ranks are measured on an

ordinal scale and do not have the equal interval prop-

erty of standard scores. Stanine scores, which assign all

scores a value of 1–9, with 1 designating the lowest

scores, are another form of ordinal measurement.

Ernest T. Goetz

See also Descriptive Statistics; Measurement; Norm-

Referenced Tests; Percentile Rank; Stanine Scores;

T Scores
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STANFORD–BINET TEST

The Stanford–Binet test is arguably the premier test

of intelligence. The latest version of the test is the

Stanford–Binet Intelligence Test, Fifth Edition (SB5).

The original Stanford–Binet test resulted from the

efforts of Lewis Terman at Stanford University. He

based the test on the early intelligence tests of Alfred

Binet and Theophile Simon from France near the

advent of the 20th century.

Binet and Simon constructed the first intelligence

test in 1905 with subsequent revisions in 1908 and

1911. Educational researchers and psychologists in

America subsequently became aware of the work of

Binet and Simon. One such researcher was Terman,

who became interested in composing a version of the

test written in English and adapted to American indi-

viduals. In 1916, he prepared the first version of the

test to assess intelligence for a wide range of indivi-

duals from young childhood to young adulthood. A

related use of the test was the identification of

individuals with limited intellectual abilities. Test

administrators used the test to assess many European

immigrants in the first two decades of the 20th cen-

tury. Although those assessments were often invalid

because many of the immigrants could neither read

nor write English text, they still provided evidence for

some of the inherent racial and cultural inferiority of

certain immigrant groups such as emigrants from the

Mediterranean region.

After the publication of the first edition of the test,

Terman continued work on the test in an attempt to

improve the predictive qualities of the test. Working

in collaboration with Maud Merrill, Terman published

a newer version of the Stanford–Binet test in 1937.

The test had two parallel forms: one named Form

L (for Lewis) and the other named Form M (for Maud).

The correlation between total scores of the two forms

was approximately .90, which attested to the reliability

of the test. Merrill continued work on the Stanford–

Binet test and constructed a new single form termed

Form L-M that made use of items from Forms L and M.

Her work and that of others led to the subsequent edi-

tions: the third edition in 1960, the fourth edition in

1986, and the fifth edition (SB5) in 2003.

There is an informative exposition of the SB5 on

the Web site of the publisher, Thomson Nelson. There

are 10 primary subtests in the SB5 that assess five

factors of cognitive ability and two domains of
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intelligence. The five factors of cognitive ability are

fluid reasoning, knowledge, quantitative reasoning,

visual-spatial reasoning, and working memory. Fluid

reasoning relates to the capacity to abstract patterns.

Knowledge relates to conceptual information. Quanti-

tative reasoning relates to competency with arithme-

tic. Visual-spatial reasoning relates to facility with

spatial transformations and visual forms. Working

memory relates to the amount of new information that

one can recall at any one time. The two domains of

intelligence are nonverbal intelligence and verbal

intelligence.

SB5 has a balanced, relatively simple structure

relating subtests to domains of intelligence and factors

of cognitive ability. Five of the 10 subtests assess

nonverbal intelligence, and the other five assess verbal

intelligence. For each of the five factors of cognitive

ability, one can find 2 of the 10 subtests to assess that

factor: a nonverbal subtest and a verbal subtest. For

example, the two measures of fluid reasoning are the

Nonverbal Fluid Reasoning subtest and the Verbal

Fluid Reasoning subtest. The two measures of knowl-

edge are the Nonverbal Knowledge subtest and the

Verbal Knowledge subtest.

For each of the subtests, there are items that pres-

ent activities for the testee. For example, to assess

nonverbal fluid reasoning, there are items that assess

the extent to which testees are able to identify

objects that complete series of objects or matrices of

objects. To assess verbal knowledge, vocabulary

items measure the word knowledge of a testee. To

assess verbal working memory, items assess the

extent to which testees are able to remember whole

sentences.

A test scorer can score the item responses by hand

or with the use of a computer. The test scorer combines

the subtest scores to form various composite scores,

such as a factor index score, a domain score, and the

Full Scale score. Each composite score is an IQ score

with a mean of 100, a standard deviation of 15, and

a possible range of 40–160. Thus, an individual may

have a Nonverbal Intelligence IQ of 120, a Verbal

Intelligence IQ of 90, a Fluid Intelligence score of 120,

a Knowledge score of 100, a Quantitative Reasoning

score of 95, a Visual-Spatial Reasoning score of 100,

a Working Memory score of 90, and a Full Scale Intel-

ligence IQ of 105. Such scores would indicate that the

individual has above-average nonverbal and fluid rea-

soning skills and below-average verbal reasoning skills

and working memory capacities.

The range of potential testees with the SB5 is

vast—from 2 years to more than 80 years of age. The

SB5 is an individually administered measure of intel-

ligence and basic cognitive abilities that requires

a trained tester for proper administration. The admin-

istration time is approximately 5 minutes per subtest.

The SB5 is useful in assessing a wide range of

individuals at practically any age. The test items that

measure nonverbal intelligence are informative in

assessing subjects with hearing deficits and limited

English proficiency. A tester identifies individuals

with learning disabilities when there are substantial

discrepancies between the nonverbal and verbal abil-

ity scores of the individuals.

The many challenging items are useful in identify-

ing gifted and talented subjects. The many items of low

difficulty are useful in identifying low-functioning

adolescents and adults with mental limitations. Both

educators interested in regular education and educa-

tors interested in special education and gifted educa-

tion will find the SB5 to be an informative, diagnostic

measure of intelligence and cognitive abilities. As

noted by Bain and Allin, the SB5 is an exceptional

measure of intelligence that is objective, reliable, and

valid and that has a wide range of uses with a wide

range of individuals.

William M. Bart and David P. Peterson

See also Cognitive View of Learning; Intelligence and

Intellectual Development; Intelligence Quotient (IQ);

Intelligence Tests
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STANINE SCORES

Stanine scores are area-normalized standard scores

that are standardized to have a mean of approximately

5 and a standard deviation of approximately 2. They

are simple to define but may discard some of the

detail in the original data.

Many statistical procedures assume that the data are

normally distributed. Sometimes, nonlinear algebraic

transformations such as logistic or arcsin transforma-

tions will produce the desired result, but when the non-

normality is due to sampling or to the features of the

measuring instrument itself, an area-normalizing trans-

formation may be required. The stanine transformation

provides a quick and simple way to accomplish this

goal.

As with other area normalizations, the stanine trans-

formation assigns transformed scores to be equivalent

to the raw scores rather than computing the new scores.

To obtain stanine scores, carry out the following steps:

1. Make a frequency distribution of the raw scores.

2. Assign stanine scores as follows: Assign a value of
• 1 to the lowest 4% of scores,
• 2 to the next 7% of scores,
• 3 to the next 12% of scores,
• 4 to the next 17% of scores,
• 5 to the next 20% of scores,
• 6 to the next 17% of scores,
• 7 to the next 12% of scores,
• 8 to the next 7% of scores,
• 9 to the top 4% of scores.

Stanine scores have two main advantages over

other area-normalizing transformations. First, they

are easy to compute and do not require a table of the

normal distribution z scores. Second, because single

scores cover a relatively wide portion of the score

distribution, stanine scores tend to discourage users

from overinterpreting relatively small differences in

scores. This is one reason many test publishers offer

stanines as one metric in which test results are

provided.

A third advantage, which is no longer very rele-

vant, is that stanines require only one column. At the

time they were invented, when punch cards were the

primary means of data storage and sorting and hand

computation was required, single-digit data values

offered a major saving in space and computational

labor. The primary disadvantage of stanines is that

they may discard some useful detail in the data.

Robert M. Thorndike

See also Descriptive Statistics; Standard Deviation and

Variance; T Scores

STATISTICAL SIGNIFICANCE

Perhaps the most recognized type of significance test-

ing is statistical significance. The concept of signifi-

cance dates back to 1710, when John Arbuthnot, an

English physician, published his statistical analysis.

Statistical significance tests point to the probability of

obtained sample results that deviate from the popula-

tion specified by the null hypothesis, in a particular

sample size. A null hypothesis is the hypothesis that

is to be tested. It is important to clarify that statistical

significance tests do not evaluate the probability that

the sample results represent the population. In actual-

ity, statistical significance tests work on the assump-

tion that the null hypothesis describes the population

and then test the sample’s probability.

Probability

Statistical significance testing may be used when work-

ing with a random sample from a population, or a

sample that is believed to approximate a random, rep-

resentative sample. Statistical significance testing calls

for subjective judgment in establishing a predetermined

probability (ranges between 0 and 1.0) of making an

inferential error caused by the sampling error. When

using statistical significance testing, it requires the use

of two forms of probability (P): calculated and critical.

Statistical significance is met when PðCALCULATEDÞ is

less than PðCRITICALÞ; when this is the case, the null

hypothesis can be ‘‘rejected.’’ Only when the null

hypothesis is rejected are the results called ‘‘statisti-

cally significant.’’ This simply implies that the sample

results are relatively unlikely, given the assumption

that the null hypothesis is exactly true.

PðCRITICALÞ

One of the probabilities, PðCRITICALÞ, is also referred

to as ‘‘alpha.’’ PðCRITICALÞ is the probability of making

a Type I error when testing a null hypothesis. A Type
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I error occurs when rejecting a null hypothesis that is

true. Another possible type of error that can occur is

a Type II error, which occurs when the null hypothe-

sis is not rejected and it is false. The PðCRITICALÞ is

usually set before collecting the data and tends to be

a small number. The most frequent alpha levels used

are .05 and .01; by using a small number, the proba-

bility of error is minimized.

PðCALCULATEDÞ

The other form of probability is PðCALCULATEDÞ,
which also ranges between 0 and 1.0. Probabilities can

be calculated only in the context of assumptions suffi-

cient to constrain the computations such that a given

problem has only one answer. While it is easy to set

a value for PðCRITICALÞ, calculating PðCALCULATEDÞ can

be difficult. Therefore, test statistics (e.g., F, t, X2) have

been used instead because they are easier to calculate

and more convenient reexpressions of PðCALCULATEDÞ.

Misinterpretation
of Statistical Significance

When working with statistical significance tests, it is

important to be aware of three common misinterpreta-

tions. The first misinterpretation is that PðCALCULATEDÞ
is an indication of how likely the sample results

describe the population. PðCALCULATEDÞ does not inform

the replicability of the results. The second misinterpre-

tation is that PðCALCULATEDÞ is the probability that the

results were due to chance, and that smaller p values

indicate stronger evidence that the null hypothesis is

false. This is a misinterpretation because it has been

demonstrated that PðCALCULATEDÞ can be smaller than

the probability of the null hypothesis being true. The

third misinterpretation is that PðCALCULATEDÞ is the

probability that the null hypothesis is true. Despite the

common misinterpretations, statistical significance

testing continues to be widely used even when it does

not tell us what we want to know. Scholars suggest that

users of statistical significance tests do not fully under-

stand what these tests do, and test users mistakenly

believe that statistical significance tests evaluate

whether results were due to chance.

Criticism of Statistical Significance

Other criticism of statistical significance tests is its rela-

tionship with sample size. With a large enough sample

size, statistical significance can always be achieved.

Taking this into account, it is important to recognize

that statistical significance does not equate to practical

significance, clinical significance, or importance. Addi-

tionally, researchers should not rely on statistical sig-

nificance testing to determine the value or importance

of results because it is possible for results not to reach

statistical significance, yet be of importance and repli-

cable. In some instances, data analyses that do not meet

the .05 level of significance could make a meaningful

contribution to the literature but may not be submitted

for publication (i.e., file drawer problem). Therefore, it

is important to remember that although results may not

reach the commonly used .05 level of statistical signifi-

cance, they may still hold value.

When analyzing psychotherapy or medical out-

comes, statistical significance has little clinical rele-

vance. The following is an example that demonstrates

how statistical significance does not produce clinical

relevance or importance. In a study for a fever-reducing

drug, patients who had an average temperature of 1048 F

were placed into a treatment and a control group. Results

of the study found that the fever-reducing drug produced

a statistically significant temperature reduction, with an

average temperature reduction of 0.78 F. Although the

findings were statistically significant, the fever-reducing

drug did not result in improvement for the patients

because they still had an average temperature of

103.38 F. Clearly, it was not enough for the outcome to

be statistically significant. In this situation, other signifi-

cance tests or other ways of determining significance are

needed to determine the degree of impact the treatment

has had on the patient or client.

Alternatives to the
Statistical Significance Test

Practical Significance

Unlike statistical significance, practical signifi-

cance determines if results are useful in the real

world. Results are determined to be useful by looking

at effect magnitude, which comprises measures of

strength association and effect size.

Clinical Significance

Clinical significance is the practical or applied

value or importance of the effect of the intervention.

Miguel Ángel Cano

See also Inferential Statistics; Standard Scores; T Scores
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STEREOTYPES

The term stereotype was first used in the printing

industry, where it referred to a cast iron plate used to

make repeated impressions of the same image. This

sense of an impression that is enduring, fixed, and resis-

tant to change was imported into the social sciences by

the journalist Walter Lippmann in his book Public

Opinion. This applied the term to refer to the ‘‘pictures

in the head’’ that people have of social groups.

A stereotype is an image or representation of

a group of people that is widely known and shared

within a particular community or group. However, in

addition to this, within social research (as in society

more generally), stereotypes are typically understood

to have a number of negative features, many of which

were first identified in Lippmann’s writing. In particu-

lar, they are seen as akin to caricatures, which, as well

as being resistant to change, are also biased, selective,

and simplistic.

Consistent with these views, a large body of social

psychological research confirms that stereotypes tend

to accentuate both the differences between groups and

the similarities within them. Their content is also

often observed to be ethnocentric in the sense that the

stereotypes of groups to which one belongs (ingroups)

tend to be more positive than those of groups to

which one does not belong (outgroups). For this

reason, when most social scientists use the term ste-

reotype, they are implicitly referring to perceptions

that are believed to be fundamentally inaccurate—

representing members of outgroups as being more

similar to each other, more different from other

groups, and of worse character than they really are: as

if ‘‘we are all good’’ and ‘‘they are all bad.’’ For this

reason, holding and expressing stereotypes is often seen

as a form of prejudice, and this has contributed to an

intertwining of research into these two phenomena.

The history of research into stereotypes and

stereotyping has gone through a number of clearly

defined phases. As a result, research into this topic

has been an important context for key debates in

social (and educational) psychology and has been

a site for important conceptual and theoretical

advances. The earliest research, pioneered by Daniel

Katz and Kenneth Braly in the early 1930s, exam-

ined stereotype consensus and content by asking peo-

ple to assign adjectives from a long list to members

of a range of national and ethnic groups, including

their own. This confirmed that some stereotypes were

indeed widely shared and that some were very dis-

paraging. Thus, whereas Americans were most likely

to describe Americans as industrious and intelligent,

they described ‘‘Jews’’ as shrewd and mercenary and

‘‘Negroes’’ as superstitious and lazy.

However, against the view that stereotypes are

inherently fixed and prejudicial, later studies showed

that stereotype content changed to reflect changes

in the nature of intergroup relations. During World War

II, for example, Americans’ stereotypes of Germans

and Japanese became much more negative, but these

improved once the conflict was over. Likewise, in

Muzafer Sherif’s famous studies of boys attending

a summer camp, stereotypes of different groups chan-

ged to reflect the nature of the relations between them.

So, when the groups were in conflict, stereotypes of the

outgroup were much more negative than they were

when the groups needed to cooperate to achieve a super-

ordinate goal. Later studies also showed that stereo-

types of one group changed substantially depending on

with which other groups it was compared.

In the aftermath of World War II, a large amount

of energy was focused on the question of whether

people with particular personalities were more likely

to exhibit black-and-white thinking of the type associ-

ated with stereotypes. This work was given impetus

by the research of Theodor Adorno and his colleagues

into the ‘‘authoritarian personality,’’ which was partic-

ularly concerned with explaining the development of

anti-Semitic stereotypes in 1930s Germany. A key part

of these researchers’ answer was that stereotypic think-

ing was the hallmark of people who had a propensity

for black-and-white thinking and who were intolerant

of ambiguity.

Again, though, the evidence did not support this

view or personality-based models of stereotyping

more generally. So, although initially popular (and fit-

ting with lay views about the pathological nature of
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those who are prejudiced), research provided little

support for the argument that only authoritarians

endorse stereotypes. It is certainly the case that people

who do not have right-wing leanings (and hence are

unlikely to embrace an authoritarian ideology that

favors stratification and deference to those in author-

ity) hold different stereotypes from authoritarians, but

they stereotype nonetheless. Moreover, explanations

that are couched in terms of individuals’ personalities

fail to explain the collective dimensions of the stereo-

typing process. The development of anti-Semitic

stereotypes in Nazi Germany was socially and politi-

cally significant not because these views were held by

a select few, but because they were embraced by

a large populace. Indeed, it was this sharedness that

made the stereotypes so potent.

These realizations led researchers to move away

from an analysis that saw stereotyping as a process

specific to particular individuals. A particularly influen-

tial figure in this movement was Gordon Allport, who

followed Walter Lippmann in observing that members

of all groups hold and use stereotypes. Moreover, he

argued that stereotyping was a normal cognitive activ-

ity that was essential for a predictable and manageable

life and that derived from the rational (if error-filled)

process of categorization. These insights were distilled

into the view that stereotypes are a form of ‘‘necessary

evil’’: They are the outcome of a simplification process

that arises from the cognitive impossibility of treating

everyone as an individual, but that, as a result, also

introduces distortion and bias.

This latter view was given further impetus by the

empirical work of Henri Tajfel in the 1960s. This pro-

vided evidence that cues that encourage people to per-

ceive objects as members of distinct categories lead

to the accentuation of intercategory difference and

intraclass similarity. So, in a series of lines of differ-

ent lengths, if the longer lines are labeled ‘‘A’’ and

the shorter lines are labeled ‘‘B,’’ then there is a ten-

dency to accentuate the difference in the length of the

two sets and the similarity within them. In this way,

once viewed as part of a common category, different

stimuli (whether lines or people) tend to be seen both

as more similar to each other and as more different

from other stimuli than they would be if the category

had not been invoked.

The insights that this analysis provided fueled a third

wave of social cognition research in the 1980s. An idea

that came to be central to work in this tradition was

that people stereotype because they are ‘‘cognitive

misers’’ whose perceptions and judgments are driven

by the all-important goal of saving precious informa-

tion-processing resources. Led by researchers such as

Susan Fiske and David Hamilton, work in this tradition

sought to identify a range of normal cognitive pro-

cesses that make stereotypes efficient but full of errors.

In this vein, an abundance of experimental studies

suggested that stereotypes arise automatically from

a range of energy-saving, information-processing

biases that come into play at every stage of the stereo-

typing process—from encoding and storage to retrieval

and communication. Researchers argued that these

biases lead people to (a) make faulty associations

between attributes and social groupings (so-called illu-

sory correlations); (b) attend to novel and distinctive

information, as well as to that which is consistent with

their expectations and prior theories (the self-fulfilling

prophecy); and (c) emphasize the homogeneity of out-

groups and the heterogeneity of ingroups (the outgroup

homogeneity effect). The most recent cognitive work

has also sought to explore the differences between

aspects of these processes that are automatic and those

that are under the perceiver’s conscious control.

Although the social cognitive approach to stereo-

types and stereotyping remains highly influential, it

has also been critiqued by researchers who argue that

such research neglects the role that social context

plays in shaping and structuring cognition. In particu-

lar, social identity and self-categorization theorists

such as Penelope Oakes, S. Alexander Haslam, and

John Turner have argued that stereotypes are primarily

political tools that allow groups to represent and influ-

ence the reality of intergroup relations as perceived

from their particular social vantage point. According to

this view, stereotypes exist not to save effort but to

make social and political behavior possible. Hence,

where it is observed, the error of stereotypes is seen to

have its basis not in psychological deficiency but in the

political positions and aspirations of the groups that

hold them. Moving away from the view that stereo-

types are the product of more-or-less automatic, intra-

psychic processes, this research has led to renewed

interest in group processes (e.g., of communication and

social influence) that contribute to stereotype consensus

and help bring about stereotype change.

This plurality of perspectives has ensured that

stereotyping research has remained at the heart of

debate in social psychology and that it continues to

drive both theoretical and empirical advance. The

centrality of stereotypes to an array of social, political,
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and educational issues also ensures that there con-

tinues to be a keen interest in these developments

from researchers and practitioners outside social

psychology.

S. Alexander Haslam

See also Discrimination
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STIMULUS CONTROL

A primary objective of psychology is the prediction

of behavior. Operationally, this means that what an

individual will do in a particular situation can be

anticipated. To the degree that this is possible, the

individual is under stimulus control. The fact that peo-

ple seldom are surprised by the actions of those with

whom they interact is an indication that others are

behaving as expected. This entry briefly discusses

how this stimulus control is acquired. It progresses

from simple reflexive actions to those resulting from

the differential consequences of one’s behavior in dif-

ferent situations. For example, one learns to use dif-

ferent language and manners when speaking to

a teacher than when speaking to a fellow student.

The simplest form of stimulus control is those

unlearned responses naturally elicited by an uncondi-

tioned stimulus (UCS). Thus, an air puff to the eye

will produce an eye blink, contact with a hot stove

will result in rapid retraction of one’s hand, and food

in the mouth will elicit salivation. However, as I. P.

Pavlov showed, this control can be transferred to

stimuli that precede, and therefore predict, these natu-

rally eliciting events. For example, stimulus control

is revealed when a dog salivates to a tone that pre-

cedes food and when the child who burned his or her

hand on the hot stove becomes afraid of stoves. Both

are examples of classical conditioning and illustrate

that this type of associative learning is capable of

(a) bringing a particular reflexive response under the

control of a conditioned stimulus (CS) that was

originally neutral with respect to that behavior, and

(b) creating motive states related to the signaled

events—repulsion (‘‘fear’’) in the case of aversive

events and attraction with those that are positive.

Recall being drawn into a bakery when you had no

interest in food prior to experiencing the aroma of

your favorite, fresh-baked pastry. This incentive-

motivation is clearly under the control of stimuli

signaling positive (attractive) or aversive (repelling)

events significant to the individual.

Traditionally, students of stimulus control have

been most interested in operant conditioning that is

concerned with when, whether, and in what way an

individual’s behavior will be affected by particular

environmental consequences or events related to that

behavior. C. B. Ferster and B. F. Skinner pioneered the

study of these relationships, whereby operant reinforce-

ment contingencies describe the relationships between

emitted behavior and consequences. Those operant

behaviors that produce a reinforcer (e.g., an attractive

event such as food, approval, or a safety signal) will

increase in frequency. In contrast, behaviors that pro-

duce an aversive situation (e.g., a repelling event such

as shock, rejection, or a time-out from reinforcement

signal) decrease the probability of those behaviors.

In nature, there tend to be cues in the environment

that signal when a specific contingency is in operation

and one’s behavior will therefore produce the conse-

quence(s) specified by that contingency. Differential

reinforcement of a particular behavior pattern under

a limited range of environmental conditions is what

produces operant stimulus control. For example, press-

ing a lever may produce food pellets for a deprived rat

only when a house light is on, just as a speaker is likely

Stimulus Control 947



to get an answer to his or her question only when he

or she has a listener’s attention. This can be repre-

sented schematically by the three-term contingency:

SD • R ! Sr, which states that a behavior (R) (e.g.,

asking a question), emitted in the presence of a discrim-

inative stimulus (SD) (e.g., an attentive, prepared lis-

tener), will produce a reinforcer (Sr) (e.g., an answer).

This also implies that when the SD is absent (e.g., a

listener isn’t present, or the one who is isn’t attentive

or prepared), these responses will be ineffective.

By now, it is probably becoming clear to the reader

that a major objective of the educational process is

bringing students’ verbal repertoire under stimulus

control so that they can give appropriate answers to

the questions and intellectual challenges posed to

them. Discrimination learning is central to this pro-

cess, and that requires that the teacher be able to dif-

ferentially reinforce such learning. Attention, praise,

and grades are major potential reinforcers at the tea-

cher’s disposal. However, these are ‘‘arbitrary’’ rein-

forcers in that they are not intrinsically related to the

goals of education. Thus, a primary objective of the

educational process is to make learning ‘‘generically’’

reinforcing—that is, reinforcing in its own right.

For different individuals, playing basketball, doing

research, creating art, skiing, and/or reading in an area

of one’s interest could be examples of behaviors that

are generically reinforcing. A teacher might endeavor

to make learning in general satisfying by systemati-

cally expanding incrementally upon interests with

which a student enters the class. In addition, he or she

might apply the Premack Principle, whereby less pre-

ferred behaviors are reinforced by creating the oppor-

tunity to engage in more preferred behaviors.

Unfortunately, being able to predict when a particu-

lar operant behavior will be emitted does not neces-

sarily reflect a complete appreciation of the multiple

factors contributing to the stimulus control of behav-

ior in any particular situation. The author demon-

strated this, while illustrating the potential subtlety of

operant contingencies, by training two groups of rats

to press a lever when either a tone or a light was pres-

ent and not press the lever when these stimuli were

absent (T+L). They differed in that (a) one group’s

responses during the tone or light produced food

while food was unavailable in T+L, whereas (b) the

other group had to respond during the tone or light to

enter T+L, where they received food for not respond-

ing. These groups were behaviorally indistinguish-

able, responding in tone or light but not in T+L. But

were they under comparable stimulus control? A stim-

ulus compounding assay revealed that they indeed

were not. Presenting the tone and light simultaneously

(T+L) tripled the response rates of the rats who had

received food during tone and during light, whereas it

had no effect on the response rates of the rats who

had never received food during these stimuli. Why?

The behavior occasioned by an SD primarily

reflects the accompanying operant contingency effec-

tive therein. That contingency defines what beha-

vior(s) can ultimately produce reinforcement. This

represents the response-discriminative process. How-

ever, an SD also signals reinforcement changes that

will activate the classically conditioned incentive-

motive process. An SD associated with reinforcement

increase will produce an excitatory, energizing, incen-

tive-motive state—like the bakery aroma mentioned

earlier. One associated with a decrease in reinforce-

ment will produce an inhibitory, suppressing incen-

tive-motive state. In the experiment described above,

the stimulus compounding test was necessary to reveal

the operation of the response-discriminative and incen-

tive-motive processes. When both were increasing,

T+L tripled responding, but when they were in con-

flict (where the tone and the light occasioned an

increase in response while signaling a decrease in rein-

forcement), T+L didn’t change the response rate com-

pared to that controlled by tone or light alone. Both

processes are potentially activated in all multicompo-

nent operant schedules of reinforcement. Therefore, in

nature, it is likely that most classically derived incen-

tive-motivation is created while the organism is under

discriminative stimulus control on operant baselines

rather than through CS–UCS pairings that occur inde-

pendently of behavior.

Research has also revealed that contingencies expe-

rienced in the past (i.e., conditioning history) can influ-

ence current stimulus control even when baseline

behavior is appropriate to the contingencies currently

operating. Stanley Jerome Weiss demonstrated this in

an experiment where two groups of rats appeared

behaviorally comparable, responding to avoid a shock

in tone and not responding in light that was shock free.

However, in only one group did the safety signal (light)

appear to inhibit ‘‘fear’’ when presented with the tone,

reducing the avoidance rate by 50%. For this group,

where light became a fear inhibitor, the light had

always been safe. In the other group, light had a shock-

related history before it was made a safety signal—and

that history eliminated its capacity to reduce the
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tone-produced fear even though the light no longer

occasioned avoidance. This suggests that a stimulus

compounding assay of a fear reduction treatment’s effec-

tiveness should be employed, in addition to just the sim-

ple elimination of avoidance, as a test of treatment

effectiveness. This again illustrates why actions are often

misinterpreted, and how behavior patterns that appear

comparable could have resulted from different combina-

tions of underlying learning-derived processes. Appreci-

ating that complexity is one of the significant challenges

in creating effective education.

Stanley Jerome Weiss

See also Classical Conditioning; Operant Conditioning
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STUDENTS’ RIGHTS

The general concept of students’ rights is that every

child has the right to receive a free and appropriate

education, and through this educational process, stu-

dents have rights in many areas, including expression,

discipline, safety, privacy, treatment, and accommo-

dations. Therefore, students’ rights are an important

topic in any discipline that deals with education.

The focal point of all educational activity is the

students. Teachers, principals, school social workers,

school psychologists, and other staff are all put in

place to influence the process by which students

receive their education. Regardless of age, disability,

race, sexual orientation, and so on, every student has

the right to be treated and encouraged with the idea

that he or she has value and worth, and the education

should be provided as a component of anticipated suc-

cess for the student.

Many professionals feel that students have too

many rights and that those rights hinder the educa-

tional process. Some teachers and schools fear law-

suits and other legal trouble. Schools can be sued

over questionable discipline practices. This may result

in limiting disciplinary procedures and giving a small

number of disruptive students the potential to control

the classroom environment. In some cases, students

have been known to report teachers by making false

accusations. Any accusations made, true or fabricated,

have the possibility of ending up in a lengthy and

expensive court process. On a positive note, these

restrictions help protect students and also welcome

more creative positive reinforcement techniques.

Along with the diversity of the student bodies

across the country comes a broad spectrum of circum-

stances that put stipulations on how the basic right of

a free and appropriate education is materialized. Cer-

tain factors such as a student’s neighborhood, race or

ethnicity, socioeconomic status, level of disability,

and safety put limitations and restrictions on the way

that students’ education is provided and their rights

ensured. Local funding causes the quality of education

to vary according to the district in which the student

lives. A student’s educational experience in a wealthy

suburb may look very different from a student’s expe-

rience in a poor urban district. In addition, a student’s

race, ethnicity, or socioeconomic status may lower

the expectations a teacher of another background

places on that child. Again, this jeopardizes a student’s

access to fair educational practices.

There are various areas of student rights, and they

receive attention to different degrees. There is a com-

mon theme of balancing rights on one side with dif-

ferent rights on another side. If a student’s individual
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rights are protected, will that interfere with other stu-

dents’ rights? Through the blurred boundaries emerge

some general rights that students receive, such as

those pertaining to expression, discipline, suspensions

and expulsions, corporal punishment, searches and

seizures, school violence and safety, confidentiality,

discrimination, and special needs.

Freedom of Expression

A student’s right to free expression is one of the most

frequently occurring topics in the literature. These

rights include many areas such as dress code, school

publications, speeches, conversations, and even Inter-

net communication. With so many different areas of

expression, it is often challenging to have a clear

standard of policies and procedures as it pertains to

a student’s use of communication. In addition, laws

governing expression are flexible. This flexibility,

however, has the potential to strictly limit a student’s

desire to express himself or herself freely and to

develop as an individual through this expression.

There is a constant requirement for schools to bal-

ance the need for a safe school environment and the

right of students’ expression. It is important to respect

the rights of students, but on the other hand, these stu-

dents are under the protection and care of adults who

work in the schools.

The First Amendment of the U.S. Constitution

guarantees freedom of speech; however, cases have

been made that students do not necessarily enjoy this

privilege to its full extent. The Supreme Court has

gradually limited students’ rights in terms of speech.

However, if a student’s speech is not a true threat,

authorities are obligated to allow the student to

express him- or herself freely. Students’ freedom of

expression cannot be upheld if such expression threa-

tens the general operation of the school or leads to the

denial of other students’ rights. In addition, schools

have the right to eliminate speech that is inappropriate

for the student audience. A student’s speech must be

consistent with the values of the school, and the

school officials have the leverage to decide which

speech is inappropriate and unacceptable. School staff

members are given the power to decide if a student’s

speech will jeopardize the accepted values and prac-

tices in a particular school setting.

Schools also have the power to regulate speech

that may be representative of the school even if it

does not happen on the school grounds. If a student’s

expression during out-of-class times has the potential

to disrupt the educational process or endanger other

students, school authorities have the power to limit

that expression. One area that schools have monitored

is school newspapers or other publications that may

contain material that is not suitable for the maturity

level of the school audience. In this situation, school

officials may prevent students from publishing what-

ever they feel, requiring that the questionable infor-

mation be removed from the school publication.

There have also been cases where students have had

their free expression through the Internet regulated

because of inappropriate communication about things

such as school violence and hatred toward the school

and specific staff.

Another area of expression that is regulated in some

schools is dress. Certain school officials feel that

loosely regulated dress codes hinder school progress.

Some staff members feel that it can be a distraction

when students are competing with each other on the

latest fashion. Other students may come to school in

inappropriate clothing that infers things of a sexual,

prejudicial, or violent nature. These types of clothing

expressions follow the same guidelines when it comes

to students’ rights. Students are allowed to use creative

expression until it jeopardizes the rights of other stu-

dents or disrupts the educational process of the school.

These guidelines are based on the subjective decisions

of the school officials who regulate this expression.

One of the major elements guiding the regulations

on expression is the threat of violence. School staff

members evaluate forms of expression for their poten-

tial as threats to the school atmosphere. If a student’s

expression is considered to interfere with the safety of

the school and puts other students at risk, then school

officials are allowed and obligated to stop this form

of expression. School authorities have considerable

leniency when it comes to these regulations.

Students in general seem to have a certain amount

of freedom when it comes to their expression; how-

ever, their rights are limited when it comes to threaten-

ing or inappropriate expression. One benefit to this

regulation is that students learn firsthand the complex-

ity of society. They are able to learn how to handle

their expression with a sense of responsibility and self-

regulation, keeping in mind the common good of the

entire student body when they are expressing them-

selves. On the other hand, there is a possibility of stu-

dents losing opportunities for creative expression or

even for cries for help because of these regulations.
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Discipline

In any disciplinary situation, the student does have

rights. In any circumstance, especially one that ends

up in court, the student has a right to an advocate who

is knowledgeable about the student’s rights and can

ensure that the student’s side will be heard and

respected during a hearing. Every student has value

and rights regardless of the behaviors and actions in

which he or she may have taken part.

In addition, general education students also have

a right to appropriate education, and if the behaviors

of a particular student are disrupting that environment,

it may be necessary to remove that disruptive student

from the general education classroom. Some students

have disabilities that cause behaviors that are out of

their control, yet still a hindrance to the teaching

of the classroom. In situations such as this, the rights

of the general student body may take precedence over

the rights of that individual child. The individual

child may be relocated to another classroom or even

another school if doing so satisfies the rights of an

entire classroom or school.

Suspensions and Expulsions

Suspensions and expulsions have become a popular

form of discipline in the schools. In these situations,

students still have rights. A central right during any

forced absence from school is that students are given

minimal due process proceedings. The students are to

be made aware of the charges brought against them.

Once these charges are brought to their attention, the

students also have a right to dispute them. These

rights all must be honored before even a short suspen-

sion. For longer suspensions and expulsions, even

more complicated procedures are necessary to allow

for students to exercise their full rights. In addition,

students may not be counted absent and penalized

academically for missing class during any forced time

away from school.

These rights also carry over to students with dis-

abilities along with additional rights that must be

granted to this specific population of children. A stu-

dent with a disability must not be denied free and

public education because of a disciplinary procedure.

This denial would happen through changing a stu-

dent’s placement as set out in his or her individual-

ized educational plan. It could also happen if the

student were to miss an excessive amount of school

because of suspensions. And if the student with a dis-

ability displays behavioral problems that are a mani-

festation of his or her disability, he or she cannot be

suspended for those actions. However, if the behav-

ioral problems are not a manifestation of the student’s

disability, he or she may be disciplined in the same

manner that a typical student would be for suspen-

sions up to 10 days. However, if the suspension is for

a longer period, the district and the student’s parents

must agree on an alternative setting. These protections

also exist for students who are not yet identified as

having a disability, but may in fact have a disability

and may be eligible for special education services.

Corporal Punishment

It is not unconstitutional to use corporal punishment

in the schools. As with many areas of student rights,

school officials are expected to use their own discretion

when it comes to the use of corporal punishment. The

punishment must be proportionate to the action that led

to the discipline. Also, the punishment must not be

guided by malice, and it must not inflict severe injury

on the student. Court decisions have guided the idea

that school staff are allowed to use corporal punish-

ment when it is necessary to discipline a student and to

allow for proper education to take place. Although cor-

poral punishment is constitutionally allowed, most

states have laws against the use of corporal punish-

ments in the schools. It is meaningful to note that only

at the local level do some students have the right to not

be physically punished while attending schools.

Searches and Seizures

Another major area in the literature as it relates to stu-

dents’ rights is searches and seizures. Increased atten-

tion on school violence and drug use has caused

more desire and need to keep a watchful eye on the

activities of students. School officials have gained

a significant amount of leniency when it comes to

searching and confiscating things from students. The

laws and regulations around these practices are very

vague and leave a lot of the judgment up to the school

performing the search. The U.S. Constitution has yet

another amendment that would normally protect stu-

dents against this type of procedure. The Fourth

Amendment allows citizens to be free from unreason-

able searches, but as with the other amendments, this

one is adjusted in the schools. The need to maintain
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safe schools outweighs the rights of students to be

free from searches. However, this does not mean that

students have no rights when it comes to searches and

seizures. This is another area where a balance must be

achieved between the greater good of the school and

each student’s individual rights.

When students are being searched, there are differ-

ent rules that school personnel must follow. Law

enforcement officials are required to establish proba-

ble cause and must secure a warrant before perform-

ing a search. Police are allowed into the schools to

question or arrest students, but students do have the

right to remain silent during any questioning. Police

are also not allowed to remove students from school

unless they are placed under arrest. School staff, how-

ever, do not need a warrant or probable cause to

search a student. These staff members only need rea-

sonable suspicion to conduct searches. The reasoning

behind this is that a threat may need immediate atten-

tion, and school staff may put the school and other

students in jeopardy if they have to wait to obtain

a warrant or justify probable cause. Schools must con-

stantly balance the risk of being too hands-off and

being too excessive when it comes to searching stu-

dents. Schools need to be careful to maintain the stu-

dents’ rights, while at the same time protecting the

school against potential disturbances.

During searches, certain procedures and policies

must be followed. If a school official has reasonable

suspicion to search a student, he or she must have

facts displaying the basis for the search. He or she

also must uphold appropriate search strategies as they

relate to the student’s gender and maturity level. In

addition, the search should not be more intrusive than

necessary. School and law enforcement officials may

search students without reasonable suspicion if they

are given voluntary consents by the students. These

consents must take into consideration the age, educa-

tion, and mental capacity of the students. However, it

is not required that students be advised of their right

to refuse to give consent.

Some scenarios call for different procedures to be

followed. For example, when a school district has an

established history of problems, it is allowed more

search opportunities. School district personnel may

perform random and targeted searches through mea-

sures such as metal detectors and parking lot sweeps

in order to prevent weapons and drugs from being

brought into schools. In addition, lockers are consid-

ered part of the school facility, so often there is little

privacy provided to students when it comes to search-

ing their lockers. Also, athletes and members of other

school organizations have a lesser degree of privacy

and are subjected to random drug testing. These sce-

narios display the flexibility that authority figures

have when trying to maintain a safe and drug-free

school system while at the same time keeping the best

interests of the students in mind and upholding the

students’ rights to the greatest degree possible.

School Violence and Safety

Safety concerns also place restrictions on students’

rights. After school shootings aroused public concern,

there has been an increase in security in the schools.

Students have a right to privacy and freedom of choice,

but the potential for school violence has outweighed

these rights in many circumstances. Security officers

have, in many instances, free rein to search and ques-

tion students even in the absence of suspicious activity.

Many times, the idea of a greater good—safety and

security in schools for all children—outweighs a stu-

dent’s right to privacy.

Confidentiality

Students have had records kept on them ever since

they entered school. There are many rights involved

with having these records on file. First of all, students

and parents should be educated annually on their

rights under the Family Educational Rights and Pri-

vacy Act. They have the right to view their files at

any time and have the right to challenge any informa-

tion they believe is false. Also, before any personal or

confidential information is released to an unauthorized

person, written consent must be obtained from the

parent or legal guardian. Also, information should not

be shared with individuals who do not have a need to

know or have no legitimate interest in the child.

Finally, only objective information should be placed

in the student’s file. Information on minor infractions

that may change or information guided by opinion

should not be in the student’s file.

Discrimination

Students have the legal and ethical right to not be dis-

criminated against in the school setting. Regardless of

race, gender, or sexual orientation, all students are enti-

tled to equal access to education and the opportunity to
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learn in a safe environment. Members of racial minor-

ity groups have the right to have the same level of

expectations placed on them as White children. These

expectations include teachers not assuming a student of

a certain race will not perform at the level of other stu-

dents, teachers encouraging growth and enrichment in

all students equally, and students being subjected to the

same disciplinary procedures regardless of race. Girls

and boys also are entitled to be provided an equal

experience. It is illegal to provide extracurricular activi-

ties unequally to boys and girls. Additionally, girls can-

not be removed from school for being pregnant. Sexual

minorities also deserve protection against unfair treat-

ment and must be provided an opportunity to explore

themselves without being harassed and looked down

on. Another right associated with discrimination is for

minorities to have equal access to literature, history,

and experiences that reflect their own background, not

just the background of majority groups.

Special Needs Students

Another area of huge concern is the area of disabil-

ities. Students with disabilities have the right to the

least restrictive learning environment. However, these

rights are blurred in certain situations. If an inclusive

learning environment as part of the mainstream edu-

cational process is not conducive to a child’s educa-

tion, the student has a right to special services and/or

educational settings that are more appropriate to his

or her needs. This right often comes in conflict with

budget issues, but this right is to be guaranteed by the

district regardless of its financial situation.

All students have the right to a free and appropriate

education, and students with disabilities have the

same rights and have the right to experience this in

the same schools and programs as students without

disabilities. Students with disabilities have the right to

an individualized education program that is developed

and implemented with the goal of the student receiv-

ing education in the least restrictive environment and

with all the needed services and accommodations to

accomplish this. This is to be done at the school’s

expense and at no cost to the parent. Also, students

have the right to evaluations that check the progress

of their educational plan, and the parents and student

have a right to participate and be a part of this plan-

ning. If the parents or student are in disagreement

with the school’s evaluation, they have the right to

get an outside evaluation to determine the student’s

eligibility for services. In addition, when a student

receiving special education services reaches the age

of legal consent, he or she must be privileged with all

legal rights of a person his or her age regardless of

the disability, if competent to do so.

Also, students have the right to be treated as indivi-

duals in the school setting. If interventions can keep

a student out of special education, then those accom-

modations need to be made. Also, if a student is being

tested for special education, the test should be adminis-

tered in the student’s native language so that he or she

has an equal chance to perform to his or her ability on

the test. Students’ behaviors that are a manifestation of

their disability should not be held as grounds for suspen-

sion and expulsion, but instead the parents and school

staff should work together to advocate for the best

placement for the student, whether it be the traditional

school or an alternative placement. Students should also

have a level of choice when it comes to their schooling.

Children all learn differently, and whether they struggle

or are extremely gifted, they deserve to be challenged

and to be given the opportunity for growth through

educational experiences that they find rewarding.

Future Implications

Students have basic rights that are meant to protect

their well-being and educational attainment. Along

with these rights come infinite possibilities for compli-

cations and adjustments. Special circumstances may

lead to rights being altered or disregarded with a greater

objective in mind. Education is meant to aid students

in their journey to a fulfilling future, and every student

has a right to take part in this experience with as little

restriction and as much benefit as possible.

Mead Goedert and

Debra M. Hernandez Jozefowicz-Simbeni

See also Conflict; Discipline; Parent–Teacher Conferences
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SUICIDE

Human beings engage in a wide range of self-injurious

thoughts and behaviors. These range from risk taking

(e.g., skydiving), through suicide ideation, instru-

mental suicide-related behavior (e.g., suicide threats)

to suicidal acts (attempted and completed). Suicide

involves self-chosen behavior intended to bring about

one’s death in the shortest term. Each year, at least

half a million people worldwide end their own lives.

Difficulties in identifying unequivocal evidence of

intent underpin the generally accepted view that offi-

cial statistics underestimate the true suicide rate by an

unknown amount. The presence of a note or letter

often provides the clearest evidence of intent, but less

than 30% of those who die by their own hand leave

such a communication. Differing legal and ascertain-

ment procedures account for some of the variation

in national suicide rates. There may also be social

pressures to underreport, especially in the absence of

unequivocal evidence of intent, because of the stigma

associated with suicide. In doubtful circumstances,

attributing the cause of death to something other

than suicide may lessen the pain for family and

friends. Defining attempted suicide is equally com-

plex because the behavior is characterized by several

dimensions, including the lethality of the method

used, the level of medical injury inflicted, and the

level of suicidal intent. In North America, evidence of

intent is included in the definition of attempted sui-

cide. In Europe, evidence of intent is of lesser impor-

tance in acknowledgment of the fact that divergent

intentions may lead to a suicide attempt. Definitional

variations contribute to an unknown extent to discre-

pancies among research findings on suicide and

attempted suicide in different countries.

As a cause of death, suicide is one of the least

understood. Those who attempt or complete suicide

share a number of general characteristics or risk fac-

tors, including major depression, alcohol dependence,

substance abuse, antisocial behavior, childhood abuse,

and personality disorder. The majority of risk factors

for suicidality (the occurrence of suicidal thoughts or

behaviors) have been identified through retrospective

studies, and the false-positive rate—the probability of

wrongly inferring a link between a particular factor

and suicide risk—is very high for this method of

inquiry. This is because retrospective inquiries are

prone to hindsight bias: Knowing the outcome of an

event increases the post hoc estimate of the perceived

likelihood of the outcome. Given an account of a per-

son’s life history and told that the person committed

suicide, people are more likely to infer links between

factors in the person’s biography that might explain

the cause of death than are those who are given the

same account and asked to predict the likelihood of

suicide. Knowing the outcome approximately doubles

the likelihood of a perceived connection between an

event in the person’s life history and his or her cause

of death.

Genetics and Family History

The traditional view of suicide is that it is the product

of a profoundly disturbed mind: People who want

to kill themselves are mentally ill and in need of treat-

ment and care. Supporting evidence for this view can

be traced to some of the earliest studies of suicide,

conducted in the 1920s, which were based on inter-

views with the relatives of people who had killed

themselves. A history of poor mental health was iden-

tified as a significant factor in the great majority of

cases. However, an alternative perspective cautions

that the presence of mental illness does not fully
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explain suicide: The vast majority of people who suf-

fer a psychiatric disorder neither think about nor

attempt suicide. Later studies showed that a family

history of suicide contributes about a twofold increase

in suicide risk, even when controlling for family psy-

chiatric history. The fact that a family history of men-

tal illness and family history of suicide are separate

risk factors prompted two lines of investigation: the

first on the potential contribution of genetic factors

and the second on the role of family dynamics.

The first studies of the role of genetics were con-

ducted with samples of twins. Twins share the same

family and social environment for the early part of

their lives and have higher levels of closeness both in

terms of the number of years spent together before

leaving the parental home and in the frequency of

contact afterward. Twins have a reduced risk of sui-

cide, which supports the view that strong family ties

reduce the risk for suicidal behavior. However, if

a monozygotic (identical) twin commits suicide, the

surviving sibling is at significantly greater risk of sui-

cide compared to the level of risk for a dizygotic (fra-

ternal) twin who loses a sibling to suicide.

Early studies indicated that the genetic factors

related to suicide appeared to represent a genetic pre-

disposition for the psychiatric disorders associated

with suicide. Later studies sought to determine

whether there may be an independent genetic compo-

nent for suicide, and to clarify how genetics might be

linked to other factors implicated in suicide, particu-

larly major depression, childhood physical abuse,

social phobia, alcohol dependence, and behavioral

disorder. There is no evidence, and no suggestion that

there may be evidence, of a specific gene for suicide,

but several candidate genes for the transmission of

suicide risk have been identified. These genes are

linked with the neurotransmitter serotonin. The pre-

dominant effects of serotonin in the brain are inhibi-

tory. Irregularities of the serotonin system have been

implicated as a causal factor in violence and impul-

sive aggression, and it is well established that the

serotonin system is involved in substance abuse disor-

ders, especially alcoholism. Numerous abnormalities,

most of which reduce the inhibitory effects of seroto-

nin, have been found in the serotonergic system of

those who attempt or complete suicide. Current esti-

mates suggest that genetic factors account for between

30% and 50% of suicidality. It is highly likely that

other, as yet unknown, genetic factors mediate the

risk for suicidality independently of the genetic

factors responsible for the heritability of the major

psychiatric conditions associated with suicide.

Studies of familial factors have focused on the par-

ent–child transmission of suicide risk. Some studies

suggest a six-fold increase in risk for suicide attempt

in children of a parent who has attempted suicide

compared with families in which a parent has died

through other causes. The transmission mechanism is

not clear, but it seems likely that an attempted or

completed suicide has the potential to profoundly

influence the interpersonal dynamics of the family.

Suicide-bereaved children generally come from fami-

lies with a history of psychopathology and substantial

family disruption. Families of suicidal young people

are often described as disorganized, unstable, and

rigid—characteristics that are also associated with the

suicidal person. Although it is clear that suicide can

negatively affect family dynamics, the possibility of

a reciprocal interaction has not been studied in any

detail. The occurrence of a suicide within a family

increases the likelihood that other family members and

friends will incorporate this into their repertoire of

problem-solving behaviors. The peers of adolescents

who have a friend who completed suicide have an ele-

vated risk of suicidality relative to peers who have had

no such experience.

Mental Illness

A psychiatric illness is a well-established risk factor

for suicide across the life span. High suicide rates

have also been linked with mood disorders, par-

ticularly bipolar disorder (sometimes referred to

as manic-depressive disorder). About 30% of those

with a history of bipolar disorder will commit sui-

cide compared to about 12% of those suffering

major depression. Personality disorders such as anti-

social personality disorder or, in the case of younger

people, conduct disorder are also linked with suicid-

ality. Personality disorders involve a long-standing

pattern of aggressive behavior, a reckless and impul-

sive disregard for the well-being of others, and con-

tempt for social rules and norms. One explanation

for the link between antisocial personality disorders

and suicidality implicates a combination of impul-

sive aggression and anger, which are partly caused

by deficits in the serotonergic system. Another

explanation for the association between antisocial

personality disorder and suicide points to the cumu-

lative effects of repeated instances of self-harm, both
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direct, as through immediate physical self-harm, and

indirect, such as engaging in wantonly reckless

actions. Repeated self-harm is strongly related to

higher risk for eventual suicide.

Substance use disorders also confer risk for suicidal-

ity. People who are alcohol dependent with a history of

suicide attempts tend to be more aggressive and are

characterized by their reckless impulsivity. These char-

acteristics act in combination to significantly increase

the pathogenesis of suicide attempts in those suffering

alcoholism. Similarly, the social profile of narcotics

abusers is one of predominant unemployment, low edu-

cational levels, social isolation, divorce, repeated incar-

ceration, high rates of parental alcoholism, and general

psychopathology. A diagnosis of schizophrenia has

long been associated with increased risk for suicide

and suicide-related behaviors. Forty percent of those

diagnosed with schizophrenia attempt suicide at some

time in their lives. More than one third of those diag-

nosed will die by their own hand, a rate comparable to

that for those diagnosed with mood disorders and more

than 20 times higher than in the general population.

The most predictive factors for suicidality among those

suffering schizophrenia are the number of lifetime sui-

cide attempts, the number of hospitalizations within

the 3 years preceding the suicide attempt, a current or

lifetime history of substance abuse, and major depres-

sion. The evidence for the significance of auditory

delusions as a risk factor is not clear-cut. Some studies

suggest that delusions may be significant either because

patients hear voices directing them to suicide or

because the interminable presence of auditory halluci-

nations becomes an unbearable stressor.

Social Isolation

Social isolation, a state in which interpersonal con-

tacts and relationships are severely disrupted or non-

existent, has been consistently related to suicidal

behavior. The French sociologist Émile Durkheim

was the first to propose and test the theory that suicide

results in large part from social marginalization. He

defined four types of suicide: egoistic, altruistic, ano-

mic, and fatalistic. Egoistic suicide refers to circum-

stances in which a person has poor or nonexistent

social support and feels little connection with the

people living around him or her. Altruistic suicide

denotes circumstances in which a person is overly

integrated and comes to regard suicide as a social or

religious duty, such as in hara-kiri. Anomic suicide is

associated with rapid social and economic change,

which can cause an acute sense of alienation as might

occur with the loss of a job and the absence of alter-

native employment opportunities. Fatalistic suicide

occurs when people feel they have lost control of their

lives and lose a sense of influence over what might

happen to them in the future. Social isolation is detri-

mental to mental health, whereas the presence of

a strong social network is a protective factor against

mental illness and suicide.

Studies of adolescents show that those with a his-

tory of suicide attempts often chose not to seek sup-

port from others and did not talk with anyone about

their thoughts during the period of suicidal ideation.

The process of exploring one’s sexual identity can be

particularly stressful at a personal level and can frac-

ture social relationships. Gay, lesbian, and bisexual

adolescents have a rate of suicidal behavior—two to

six times greater than that of their heterosexual peers.

The inflated risk is due in part to the social exclusion

that may accompany a minority sexual identity that

has the potential to carry a social stigma.

Abuse

Physical or sexual abuse increases the risk for suicidal

behavior. Adolescents with a history of sexual abuse

are 12 times more likely to self-harm and nearly 50

times more likely to make a suicide attempt than

peers without a sexual abuse history. Childhood sex-

ual abuse is linked with suicidality through hopeless-

ness and depression. Among those who have suffered

sexual abuse, hopelessness is associated with high sui-

cide risk only, whereas depression is associated with

high suicide risk and actual attempts. Depression is

more strongly associated with high suicide risk in

girls than in boys.

Hopelessness

Hopelessness refers to a set of cognitive schemas

whose common denominator is negative expectations

about the future and impoverished positive beliefs in

the likelihood of future success in any area of life.

Hopelessness has a role in both causing and maintain-

ing depression, and it is a significant predictor of

suicide. Theories of suicidality that emphasize the

importance of hopelessness contend that suicidal peo-

ple have strong feelings of being a burden on others

and of ‘‘not belonging,’’ and they are specifically
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hopeless about the prospects for these core areas of

relationship management and development. These

theories are based on evidence suggesting that people

gradually acquire the ability to inflict lethal self-injury

through prior experience of deliberate self-harm,

which in turn is encouraged by a tendency to behave

impulsively underlaid by serotonergic abnormalities.

The potential to commit suicide will not be released

unless the desire for death is motivated by a strong

sense of perceived burdensomeness coupled with

a sense of failed belongingness. These two factors,

burdensomeness and belongingness, clarify why hope-

lessness, social isolation, and the psychiatric disorders

for which they are associated features comprise a clus-

ter of potent risk factors for suicidal behavior.

Burdensomeness and failed belongingness are linked

to a depressogenic attributional style. Traditionally mea-

sured along three dimensions (internal–external, stable–

unstable, global–specific), those who are suicidal tend

to attribute negative life events to causes that are inter-

nal or personal to themselves, stable, and global. This

pattern of thinking can be particularly invidious when

applied to interpersonal experiences, such as the break-

up of a long-term relationship. Adolescents bereaved

through the suicide of a parent may believe they played

a contributory role (an internal cause) either by their

own actions or through their failure to notice signs of

their parent’s troubled mind. They may perceive their

role in the suicide as an expression of some intractable

personal trait (stable) and find confirmation for this in

selective memories of other relationships in which

they rejected, or were rejected by, others (a global

feature of their interpersonal relationships). This pat-

tern of thinking can be associated with an extended

phase of negative affect and cognition, leading to

decrements in problem solving and an increased sense

of hopelessness, which in turn elevates their suicide

risk. In general, there is still a taboo surrounding sui-

cide, and those bereaved by suicide will have fewer

opportunities to share their grief with others. Con-

stricted problem solving may lead some to conclude

that their own suicide would be a logically appropriate

way of permanently removing the gap between them-

selves and their deceased parent.

Perfectionism

Perfectionism refers to a tendency to set unrealistically

high standards and goals and to be excessively self-

critical. Normal perfectionists set very high standards

but understand that it is not always possible to achieve

these, whereas neurotic perfectionists are more exces-

sive. They are overly concerned with minor mistakes

and tend to regard a task as a personal failure if it con-

tains the merest hint of error. Driven more by a fear of

failure than a desire for success, neurotic perfectionists

constantly fall short of their own standards. This nega-

tively affects their sense of self-efficacy, further exacer-

bating their sense of failure. They may also believe that

they have failed to meet the expectations of others,

which contributes to a growing sense of worthlessness.

Neurotic perfectionism is linked with eating disorders,

alcoholism, and suicidal ideation, and it increases the

risk of suicide as an apparent solution to a life of unre-

mitting failure.

Problem Solving

Impaired problem solving is a well-established suicide

risk factor. Those at high risk tend to endure impair-

ments in their abilities to solve a range of social and

interpersonal problems. This is often most noticeable

in difficulties experienced when identifying and for-

mulating appropriate solutions to familiar social pro-

blems. Suicidal people generate fewer solutions, and

often, their solutions are less relevant to the problems

they are trying to solve. The suicidal also tend to gen-

erate overly general autobiographical memories—

summaries of experiences rather than details—and

take longer to recall positive memories. This is

explained in terms of a mnemonic interlock; the sui-

cidal person is fixed at an intermediate level of

memory recall such that he or she can access general

but not specific memories. Solving personal and

interpersonal problems entails recalling similar dilem-

mas and routes to satisfactory solutions. Difficulties

accessing specific events from long-term memory are

likely to diminish one’s problem-solving capacity.

In effect, suicidal individuals engage in efforts to

solve dilemmas burdened by an information-processing

handicap.

Diathesis-Stress Theories

Diathesis refers to propensity or predisposition, and

for suicide, it relates to the risk factors for suicidality.

The risk of suicide is not directly related to objective

indicators of the severity of a particular stressor, such

as the gravity of mental disorder, but instead depends

on variations in the diathesis. Diathesis-stress theories
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explain suicidality in terms of an inherited susceptibil-

ity to suicide combined with a particularly stressful

life event and a diminished set of resources, such as

weak social networks and poor problem-solving skills.

The varieties of diathesis-stress theory have in com-

mon an emphasis on the contributions of depression,

hopelessness, attributional style, and problem solving,

and they differ principally in the relative importance

given to each of these factors.

Entrapment and Escape Theory

Escape theory contends that the principal motive of sui-

cide is to flee the painful self-awareness of particular

interpretations or implications about one’s self. Escape

theory regards suicide as the final step in a series of

causally related events that begins with a particularly

stressful experience, or series of experiences, that is

appraised as a blameworthy personal failure. This leads

to deeply negative affect from which the person wants

to escape coupled with a sense of cognitive and emo-

tional numbness. The resultant numbness culminates in

disinhibition toward a wide range of behaviors, includ-

ing self-injury, which increases suicidal risk. Escape

theory has been elaborated through a linkage with

research on ‘‘arrested flight’’ or entrapment in animals.

According to this view, suicidal behavior is a response

to a stressful situation that has three components:

(a) the stressful situation causes feelings of defeat or

rejection; (b) the person wishes to escape from the situ-

ation and concludes that there is no escape; and (c) he

or she cannot identify rescue factors, such as social sup-

port, to alleviate the crisis. In combination, these factors

are thought to activate a psychobiological ‘‘helpless-

ness script’’ that facilitates an impulse to escape

through suicide. Whether or not a suicidal solution is

preferred is determined by other factors, including

modeling effects—whether the person knows someone

who has used suicide as a solution—and the availability

of lethal methods. A person’s judgments as to how

stressful and escapable the situation is, and how much

support is available, are affected by memory and prob-

lem-solving skills.

Career Theory

The notion of ‘‘suicidal career’’ is based on the con-

cept that suicide derives from an inability to accept or

cope with what it means to be human. The ‘‘human

condition’’ encapsulates the idea that all humans share

the same fundamentals, including a limited life span,

restrictions on the ability to engage in meaningful

work, love relationships, health, and strength. The

harshness of the human condition varies from person

to person, and most people can deal with the harshness

of life without resorting to suicide. However, some of

the methods used to cope with being alive, such as sub-

stance abuse, are essentially self-destructive, and a per-

son’s repertoire of problem-solving skills can become

progressively constricted. For some, suicide comes to

be regarded as rational because, with diminishing prob-

lem-solving skills, it seems to offer a way to solve the

problems that are an unavoidable part of being human.

Evidence of a suicidal career can often be found in the

histories of people who have completed suicide: Life

has been very difficult, anxiety provoking, and painful.

Many will have used nonsuicidal means of dealing

with their problems, including some self-injurious

methods, that have proved unsuccessful, and suicide

appears to offer a solution. With hindsight, it is usually

possible to identify sequences of events and problem-

solving methods that suggest a career toward suicide.

Suicide Prevention

Interventions designed to prevent suicide focus on

enhancing the protective factors for suicide and

reversing or reducing known risk factors. The stron-

gest protective factors are effective clinical care for

mental, physical, and substance use disorders; easy

access to a variety of clinical interventions and sup-

port for help-seeking; restricted access to highly lethal

means of suicide (e.g., guns); strong connections with

family and friends; support through ongoing medical

and mental health care relationships; skills in problem

solving and conflict resolution; and cultural and reli-

gious beliefs that discourage suicide and support per-

sonal well-being and development.

The goal of suicide prevention is to break the

causal chain that leads to self-injury. Early identifi-

cation of those at risk is an important part of any

preventive strategy. Primary health care personnel

may not be familiar with recent advances in the iden-

tification of people with risk factors for suicide, and

the provision of professional development education

programs aimed at the early identification of those at

risk can contribute to a reduction in rates of attempted

and completed suicide. New drugs for the treatment

of bipolar and schizophrenic disorders have a more

specific therapeutic profile than those used previously
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and appear to improve patients’ adherence to treat-

ment and reduce the likelihood of suicidal behavior.

In suicide prevention, targeting refers to a focus on

modifying something that is causally related to suicid-

ality within a specific population. Prevention targeting

is structured at different levels and in different stages.

A commonly used framework for describing interven-

tion levels distinguishes between indicative, selective,

and universal. Indicative or indicated interventions are

highly targeted and usually involve identification, treat-

ment, and skill building among individuals at high risk.

Selective interventions are targeted at groups whose

members are likely to include some high-risk indivi-

duals. The focus is on screening and group prevention

activities. Peer support programs for students with

a number of risk indicators would be an example. Uni-

versal interventions are targeted at communities and

may include media or educational campaigns and other

broad-population-based prevention strategies.

For each of the levels, there are three stages of sui-

cide prevention: primary, secondary, and tertiary.

These correspond to before suicidal behavior occurs,

as suicidal behavior occurs, and after suicidal behav-

ior occurs, respectively. Primary intervention targets

the risk factors for suicidality such as alcohol and

drug abuse or programs that prevent social isolation,

such as bullying prevention. Secondary intervention

focuses on the early detection of suicidal ideation, or

planning, and appropriate referral. Tertiary prevention

targets intervention following self-injury, such as

evaluating the effectiveness of a therapeutic treatment

and the provision of appropriate support services. A

wide range of suicide prevention efforts are ongoing

around the world, although there is very little evi-

dence as to the efficacy and effectiveness of any of

them. Suicide prevention strategies continue to be

developed from the principle that doing something is

better than doing nothing. However, hazards may

result directly from prevention efforts. For example,

vulnerable adolescents may be distressed through

exposure to certain suicide prevention education cur-

ricula. A growing appreciation of the potential for

negative impacts has added to a sense of urgency to

understand which interventions are most effective.

Curriculum programs, staff in-service training, and

screening programs are several school-based interven-

tions that have been implemented. The aims of curricu-

lum programs are to raise student awareness of the risk

factors for suicide, teach students to recognize possible

signs of suicidal behavior in order to assist others, and

provide students with information about various sup-

port resources in the school and the wider community.

The efficacy of these programs has been criticized

because they produce gains in knowledge about sui-

cide, but there is no evidence that they have an impact on

suicidality. Staff in-service training programs include

many of the features of curriculum programs. Typically,

they also provide training in the identification of poten-

tially suicidal students, discussions of sample cases, and

information regarding referral procedures. These pro-

grams raise knowledge levels and referral practices, but

their efficacy in reducing suicidality has yet to be deter-

mined. Screening programs are schoolwide assessment

regimes designed to identify potentially suicidal students

using a two-stage procedure. First, all students complete

a self-report screening measure in order to identify

potentially suicidal students. Second, those students who

score above clinically significant levels on the initial

screening are offered interviews with an appropriately

qualified school-based professional with a view to

obtaining a more precise assessment of suicide risk.

Direct assessment of this kind may be more effective

and efficient than curriculum or staff training programs.

Early evaluations are limited in number, but the out-

comes are promising.

Noel Sheehy

See also Aggression; Child Abuse; Eating Disorders; Failure,

Effects of; Self-Efficacy
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T
Tell me and I’ll forget; show me and I may remember; involve me and I’ll understand.

—Chinese proverb

T SCORES

T scores are area-normalized scores standardized to

have a mean of 50 and a standard deviation of 10.

They are like normally distributed z scores except

that they have been subjected to a linear transforma-

tion that changes the mean of the distribution from

zero to 50 and changes the standard deviation from

1.0 to 10. As a result, T scores are always positive,

usually ranging from about 20 to 80, although more

extreme values are possible. Ordinarily, T scores are

reported without a decimal point; that is, they are

rounded to whole numbers (48.4 becomes 48, 48.6

becomes 49).

T scores were first described by McCall and named

in honor of three famous psychologists of the era whose

last names began with T. Since that time, T scores

have provided the metric for a number of psychologi-

cal and educational tests. Although McCall defined

T scores as being normalized, thereby giving them

many of the advantages of normal-curve z scores with-

out some of the disadvantages, subsequent users have

often failed to incorporate the normalization step and

have simply transformed ordinary z scores into a scale

with a mean of 50 and a standard deviation (SD) of 10

and called them T scores. Thus, when T scores are

mentioned as a metric for a test, it is important to deter-

mine whether the normalization step has been taken.

Properly constructed T scores cannot be computed

directly from the raw scores unless the raw scores are

themselves normally distributed. This is because any

linear transformation, such as computing z scores,

does not change the shape of the original distribution.

If the raw score distribution is positively skewed, the

z scores and any transformations of those z scores will

also be positively skewed to the same degree.

The determination of area-normalized scores

requires the use of a table of the normal distribution

such as is found in almost any statistics book and

some measurement texts, and it always involves as

a first step the determination of normalized z scores.

The process is as follows:

Make a frequency distribution and cumulative fre-

quency distribution of the raw scores.

Determine the percentile rank of each raw score. The

formula is

PRj = cfj− 1 + :5fj

N
,

where

PRj is the percentile rank of raw score j,

cfj�1 is the cumulative frequency for the next lower

raw score,

.5fj is half of the frequency for raw score j,

N is the total number of cases.

961



Once the percentile ranks have been determined,

look up the z score that has the corresponding percen-

tile rank.

a. For percentile ranks less than 50, this will be the

negative z score, which has an area beyond itself

equal to the percentile rank. For example, if the

percentile rank of a raw score is 16, the z score that

has 16% of the distribution below it is −1.00.

b. For percentile ranks greater than 50, subtract 50 from

the PR and look up the z score that has the remaining

percentage between itself and the mean. For exam-

ple, if the percentile rank of a raw score is 84, we

would look up the z score that has 34% of the distri-

bution between itself and the mean. This z score

is +1.00. (Occasionally, you may find a table of the

cumulative normal distribution in which the relation-

ship between percentile ranks and z scores can be

read directly.)

c. You now have a set of z scores that has been forced

into a normal distribution by being assigned values

corresponding to the percentile ranks of the normal

distribution. To obtain T scores, multiply each z score

by 10, then add 50. That is,

Tj = 10(Zj)+ 50:

Area-transformed z scores can be converted into

any arbitrary metric (e.g., mean of 100, SD of 20;

mean of 500, SD of 100) using the following formula

Aj = SDAZj +MA,

where

Aj is the transformed score of raw score j in an arbi-

trary scale,

SDA is the standard deviation of the chosen arbitrary

scale,

Zj is the area-transformed z score for the particular raw

score,

MA is the mean of the chosen arbitrary scale.

It is possible to apply any linear transformation to

normalized z scores. For example, essentially all intelli-

gence tests report their scores as normalized scores

with a mean of 100 and a standard deviation of 15.

Other commonly used scales apply a mean of 100 and

an SD of 20 (Armed Forces tests) or a mean of 500

and an SD of 100 (SAT scores). When a test publisher

has applied an area normalization to the standardization

data for a test, a table of equivalent scores will be pro-

vided to convert raw scores directly into normalized

standard scores in the publisher’s chosen metric.

These transformed scores are identical to T scores

except for the final metric. Normalized scores have

the advantage over raw scores or simple linear

transformations in that there is a link between the

normalized score and percentiles, making normative

interpretation easier. T scores and other transforma-

tions of normalized z scores have the advantage over

percentile ranks that they can be treated more plausi-

bly as representing an interval scale of measurement.

It is appropriate to perform an area-normalizing

transformation whenever one has reason to believe

that the underlying property as it exists in nature has

a normal distribution and that one’s measurement pro-

cess is responsible for the non-normality. For exam-

ple, there is reason to believe that intelligence is

normally distributed in the general population, but

if the test being used contains items that cluster at

an ability level at one extreme of the distribution,

a skewed distribution would result. In such a case,

area normalization would be appropriate. However,

some characteristics, such as reaction time, are likely

to have skewed distributions in nature. When this is

the case, area normalization is not appropriate, but

a nonlinear transformation of the original scores such

as a logistic or arcsin transformation would be appro-

priate and may yield normally distributed scores as

a precursor to further statistical analysis.

Robert M. Thorndike

See also Descriptive Statistics; Inferential Statistics;

Statistical Significance
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TEACHING STRATEGIES

Teaching strategies are the procedures, processes,

activities, and tools used to assist in learning. These

strategies encompass a wide range of approaches and
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actions and are situated across a variety of contexts.

Instructors and teachers use teaching strategies to

enhance learning from preschool through college set-

tings. Many other professionals and laypersons use

teaching strategies, from parents teaching a child

how to ride a bike, to physicians teaching interns

about medicine, to mechanics teaching apprentices

how to repair a car.

There is a wide range of teaching strategies avail-

able to those involved in helping others learn. The

type of teaching strategy used will vary according to

the students’ characteristics; the learning task; the sit-

uation; the context demands; and the knowledge and

skills of the ‘‘teacher,’’ whether that person is a parent,

professor, or mechanic. Most effective teachers and

instructors will use a variety of teaching strategies,

after carefully considering all of the factors that affect

instruction.

In the following sections, a brief history of the

development of teaching strategies is provided, as well

as a description of a variety of teaching strategies,

including instructor- and student-centered options. New

developments in technology and teaching are also

discussed.

Historical Contributions
to Teaching Strategies

Interest in effective teaching strategies has been

a focus of discussion and research for hundreds of

years. Perhaps one of the earliest teaching strategies

was described by Plato in Socratic Dialogues. Plato

described what has come to be known as the Socratic

method of teaching, which is a variant of a strategy

used by Socrates. Still used today as a teaching strat-

egy, the Socratic method is a dialectic method of

teaching that involves dialogue and questioning,

emphasizing the exchange of ideas and suppositions

that then transforms knowledge itself.

Many significant contributions to our knowledge

of teaching strategies have been made in the past two

centuries, continuing today with exciting new devel-

opments (e.g., brain research). John Dewey was an

American psychologist, philosopher, and educator

whose contributions to the field of education continue

to be evident today in many teaching approaches.

Although he wrote extensively on many different

topics (e.g., democracy, human conduct, logic), his

contributions to the field of education focused on

teaching approaches. Dewey felt that content area

subjects should be integrated when taught and that

experiential education—learning by doing—was the

most effective way to teach. He also believed that tea-

chers should emphasize critical thinking as opposed

to memorizing facts, and that problem solving and

inquiry were two concepts that should be embedded

in instruction.

Ivan Pavlov’s work in the 1920s and the research of

Edward Thorndike and B. F. Skinner have also had

a profound effect on the development of teaching strat-

egies. Pavlov studied stimuli and responses in an effort

to understand learning and is famous for discovering

classical conditioning involving involuntary responses.

Thorndike and Skinner expanded Pavlov’s research by

examining learned (voluntary) behaviors and were

major contributors to the research on operant condi-

tioning. They examined the antecedents and conse-

quences of behavior. Thorndike discovered that any

behavior is more likely to be repeated if it results in

a positive outcome (the law of effect). Skinner studied

the antecedents of behavior, the behavior itself, and

the consequences of behavior and is generally viewed

to be the founder of behavior modification. These

researchers contributed to the foundation of teaching

strategies based on the principles of behaviorism.

Jean Piaget and Lev Vygotsky contributed to the

development of teaching strategies based on cognitive

and social interaction learning theories. After studying

how children learn, Piaget theorized that humans

go through four stages of cognitive development:

sensorimotor, preoperational, concrete operational, and

formal operational. How one thinks becomes more

sophisticated at each stage, and therefore, Piaget pos-

ited that teaching strategies would need to be adapted

to each stage. Although Piaget found that social trans-

mission (learning from others) was an important aspect

of learning, he did not focus on language and communi-

cation as the primary vehicle for learning.

As Vygotsky examined learning, he theorized that

not only were social interactions a key to learning, they

created learning. His research on language, culture, and

cognitive development was a significant contribution to

the sociocultural theory of learning. Vygotsky felt that

through interactions with those around them, children

co-construct knowledge. One key element in the group

co-construction of knowledge is having less capable

students work with more capable students or adults.

The more capable person (e.g., teacher) can enhance

the less capable students’ learning by providing

scaffolding; that is, support during the learning task.
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Scaffolding is a common term in teaching and learning

and refers to visual and verbal prompts and supports

that facilitate learning. Many constructivist teaching

strategies and approaches to teaching are based on

Piaget’s and Vygotsky’s ideas and theories.

Building on the social-cognitive theories of

learning, Albert Bandura, a Ukrainian-Canadian psy-

chologist, developed the social learning theory. His

research revealed the power of modeling as a tool for

learning. Bandura found that learning occurs from

observing others and from being reinforced for learn-

ing successes. His research also focused on self-

efficacy, or the belief that one has about one’s ability

to perform satisfactorily. These beliefs affect the lear-

ner’s perception of a task, as well as the motivation to

attempt a task.

Jerome Bruner, an American psychologist, focused

on how students understood the conceptual underpin-

nings of knowledge. He was interested in how to

structure instruction so that conceptual understanding

was achieved. Whereas Piaget felt that learning was

determined by what stage one occupied, Bruner’s

research concluded that learning was not dependent

on one’s stage (or age), but on environmental and

experiential factors. Therefore, the way in which

instruction was organized and what was emphasized

during instruction were keys to improving learning.

Inquiry and discovery learning teaching strategies

grew out of Bruner’s work on using inductive reason-

ing to improve students’ deep understanding of con-

cepts and structures of knowledge.

Research has also focused on how concepts and

ideas are taught, as opposed to how the learner dis-

covers or constructs knowledge. Whereas Bruner

focused on inductive reasoning as a path to learning,

David Ausubel, an American psychologist, focused

on deductive reasoning to enhance learning. Ausu-

bel’s research resulted in the development of more

direct teaching strategies. Expository teaching strate-

gies that emphasize using verbal information to help

learners understand concepts, particularly the use of

advance organizers, have grown from Ausubel’s stud-

ies. Advance organizers are tools used by instructors

to help learners organize new and existing informa-

tion. Constructed and presented before students are

expected to learn new concepts, they provide an

external scaffold upon which students can develop

internal schemas to classify and construct knowledge.

Another educational researcher who focused on

the organization and delivery of instruction, Siegfried

Engelmann, investigated methods of teaching that

would enhance the learning of students challenged by

poverty and educational barriers. Engelmann devel-

oped approaches to instruction not based on Piaget’s

idea of stages or on the discovery learning ideas of

Bruner but rather on how to set up learning experi-

ences so that all students are actively involved, they

are given many opportunities to respond, and during

which teachers continually assess student performance

and provide feedback. After conducting several large-

scale research projects, Engelmann developed the

direct instruction method of teaching based on effective

instructional components including homogeneous small

group instruction, carefully designed instruction, active

responding, and frequent feedback and correction.

From this very brief overview of the historical

foundations of teaching strategies, several themes

emerge. There are differences in the ways learning is

perceived, from those that focus on stages of develop-

ment to those that focus on the interactions between

the learner and the type of instruction. These differ-

ences are reflected in the diversity of teaching strate-

gies used today.

Examples of Effective
Teaching Strategies

Most teaching strategies have emerged from the

research done on learning. The logic is that if learning

occurs under certain circumstances, such as in a group

dialogue or from observing, then teaching strategies

should match those circumstances. As a result, teach-

ing strategies have been classified according to a wide

range of criteria. Student-centered, inquiry-oriented,

constructivist, direct instruction, and cognitive are

some of the categories used to describe teaching strat-

egies, all of which emanate from philosophical and/or

research-based perspectives on learning and teaching.

This discussion includes two broad categories of teach-

ing strategies: instructor-centered and student-centered.

In instructor-centered teaching strategies, the instructor

takes an active and engaged role throughout the teach-

ing process. Of course, all instructors are most effective

when they are actively engaged regardless of the teach-

ing strategy being used. However, a key distinction

between instructor- and student-centered strategies is

the direct and continual involvement of the instructor

throughout the learning process in instructor-centered

strategies. In the category of student-centered teach-

ing strategies, the instructor may take on the role of
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observer, guide, facilitator, or even mediator during the

learning process, leaving aspects of the learning to

occur within and among the students. Student-centered

teaching strategies involve similar planning and prepa-

ration efforts on the part of the instructor, but less

direction and control during the learning process.

Instructor-Centered Teaching Strategies

Expository Teaching Strategies

Expository teaching strategies involve the instructor

verbally leading and engaging students in the learning

process. These strategies include the traditional lecture

method or smaller, mini-lectures/presentations. In the

traditional lecture teaching strategy, certain elements

are associated with positive learning outcomes: gaining

attention and generating anticipation, presenting the

objective of the lesson/lecture, stimulating background

knowledge and review of previously addressed mate-

rial, verbal explanation of the concepts or ideas, provid-

ing examples that lead to learning, providing practice

opportunities and feedback, assessing the learning, and

summarizing.

When using expository teaching strategies, the

instructor must first gain the learners’ attention and

generate interest in the topic. Many techniques can be

used to achieve this, such as posing a problem of inter-

est or asking a provocative question—both of which

should be of interest to the audience and related to the

topic. Concrete or visual items can be presented, such

as a model, an example, or a picture to stimulate inter-

est. Next, the instructor provides the objective for the

lesson so that students can understand the ultimate

purpose of the lesson and also follow a mental route to

that end. The instructor then connects that objective

or topic to previously learned material and/or to the

students’ background knowledge.

During the verbal explanation of the topic, the instruc-

tor can, of course, talk. But most instructors recognize

the power of using additional strategies at this point.

For example, visual aids such as graphic organizers,

semantic maps, charts, curriculum webs, graphs, video

clips, pictures, and diagrams all enhance the learning

process. A clear sequence that flows from concept to

concept, reconnecting previously discussed ideas and con-

tinually offering examples and clarifications, enhances

learning. The instructor then offers practice opportunities

for students, such as writing exercises, lab experiments,

math problems, questions, or case study examples. Prac-

tice opportunities can range from 1-minute writes, to short

questions posed for limited discussions among peers, to

more complex and involved practice items that may or

may not be accomplished in one lesson. Students can be

assigned to or form self-chosen groups to accomplish

the practice. During practice, the instructor provides

feedback and error correction. If a concept is very new

to students, then the instructor offers more frequent

feedback and correction. During practice, the instructor

should be assessing students’ understanding. Assess-

ment can also be accomplished through a question-and-

response period led by the instructor or by evaluating

the outcomes of the practice activities. At the conclu-

sion of the expository lesson, the instructor summarizes

by restating the lesson objective and reviewing the con-

cepts addressed.

Mini-lessons/presentations are structured in the

same manner as standard exposition. The difference is

that the verbal explanation (i.e., the actual lecturing)

comprises only a small proportion of the lesson and

the student practice time is extended. Mini-lessons

work well with younger students and those with atten-

tion difficulties, or when a longer lecture is just not

possible due to time constraints.

Interactive-Expository Teaching Strategies

Similar to expository teaching strategies, the

interactive-expository strategies are sequenced in the

same manner, but additional elements such as interac-

tive questioning (e.g., using the Socratic method),

modeling, and high levels of student responding are

embedded in the lesson. The Socratic method as it is

used today can best be described as a discussion in

which the leader (teacher) poses questions to students,

and then responds to student input with additional ques-

tions designed to facilitate student engagement and

active knowledge construction. Like Socratic methods,

most interactive-expository strategies contain elements

that resemble more of an interactive dialogue with the

students than a traditional lecture. The instructor uses

student responses and input during the lesson to adjust

the pace and content of the exposition. Students are

encouraged to participate in the dialogue by discuss-

ing topics with their peers, writing responses (e.g., the

1-minute write), posing questions, completing graphic

organizers, constructing semantic maps, or paraphrasing

content presented. In ‘‘instructional conversations,’’ the

instructor builds understanding among the students by

mediating student dialogue so that the students are actu-

ally co-constructing their knowledge and understanding
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through the conversations. The instructor poses ques-

tions, elaborates on students’ comments, and redirects

students’ input to achieve the learning outcomes.

Modeling

Modeling is a powerful teaching strategy that can

take many forms and be embedded into any learning

experience. However, modeling a task (e.g., measuring

volume), a procedure (e.g., making a chemical solu-

tion), or the production of an ideal product (a research

paper) should contain verbal explanations that clarify

and enhance learning. The verbal explanations do not

require a lecture per se, but can be short explanations

of what the instructor is doing and why, while empha-

sizing the expected outcome. Some refer to these short

explanations as ‘‘think alouds.’’ For example, a science

teacher might model an entire scientific procedure from

start to finish as he or she verbally explains his or her

thinking, purpose, and expected outcome. An English

teacher may model the process of writing a paper,

starting with the outline, while explaining his or her

thinking to the students. After modeling the process,

the instructor may show an example of the product—

a well-written paper—at which time the instructor

points out the critical attributes of a quality product.

Modeling may be used to show students parts of

a task, with student practice following each modeling

session. If a task is complex and in-depth, and the stu-

dents have little background knowledge, often the

instructor will model components of the task, have stu-

dents attempt that component, and then, based on how

the students performed, either move on to the next

modeling session or repeat the first modeling session.

Direct Instruction

Direct instruction teaching strategies include homo-

geneous small group instruction, high rates of student

responses, frequent feedback from the instructor and

error correction, brisk pacing, sequenced lessons, and

instructor scaffolding. Small groups that consist of stu-

dents working at the same level in a given area, such as

word decoding, algebraic understanding, reading com-

prehension, or grammatical skills, are identified through

assessment and formed for instruction. It should be noted

that these are not long-standing groups, such as the

traditional ability groups. These types of small, similar-

skill-level groups will change as students become more

proficient. Students may master concepts and move to

different instructional groups at different rates.

In direct instruction, the lessons are sequenced care-

fully so that new skills and concepts are introduced

only after students have mastered the prerequisite

knowledge or skills. Students continue to practice mas-

tered skills but are confronted with only a limited num-

ber of new concepts in each lesson. They are provided

with carefully constructed examples and nonexamples

of the concept or skill. While working with the small

groups, the instructor follows a routine that includes

research-proven effective teaching behaviors. The

instructor continually asks for student responses during

the lesson and assesses student understanding and mas-

tery through those responses, providing feedback, prac-

tice, and error correction after each response. The pace

of the lessons is brisk, but not hurried. Although the

intensity of the lessons is high, with many student–

teacher interactions, the lessons are not long. The idea

is to intensively teach a skill or concept during the les-

sons and follow with student practice on those specific

skills. Student practice occurs immediately following

the lesson, with the teacher providing continuing feed-

back on students’ performance. The students are also

given extended practice, such as homework focused on

skills that they have mastered.

Student-Centered Teaching Strategies

Although instructors will not be directly involved

in all aspects of learning when using student-centered

teaching strategies, they must plan extensively for

these strategies to be successful. Instructor involve-

ment may range from being a close guide throughout

an activity, to an observer noting what students are

discussing, how they are progressing, and if the learn-

ing objective is being accomplished. Many student-

centered teaching strategies have developed from

a constructivist view of learning that emphasizes co-

construction of knowledge through students’ verbal

and experiential interactions.

Peer Learning Groups

Many instructors use student groups as a teaching

strategy. These groups can take a variety of different

forms, from homogeneous to heterogeneous, and be

used for a wide range of learning objectives. Homoge-

neous groups can be skills-based with students at simi-

lar skill levels (e.g., all understand two-digit addition,

but not two-digit subtraction) that are grouped together

for instruction. Homogeneous groups can also be interest

based (e.g., all students with an interest in nonfiction
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books). Heterogeneous groups comprise students with

dissimilar characteristics or interests (e.g., students rang-

ing from first-grade to sixth-grade reading abilities

grouped together or students with different interests in

science in one group).

Skills groupings are homogeneous groups formed

by assessing students’ skill levels in specific content

(i.e., reading) or depth of understanding of a particular

subject (i.e., chemical reactions). Students are identified

and assigned to groups based on those similarities. The

tasks performed within these groups are designed to

match the students’ specific capabilities. Skills group-

ing is a teaching strategy that can be used with strug-

gling as well as with highly capable students.

Interest groupings can be formed based on students’

similar interests so that students can pursue a deeper

understanding in an area of interest (e.g., marine ani-

mals, cars, astronauts). Although students may be at

different skill levels in these groups, their homoge-

neous interests would allow them to work together on

projects or assignments.

Perhaps the most popular heterogeneous grouping

technique used as a teaching strategy today is the

cooperative learning group. These groups are hetero-

geneous because the goal in the formation of the

groups is to have a wide diversity of knowledge and

skill levels represented. Setting up successful coopera-

tive learning groups and tasks involves very specific

techniques. The instructor must set up the learning

task so that there is positive interdependence; that is,

to achieve the learning outcome, all members of the

group are dependent on each performing his or her

assigned task or role. If an individual’s task is not

completed or a role is not fulfilled, that will affect the

entire group’s accomplishment. The roles and tasks

can be assigned according to each member’s abilities

and skills. For example, if one member is unskilled at

writing, that member may be the person who collects

the needed information, but is not required to write.

Another aspect of effective cooperative learning

is individual accountability, in which each member

is not only accountable for a job or task, but also is

accountable to the entire group. Group feedback

forms on how each member contributed to the group

project is one way to promote accountability. Cooper-

ative learning group tasks are structured so that the

process includes face-to-face interaction. If the task is

set up so that students divide the jobs, individually

complete the jobs, and then reconstitute the group,

then the task is not designed for cooperative learning.

Student reflection and goal setting should also be an

integral part of a cooperative learning task.

There are many different types of cooperative

learning techniques, from ‘‘numbered heads together’’

to ‘‘jigsaw’’ techniques. Research has shown that

cooperative learning groups improve understanding

and achievement in all content areas; improve social

interactions and social skills; and promote inclusion

of a diverse set of abilities, interests, and perspectives.

Peer tutoring groups, another heterogeneous group-

ing strategy, involves matching more capable students

with those who are less capable in a given area or skill.

Peer tutoring groups can range from one-on-one tutor-

ials to small groups in which a more capable student

may teach three or four students who demonstrate

lower skill levels or who are in need of more practice.

Peer tutoring is strongly supported by research that

shows it improves both the less capable and highly

capable students’ performance. The instructor must

train students to effectively implement their assigned

tutorial or teaching roles, provide feedback on the

tutors’ performance, and assist the peer tutors in solv-

ing ongoing instructional challenges.

Inquiry, Discovery, and
Problem-Based Strategies

Teaching strategies for inquiry, discovery, and

problem-based learning share similar components.

They are all based on the idea that the instructor has

facilitated student curiosity and interest in an area of

study. The curiosity may have been piqued by a field

trip to a museum, a book, or a lecture. The strategy

involves providing lessons to build students’ background

knowledge and then providing them with a prompt, such

as an interesting question (e.g., How were the pyramids

constructed? How could we make cars better?) or an

authentic problem (e.g., the aquifer is being reduced

at a rate faster than it is being replenished) that

encourages exploration, study, and research. Students

usually work in groups to investigate their question,

collect data, and develop conclusions. The instructor

enhances the group process by providing guidance,

asking additional questions, directing students to infor-

mation and resources, and providing social skills sup-

port. With less capable students, students with little

background knowledge, or those who have not mas-

tered prerequisite knowledge, the instructor may have

to provide more guidance, instruction, and assistance at

every stage of the project.
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New Developments

Although there are many new developments emerging

from research on teaching strategies, such as brain

studies and culturally responsive teaching, technology

has recently had the greatest impact on how instruc-

tors teach and students learn. Better and more effective

computer software programs designed to facilitate criti-

cal thinking, problem solving, and decision making, as

well as provide practice on basic skills, are being

developed. Projectors in the classroom, the Internet,

personal response systems, online learning, blogging,

Web-based learning, and electronic portfolios are all

affecting instruction and new teaching strategies are

being designed using technology applications.

Darcy Miller

See also Brain-Relevant Education;

Cooperative Learning; Direct Instruction;

Discovery Learning; Education; Expert Teachers;

Precision Teaching
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TEST ANXIETY

Test anxiety, a worried, restless, agitated distress that

results from tests of performance or academic ability,

affects everyone: from athletes, to students, to execu-

tives. Whether it is triggered by an upcoming speech,

an impending athletic competition, a test of curricu-

lum mastery, a college entrance exam, or a critical

business decision, test anxiety can either enhance

performance or hinder it, depending on whether the

triggering event requires physical or intellectual per-

formance. Unlike trait anxiety, which causes worry

and distress over an extended period of time, test anx-

iety is a kind of state anxiety and happens only when

one is in a specific situation requiring performance or

evaluation. Test anxiety has become of particular con-

cern to educators, students, and parents in the United

States since the enactment of No Child Left Behind

(NCLB). Internationally, there is heightened concern

in recent years over academic testing of toddlers and

teens cheating to gain admission into desirable col-

leges. In the United States, under NCLB regulations,

schools face major upheavals if students are not pass-

ing standardized tests at the required levels. In what

follows, the concept of test anxiety is explained, fol-

lowed by an overview of test anxiety and the reason

for concern within the framework of educational psy-

chology and current standardized testing practices.

Understanding Test Anxiety

Sarason called the mental short-circuiting that results

from test anxiety cognitive interference. When cogni-

tive interference happens, emotional fear and uneasi-

ness redirect logical, purposeful thought to distractions

or sometimes reactions. Most people can recall experi-

encing the fight-or-flight response to a challenging or

threatening situation. When cognitive interference

occurs, thinking is replaced with avoidance or illogical

choices that an individual would probably not make if

he or she were able to think clearly. However, when

test anxiety occurs, forethought disappears until the

anxiety or fear diminishes. Then, when the anxiety

reaction subsides, hindsight follows and the typical

individual experiences that ‘‘Why did I do that?’’

remorse.

The emotional overriding of logical thought and

memory retrieval has been visually illustrated through
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medical imaging technology. Imaging pictures can

show how the basal ganglia (the anxiety regulator)

becomes overactive when an individual feels a test

anxiety threat. The overactivity of the basal ganglia

immobilizes thought processes. When an individual

perceives a threat, the hypothalamus (the limbic sys-

tem) provides an automatic, uncontrolled reaction to

a perceived emotional or physical threat, acting as

a circuit breaker between the prefrontal cortex (the

center of purposeful thought in the brain) and the lim-

bic (emotional center of the brain) systems. When the

hypothalamus sends a signal, the limbic system goes

into action. Emotions take over, and thinking and

problem solving stop. Reactivation of the cerebral

cortex (the thought processor) is not possible until the

perceived threat no longer exists. The scientific evi-

dence of imaging provided by those in the medical

profession thus gives an objective explanation of test

anxiety that can be easily understood when related in

lay terms. Understanding that test anxiety happens

and what causes it to happen can be the beginning of

coping with test anxiety and overcoming it.

Test Anxiety in an
Educational Framework

Students experiencing test anxiety can have different

characteristics. Supon pointed out three types or cate-

gories of test-anxious students. Students in the first

category lack the study skills to adequately prepare

for tests and therefore lack the knowledge to perform

well on tests. Students in the second category have

the study skills necessary to prepare for the test, but

have a fear of failure that makes them unable to

perform successfully in test situations. The result,

according to Meichenbaum, is a general lack of self-

confidence. Students in the third category of test-

anxious students believe that they have the study

skills, but they do not. As a result, students in this cat-

egory do not adequately prepare for the test, and the

poor preparation for the test causes anxiety. Addi-

tionally, one is not simply test anxious or not

test anxious. According to McDonald, there is a con-

tinuum of impairment, rather than test anxiety being

either present or not present. The concern is that

not all students may have the skills necessary to

achieve passing scores on standardized tests when

it is required that students at the same grade level

take the test at the same time. A failure to allow

enough time for individual students to master the

standard curriculum could be predicted to result in

an increase in test anxiety for both teachers and

students.

Empirical studies have shown that the anxiety

experienced by teachers has a significant impact on

the test anxiety that is experienced by students. If tea-

chers experience stress and anxiety, students can be

expected to experience stress and anxiety. Conversely,

if teachers are relatively free of anxiety and stress,

then students can be expected to also be relatively

free of anxiety and stress in the classroom setting.

Stipek referred to this as students reflecting what they

see in their teachers. Therefore, the frustration and

anxiety experienced by teachers in high-stakes educa-

tional environments are likely to be felt by their stu-

dents also.

Another way of explaining test anxiety is to con-

sider it as an interactional or transactional process.

Bandura said that test anxiety develops in a social

context. He described reciprocal determinism as the

constant interaction of factors that are personal char-

acteristics, behaviors that happen in reaction to the

behaviors of others, and behaviors that happen in

reaction to situations. This interaction of people with

different personalities, the different ways people react,

and the different situations in which they find them-

selves cause what they think, feel, or do in reaction.

Therefore, individual behaviors are seen as not being

so much individual as being determined within, and

in part by, the environment. In other words, one way

to consider test anxiety might be to see it as an interac-

tive process that takes place during the test situation.

One must understand how personality, behavioral char-

acteristics, situations, and backgrounds interact during

a test situation to understand the problems that test

anxiety causes for individuals in test performance.

Behavior patterns that develop in the interactions that

occur in a family play a role in the formation, growth,

and continuation of an individual’s anxiety. Likewise,

behavior patterns that develop in school affect the

development, growth, and continuation of test anxiety

for students; and so, it follows that behavior patterns

that develop in workplaces affect the perpetuation of

test anxiety in adults.

People are also seen as having differing levels of

ability to deal with stress or anxiety that results from

specific situations. Coping, according to Lazarus and

Folkman, is the effort involved in managing stress

and stressful situations in avoidance of distress that

could be caused by these situations. If a person’s
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coping mechanisms are faulty or nonexistent, the

result is test anxiety. As mentioned earlier, emotions

are not seen as having an impact on causing test anxi-

ety. Rather it is worry that affects the cognitive, or

thinking, processes. Providing immediate feedback

about how one is performing helps to alleviate test

anxiety. Coping strategies can be learned and used to

help alleviate test anxiety. One example of a proven,

successful coping strategy is the use of cognitive-

behavioral strategies, or positive self-talk, as a success-

ful way of coping with test anxiety. If an individual is

not performing up to his or her potential, test anxiety

can increase.

Concerns With the Current
Practice of Standardized Testing

Test anxiety in its current educational context is an

issue often linked to the standards movement. Many

experts have voiced the concern that using standard-

ized testing as the sole means of measuring academic

progress in itself may be responsible for an increase

of test anxiety over the course of the standards move-

ment from the space race era of the 1960s to the pres-

ent time under NCLB regulations. The literature

concerning test anxiety from the past 25 years is

reflective of this. Therefore, discussion of the problem

of test anxiety involves discussion of the standards

movement, and discussion of the standards movement

involves discussion of test anxiety.

Researchers originally examined the test anxiety

issue involving students largely from junior high

through adulthood. Because elementary students were

not exposed to standardized testing from the beginning

of the standards movement, elementary test anxiety did

not become a serious focus of concern in the United

States until after the implementation of NCLB. As

early as 1960, Sarason and colleagues described the

dependent connection of elementary students to their

teachers and the tendency of children to reflect the out-

look and attitude of their teacher or other influential

adults in their lives. It even affects their attitudes

toward themselves. These connections between the stu-

dents and teacher resulted in test anxiety in elementary

students becoming an area of special concern. Standard-

ized testing that determines not only student success but

also school success is now done in all elementary

schools. Sarason pointed out that researchers agreed

that children begin developing test anxiety in reaction

to evaluative situations even before entering public

schools. Conducting research has been somewhat prob-

lematic because elementary students tend to react even

to the presence of a researcher in their educational envi-

ronment. Factors other than actual test or practice test

situations in the school experience can influence school

stress (i.e., teaching methodology, instructional pacing,

school climate). More recent literature on test anxiety

has largely focused on negative concerns over test anxi-

ety that have arisen since the beginning of the standards

movement.

Test anxiety and its assessment have been studied

extensively in Western culture. Theories about test anx-

iety, as reviewed by Bodas and Ollendick, included

cognitive interference; low performance ability and

poor study habits; disabilities in processing and orga-

nizing information combined with difficulty in remem-

bering or recalling information; unrealistic parental

expectations combined with school failure; emotional-

ity (meaning bodily reactions such as an increase in

heart rate or rapid breathing) versus worry (troubled or

off-task thoughts); varying levels of physical, or physi-

ological, reactions to anxiety that either facilitate or

hinder test performance; and the tendency of test-anx-

ious children to have an anxiety reaction to specific

situations (or trait anxiety) in addition to state anxiety

or comorbid disorders. Comorbid disorders means that

multiple disorders are experienced at the same time.

For example, a student with a learning disability or

hyperactivity disorder might be expected to have test

anxiety as well. Different assessment tools, including

questionnaires (first developed for adults, and then

children), measurement scales that consider different

combinations of factors, self-report narratives, mea-

surement of changes in bodily reactions, and observa-

tions of behavioral reactions, have been used to

measure the extent to which test anxiety affects stu-

dents and adults. Treatments have included relaxation

therapy; systematic desensitization (creating an immu-

nity to test anxiety by repeated exposure to the situa-

tion, much like decreasing an allergic reaction by

exposing a patient to small doses of the allergen that

causes the reaction); cognitive behavioral approaches

(teaching one to use positive self-talk to convince one-

self that one is prepared for the test and should not be

nervous); test-taking strategies (including study skills

and reading strategies); focus on the effect on indivi-

duals; and the effect according to socioeconomic status

(the only contextual variable that has been considered).

It is widely accepted as fact that students from low

socioeconomic status can be expected to be less
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successful on standardized tests than their more afflu-

ent counterparts. Students from a low socioeconomic

status have also been shown to be more likely to expe-

rience test anxiety than their more affluent counter-

parts. At the present time, a great deal of energy and

funding are being expended in the educational system

in an attempt to counteract the negative effects of low

socioeconomic status on test performance.

Test anxiety continues to be a concern in both the

United States and internationally for preschool-age

children, students, and adults. Preschool-age children

are being taught test-taking skills and how to fill in

bubble answer sheets in child care programs. Parents

are keeping their 5-year-olds out of kindergarten to give

them an extra year of test preparation before they enter

competitive elementary schools. In 2006, according

to Jervey, 70% of teens were reportedly cheating on

tests to improve their chances in the competitive arena

of gaining acceptance into desirable colleges. Interna-

tionally, governments are both mandating that testing

be done and mandating moratoriums on testing young

children. School systems in the United States are

experiencing record teacher burnout and turnover as

teachers flee the high-pressure accountability require-

ments of the field of public education for K–12 stu-

dents. The acceptable passing level for standardized

testing under NCLB continually increases until the

2013–2014 school year, at which time 100% of stu-

dents will be expected to achieve passing scores on

standardized tests measuring mastery of school curricu-

lum, barring a change in policy.

Many schools are beginning to fall under close

scrutiny both by the public and by the federal govern-

ment. Schools that do not achieve the prescribed level

of Adequate Yearly Progress (a legislatively defined

increase in the pass rate of the school from year to

year) face possible restructuring. What that restructur-

ing means to schools, school systems, and students

and their families has not yet been totally defined.

Additionally, at the present time, a limited number of

states are piloting an alternate method of certifying

Adequate Yearly Progress that looks more closely at

the amount of growth of individual students and sub-

groups of students (i.e., subgroups of differing ethnic

backgrounds, or subgroups of children receiving spe-

cial education services within the school). All of these

factors play a role in influencing the test anxiety expe-

rienced by everyone involved in the educational sys-

tem. Test anxiety today encompasses much more than

political debates, athletic performances, or corporate

promotions. Understanding the nature, the causes, and

the factors that tend to occur in conjunction with

test anxiety can help enable people to develop or

strengthen much-needed coping strategies. Test anxi-

ety can be viewed as a universal problem with vary-

ing degrees of magnitude and serious repercussions.

Penny L. Burge and Elizabeth V. Heath
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Motivation
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TESTING

Testing is one method for collecting information to

inform decision making. It involves eliciting individual

responses to a set of structured tasks, often with the intent

of obtaining a score that is representative of broader

skills and/or knowledge. In most circumstances, test

scores are used with information collected through other

methods (e.g., record review, interview, observation)

when making important decisions. In the following

sections, a historical perspective on education testing is
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provided, as well as information on testing purposes,

testing types, test development, and standards for test

development and use. A variety of current issues in edu-

cational testing are also described.

History of Testing and Education

Although examples of testing likely go back to the very

beginning of humankind, some of the earliest accounts

of tests being used to inform educational practice are

from China during the time of the Han dynasty (circa

200 B.C.). Prior to the development of a testing system

in China, men were selected for governmental positions

based on their royal status. Following the development

of an examination system, men from a variety of differ-

ent backgrounds (e.g., low socioeconomic status) were

selected for such positions based on successful test per-

formance. These examinations are believed to have fos-

tered a unified set of national values and educational

goals across China. Following the development of these

tests, educational programming was designed to pro-

mote the development of associated skills and knowl-

edge among students, such that they would perform

well on the tests in the future.

In the late 19th century, as the scientific method was

becoming more widely used to study aspects of the

human mind, strategies and tools were developed to

systematically measure qualities of the human mind

and its functioning. Wilhelm Wundt, who is often

considered the first psychologist, developed methods

for measuring sensory and perceptual experiences. His

student, James Cattell, brought these early mental tests to

the United States and then used them to test his university

students. Around the same time, Alfred Binet co-created

what has been considered the very first test of intelli-

gence: the Binet–Simon scale. This test went through

several revisions over time. Other tests of intelligence

were also developed (e.g., Wechsler Scales, Woodcock–

Johnson). These tests were originally used within schools

to identify students who were considered to be in need of

different educational programming.

During World War I, testing practices were used

to identify individuals for military positions; draftees

were administered the Army Alpha, which is consid-

ered to be one of the first intelligence tests admi-

nistered in a large-scale fashion. Following World

War I, school administrators began to increasingly

administer similar brief tests of intelligence on

a large-scale basis to all children within a given

school. Tests similar to the Army Alpha were also

administered to college applicants to help in making

scholarship decisions. This was intended to allow

for scholarship decisions to be less influenced by

the quality of a student’s past educational experi-

ence, and more by a student’s potential for academic

success.

In the past few decades, tests have become much

more carefully developed, and results from standard-

ized group and individual tests have become much

more systematically used to inform a variety of

decisions. Many laws and regulations now provide

the foundation for the use of test results to inform

decision making within educational settings. For

instance, the No Child Left Behind Act of 2001

requires that schools and districts demonstrate that

students are making adequate yearly progress, which

is often determined based on student test perfor-

mance. Furthermore, the Individuals with Disabil-

ities Education Improvement Act of 2004 provides

guidelines for how students are to be determined eli-

gible to receive special education services. Tests are

often used to help inform these eligibility decisions.

Despite the fact that tests have become increas-

ingly used to inform decision making, criticism has

also grown regarding the extent to which many stan-

dardized tests are equally effective in measuring stu-

dent skills across all student groups. Several court

cases have brought attention to the need for tests to

be developed such that they are not biased in the

measurement of skills among certain groups of stu-

dents (e.g., English-language learners, students with

disabilities).

Testing Purposes

Tests are administered within educational settings for

a variety of different reasons. Some of these include

prediction, screening, instructional planning, progress

monitoring, eligibility for special programs, and account-

ability. When there are particularly important conse-

quences attached to test score results, they are considered

high-stakes tests. Examples of tests used for each of these

purposes are described below.

Prediction

Some tests are developed in order to predict

success in future educational settings. For instance,
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college admissions tests such as the SAT, ACT, and

GRE are given because of their predictive qualities;

they are believed to be good indicators of how a stu-

dent will perform in college or graduate school. Such

scores may be used as part of a college or graduate

school admissions process. It can be challenging to

determine whether such tests are valid for the purpose

of prediction, because students who do not perform

well are often not selected for college admission, and

therefore it is impossible to know how they would

have performed had they been admitted.

Screening

Brief tests may be given on a large-scale basis

(i.e., to all students) as part of a screening process in

order to help in the identification of students who

may be in need of special assistance. After screening,

additional testing and other types of assessment data

are needed before decisions about changes in educa-

tional programming are made for those students who

initially perform poorly on the screening test. In many

schools across the nation, hearing and vision screen-

ing occur for all students. Those who perform below

a certain cut-point on such tests are then referred

for additional testing to determine whether there is

a serious problem with their vision or hearing. More

recently, early literacy screening measures have been

developed and used to identify students who are

struggling in reading skill development. Following

additional assessment, it may be determined that the

student needs supplemental educational programming.

Instructional Planning

Some tests may be given to students prior to

instruction in order to allow teachers to tailor instruc-

tion to meet identified needs. By learning through

administration of a test what students know and do

not yet know, a teacher can choose to emphasize cer-

tain content and de-emphasize other content that stu-

dents already know and understand. This purpose is

in contrast to what is perhaps the more common use

of a test: that of determining whether students learned

what was expected after the material has been taught.

Ideally, testing for the purpose of instructional

planning would occur often in order to ensure that

instruction is targeted to student needs and therefore

is as efficient as possible.

Progress Monitoring

A related purpose of some tests is to monitor

progress toward long-term goals. Testing for progress

monitoring can assist teachers with deciding when

a change in instruction is needed to facilitate student

learning. To be effective, progress monitoring tests

must include knowledge and skill expected to be

developed over a longer period of time, and they must

be sensitive to small increments of growth in skill and

knowledge over time such that they can be used on

a frequent basis to determine if instructional changes

are needed to better facilitate student learning.

Eligibility for Special Programming

Although brief tests used for screening purposes can

be helpful to initially identify students who may be in

need of special assistance, a more comprehensive, indi-

vidualized assessment is warranted prior to considering

a student eligible for longer-term special programming,

such as special education. Longer and more reliable

tests may be administered to determine whether stu-

dents meet criteria for being in need of long-term spe-

cial programming. However, whenever such important

decisions are made, it is important that data are col-

lected using a variety of assessment methods.

Accountability

Tests are increasingly being used and further

developed to hold schools accountable for student

outcomes. Such tests are intended to be administered

to all students, and they serve as an indicator of

whether resources are being used efficiently to pro-

mote student learning in schools. Results are publicly

reported to members of the community and may be

used to apply sanctions or awards to certain schools

where students make limited or exceptional progress.

Test Development

Depending on the purpose for which it is intended to

be used, a systematic process might be applied in

the development of a test. Some tests, such as those

that teachers might use to inform instructional plan-

ning, are often developed rather quickly. Other tests,

particularly those that are intended to be used to make

high-stakes decisions and those that are intended to

allow for comparison of student performance to a
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large representative sample, may involve more sys-

tematic procedures for test development. Some com-

mon aspects of more systematic test development are

described below and include construct conceptualiza-

tion, item development and selection, pilot testing,

standardization, reliability studies, and validity studies.

Construct Conceptualization

In the initial stages of test development, test authors

review research in the area in which student skills and

knowledge are intended to be measured. The area

intended to be measured is often referred to as the ‘‘test

construct.’’ Prevalent theories and conceptualizations

of the given construct are used to provide a framework

for how the test is organized. For instance, the Cattell-

Horn-Carroll theory of intelligence (CHC theory) was

used to develop the Woodcock–Johnson Test of

Cognitive Abilities, third edition. Subtest tasks were

constructed to measure the various factors according to

this theory of intelligence.

Item Development

Once a framework for various subareas to be tested

is developed, authors develop tasks and/or items to

measure student performance in the given subareas

and the overall construct. For norm-referenced tests,

item performance is intended to help in distinguish-

ing between students at a variety of different skill

levels, and therefore both easy and difficult items

are developed. For criterion-referenced tests, item

performance is intended to help in distinguishing

whether examinees have attained a certain predeter-

mined level of competence, and so many items may

be developed at a particular criterion level of diffi-

culty. Items may be created to allow examinees to

simply select a correct response from a set of possi-

ble options (e.g., multiple-choice format), or they

may require the examinee to construct an answer

or perform some other action. As test authors seek

to measure a particular construct, they attempt to

design items that will not require skills in addition to

those that are intended to be measured. For instance,

paper-and-pencil tests may require that students have

adequate writing skills, which may be skills not

related to what the test is intended to measure, if it

is intended to measure social studies knowledge. In

this case, a better testing method might be to have

students respond orally.

Pilot Testing

Following item development, a sample of exami-

nees might be recruited to test out the items. Those

involved in pilot testing may be asked to talk out loud

as they answer questions to ensure that they are

engaging in the thought and performance patterns that

are expected if the test is measuring the intended con-

struct. Results from the pilot testing may help the

authors decide whether certain items that were devel-

oped are appropriate for inclusion. If some items are

found to have poor discrimination (i.e., not clearly

distinguish between students of different skill and

ability levels), they may be eliminated from the test.

Similarly, items might be selected to appropriately

measure student skills at a variety of different levels,

or to measure well at one particular skill level. Items

might also be analyzed by sensitivity and bias review

panels to determine the extent to which they are

sensitive to aspects of different cultures that may be

present in the target population, and the degree to which

items may be biased against students of particular back-

grounds (e.g., gender, race, socioeconomic status).

Standardization

If the test is intended to allow an examinee’s per-

formance to be compared to that of a larger popula-

tion of students, the test developers may seek to have

the test administered to a group of students selected

to represent characteristics of that population. Careful

procedures are used to ensure that an adequate num-

ber of students from each age, gender, socioeconomic

status, racial, ethnic, and geographic region group are

tested and included in the standardization sample,

such that they accurately represent characteristics of

the population to which test performance is intended

to be compared. Specific administration rules are pre-

sented in examiner testing manuals to ensure that

the test is administered the same way to all of these

individuals, to allow for appropriate comparison of

skills. Performance of these students is summarized

and consequently used as a comparison group when

calculating scores of examinees who take the test later

in time.

Evidence of Reliability

Test authors typically collect information to dem-

onstrate a high level of test reliability. Reliability

means that the test measures similarly across different
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times, scorers, and items within the test. To demon-

strate reliability, test authors may test the same group

of individuals at two different times and correlate the

test scores to determine if the test measures similarly

(i.e., test-retest reliability); they may calculate a per-

centage of agreement in how two examiners score

a given examinee’s responses; and they may calculate

coefficient alphas, which can serve as a measure of

internal consistency within a test.

Evidence of Validity

A variety of different studies may be conducted to

investigate the validity of a test. Factor analytic studies

using examinee performance data can help identify

whether performance patterns follow those expected

based on the theory from which the test was derived.

Examinee performance might be compared to per-

formance on tests or other assessment tools that are

considered to measure similar constructs. When such

comparisons are done at the same time, this can provide

evidence for concurrent validity; when comparisons are

made such that the target test is used to predict future

performance, this can provide evidence for predictive

validity. Evidence of validity may also be provided by

examining the extent to which examinee performance

patterns follow those anticipated; for instance, that stu-

dents with particular clinical diagnoses perform consis-

tently in an anticipated direction (e.g., students with

dyslexia perform far below average on a test of reading

skills). As standards for testing have changed, the types

of validity evidence that test authors are expected to

provide has also changed. In the next section, informa-

tion on standards for testing is provided.

Standards for Testing

In 1999, a joint committee of individuals selected to

represent the American Psychological Association

(APA), the American Educational Research Associa-

tion (AERA), and the National Council of Measure-

ment in Education (NCME) published a revised set of

testing standards. According to these standards, the

responsibility for appropriate testing is allocated to

both test authors and test users. The developed docu-

ment of test standards consequently delineates expec-

tations for both test development and test use. The

standards address expectations for (a) test construc-

tion, evaluation, and documentation; (b) fairness in

testing; and (c) testing applications. Changing notions

of validity brought about changes in evidence needed

to meet the new standards. More specifically, test

developers are expected to document evidence for the

appropriateness of test content, response processes,

internal structure, relation to other variables, and con-

sequences of testing. Special attention is given

within the standards for testing students of diverse

language backgrounds and those with disabilities. Test

users are expected to follow standards for reviewing,

selecting, administering, and interpreting tests that are

outlined in the published document. In order to further

guide application of the standards by test developers

and users, the Code of Fair Testing Practices in Edu-

cation was developed to be consistent with the new

standards.

Types of Tests

Tests differ in a variety of ways. Some common dif-

ferences in test uses that influence how various tests

are developed and how they should be used are

described below.

Criterion- Versus Norm-Referenced Tests

Criterion-referenced tests (CRTs) are developed and

intended to measure whether an examinee has met

a predetermined level of skill and knowledge. Norm-

referenced tests (NRTs) are developed and intended to

allow for comparing examinee performance to that of

other, similar individuals. Criterion-referenced tests

tend to have items that are of similar difficulty and that

represent skills that are expected among students who

meet the minimum criteria. Norm-referenced tests typi-

cally are developed to include items that measure per-

formance across a wide range of student skill levels.

Group- Versus Individually
Administered Tests

Group-administered tests are those that can be

administered in a classroom setting, with many students

participating in the test administration at a single point

in time, and a proctor leading test administration. Indi-

vidually administered tests are given in a one-on-one

setting, and tend to allow the examiner to more care-

fully determine whether the test can be considered an

adequate measure of the students’ skills at a given

point in time, based on examinee behavior. Group-

administered tests often require that the examinee has
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a particular set of skills (e.g., can read test items,

follow directions independently) in order for the test

to allow for accurate measurement; individually

administered tests tend to allow the examiner more

control over the testing environment as well as over

the questions administered. This can help the exam-

iner determine whether the test is effectively measur-

ing the intended construct for a given student. For

related reasons, group-administered tests tend to be

less reliable than individually administered tests.

Recent Issues in Testing

Several developments over the past few decades that

have influenced testing are described in the following

sections.

Computerized Testing

Computers are increasingly being used in test

administration and scoring. There are many benefits

to this method of test administration. It can allow

for efficient scoring and the provision of feedback

quickly to teachers to inform their future practices.

With the advent of computer adaptive testing, in

which items are presented to students based on their

earlier performance on the test, examinee perfor-

mance level can be determined accurately with fewer

items. However, there are also many challenges with

this mode of test administration. For instance, in order

for results to be fair, students may need similar levels

of proficiency in completing work on a computer.

Those who are not as familiar with working on a com-

puter may be at a disadvantage. Furthermore, test

security must be carefully monitored, particularly if

testing is conducted over the Internet.

Bias in Testing

One common criticism of testing is that test items

are often developed from the majority culture, and

therefore may include item content that is not as

accessible or familiar to those from other cultures.

When students from different gender, racial, ethnic,

and socioeconomic subgroups tend to perform differ-

ently on a test, it is questionable whether the test is

measuring appropriately across all student groups. It

is important to recognize that subgroup differences do

not necessarily denote bias; more investigation is

needed to determine whether bias is present. Both

expert review of items and statistical analytic methods

(e.g., differential item functioning, or DIF) can be

used to investigate the extent to which a test is biased

for a particular subgroup of students. If many items

display large DIF, it may indicate that the test is

biased for a particular group of students.

Test Adaptations

Although tests are often developed with very strict

administration procedures in order to allow for mea-

surement of intended skills, and to allow for compari-

son of skills across those within a standardization

sample, it can sometimes be the case that individual

students have particular characteristics that make it

difficult for them to demonstrate their skills under

standardized conditions. For instance, a student with

a reading disability may need to have math test items

read aloud in order to demonstrate underlying math

skills and knowledge. Such a change in standardized

administration procedures is often referred to as a

test accommodation. According to federal law, such

changes must be provided to students with disabilities

when appropriate. It can often be difficult to deter-

mine whether an accommodation is appropriate, and

test developers and users are encouraged to have evi-

dence to show that the change is appropriate and

allows for appropriate measurement of the intended

skills.

With the growing linguistic diversity present in our

nation today, tests are being increasingly adapted in

ways to allow students of different languages to par-

ticipate. A variety of measurement challenges exist

when translating test items into a different language.

For instance, words may not have the same meaning

across the different languages. Furthermore, if the stu-

dent is being educated in English, he or she may

know academic words in English better than in the

native language. Determining how to test students of

different language backgrounds can be very difficult,

and individuals are encouraged to consult the test

standards document for guidelines on how to test such

students.

Universal Design for Assessment

With the growing diversity of students with vari-

ous needs, test developers are being encouraged to
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consider more carefully the wide variety of target stu-

dents when they initially design and develop tests,

such that later accommodation and adaptation are not

needed. Using the principles of universal design, it is

anticipated that tests can be developed such that they

measure more accurately the intended skills and knowl-

edge across all students. Some of these universal design

characteristics include the following: precisely defined

constructs; accessible, nonbiased items; amendable to

accommodations; simple and clear instructions and

directions; and maximum readability, comprehensibil-

ity, and legibility.

Sara Bolt

See also High-Stakes Testing; Reliability; Standardized

Tests; Validity
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THEORY OF MIND

Theory of mind is the ability to understand the

thoughts and feelings of other people and oneself. It

is generally used to refer to a stage-like development

at the age of 4 years, when children start to under-

stand belief. Until this age, children are good at pre-

dicting aspects of behavior. After this age, they

become increasingly good at predicting other peo-

ple’s mental states. It is referred to as a theory

because we understand people’s thoughts and beha-

viors in terms of a set of mental state concepts,

concerning beliefs and desires, and a set of rules

relating these concepts to behavior and experience.

For example, if I want a cookie and I think there is

one in the cookie jar, then I will go to the cookie jar.

For emotions, we may use a less theory-like method,

imagining ourselves in someone else’s place and

asking, ‘‘If I were in this situation, how would I

feel?’’ This entry describes the development of chil-

dren’s understanding of belief, related developments,

precursors, and the role of theory of mind in charac-

terizing autism.

Understanding Belief

Even very young children know that people behave

in ways that satisfy their desires: Two-year-olds are

quite able to predict that if someone wants a cookie,

he or she will go to the jar containing cookies. How-

ever, children do not properly understand belief

until about 4 years of age. Beliefs generally can be

disregarded in everyday interactions because they

are normally true. As a result, others’ behavior can

be predicted fairly accurately by reference to the

actual state of the world. This is not always the case,

however, particularly when beliefs are false. In this

case, it is necessary to refer to the others’ mental

states.

The classic test of false belief understanding

involves the following short scenario, with dolls and

props:

Maxi puts his chocolate in Location 1, then goes

out to play. While he’s away, his mother moves the

chocolate to Location 2. A bit later, Maxi comes

back. Where will he look first for his chocolate?
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Three-year-olds typically say he will look in

Location 2: They predict his behavior on the basis

of what is really the case. By the time they are 4 or

5 years old, most children realize that Maxi will look

in Location 1, where he thinks the chocolate is; they

now realize that a person’s behavior is based on how

the person represents the world.

Another version of the false belief task is the unex-

pected contents task. Here, a child is shown (for

example) a Smarties container and is asked ‘‘What’s

in here?’’ After answering ‘‘Smarties!’’ the child is

shown that it contains only a pencil. The container is

closed again, and the child is asked, ‘‘What did you

think was in here before I took the top off?’’ Three-

year-olds typically answer ‘‘a pencil,’’ despite having

just had a false belief to the contrary. They also pre-

dict that their friend, who has not seen inside yet, will

think there is a pencil inside. This suggests that peo-

ple may not have special insight into their own mental

states; at least for outdated beliefs, people reconstruct

them in a theory-like process, as they do when pre-

dicting others’ mental states.

Understanding belief opens up a whole new world

of possibilities for children. Studies have shown that

once children understand belief, they start to selectively

withhold information from others. They are able to

keep secrets (sometimes), and play games like hide-

and-seek properly. Younger children enjoy the rituals

of hide-and-seek immensely, but do not seem to under-

stand that the seeker should not know where the hider

is. A less positive consequence of understanding belief

is that children begin to lie. Three-year-olds may deny

things, but this is probably a learned formula, used to

ward off embarrassing questions. After the age of 4

years, however, children realize that it is possible to

plant false beliefs in others’ minds, and they become

increasingly adept at this.

Another advantage of understanding mental states

may be increasing self-control. Recognizing that you

have a tendency to behave in a certain way is the first

step toward modifying that behavior. A variety of self-

control or ‘‘executive function’’ tasks are used in the-

ory of mind research. These include a version of the

popular game ‘‘Simon says,’’ in which children have to

perform actions only if the instruction is preceded by

the words ‘‘Simon says.’’ So, after ‘‘Simon says, ‘put

your hands on your head,’’’ you should do so, but

after ‘‘Put your hands in the air,’’ you should not.

Children become able to inhibit actions appropriately

in situations like these at the same time that they pass

false belief tasks, and the two sets of abilities are

strongly related. The direction of causality is contro-

versial; theory of mind plausibly allows increased

self-control, but children may also need some ability

to control their own thought processes in order to ade-

quately reflect on mental states.

Earlier and Later Understanding

Most research has focused on false belief because it

marks a watershed in our understanding of mental

states. Nevertheless, although younger children cannot

make explicit judgments about belief, they have some

implicit sensitivity. For example, 3-year-olds will

look to the empty location when anticipating Maxi’s

return in standard false belief tasks, yet answer the

explicit question incorrectly. Recently, one study has

found that even 15-month-old infants show sensitivity

to false belief through their looking behavior. The

nature of this implicit sensitivity is an area of intense

interest and controversy; researchers are divided over

whether it indicates innate theory of mind ability or

some simpler form of social cognition.

Although young children cannot explicitly ascribe

beliefs, they show other forms of social understanding

from infancy. For example, by 1 year, infants can follow

other people’s gaze direction. This ability is extremely

useful in orienting the child’s own attention to interesting

things in his or her environment; furthermore, it allows

children to take into account the speaker’s focus of atten-

tion to infer the meaning of a new word. Gaze under-

standing during infancy seems to be implicit: Children

can only explicitly judge what someone is attending to

from the age of roughly 3 years.

Children also begin to use pretense in their play at

around 18 months. Pretend play is closely related to

theory of mind; pretense is a mental state very much

like belief, but can be understood in simpler terms.

Children’s early pretense is usually social, often

encouraged and assisted by a parent, and they can fol-

low events in shared pretend worlds. For example, if,

during a pretend tea party, the mother accidentally

knocks over a cup, 2-year-olds realize that pretend tea

has been spilled everywhere and interpret the mother’s

wiping-up behavior appropriately. In other words, chil-

dren interpret another’s behavior as directed toward

a false situation, just as in the false belief task: Maxi’s

behavior must be predicted according to his false
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belief about the situation. However, there is a critical

difference. In pretense, typically everyone is aware

that the pretend situation is not true. In false belief, in

contrast to the child, Maxi is unaware that the belief

situation is false. Maxi genuinely wants to retrieve his

chocolate, rather than indulge in pretend play, so the

puzzle is why he would base his behavior on an untrue

situation. It is not until around the age of 4 years that

children realize that people may evaluate the same sit-

uation differently. However, this realization is unnec-

essary for pretense, so for practical purposes, children

can understand pretense earlier than they understand

false belief.

Considerable development takes place after 4

years. Initially, children do not understand that knowl-

edge can be partial. For example, 4-year-olds fail to

understand that they cannot tell the weight of an

object by simply seeing it. Similarly, they judge that

someone who sees a small, unidentifiable portion of

an object will know what the object is, even though

children themselves could not identify it when they

first saw the small portion. Until around the age of 5

years, children think that any perceptual access to an

object is sufficient to know all about it.

Even older children have persistent problems with

mental states that refer to other mental states. For

example, 5-year-old children think that if one asks

Maxi (who has a false belief), ‘‘Do you know where

your chocolate is?’’ that Maxi will say ‘‘no.’’ They

fail to realize that Maxi believes his own beliefs to be

true. Children have similar difficulties with belief-

based emotions. Even 2-year-olds have a basic appre-

ciation of emotions in terms of the kind of circum-

stances that lead to happiness, sadness, anger, and so

on. However, consider the following situation: A per-

son likes cola and hates milk. We have played a mean

trick on her by giving her a cola can full of milk.

Five-year-olds will correctly judge that on first seeing

the can, she will think it contains cola, but they will

also judge that when she first sees it, she will be

unhappy (because she does not like milk). They fail

to predict her emotion on the basis of her belief, pre-

dicting it instead according to objective reality. By 6

or 7 years of age, children can predict beliefs about

beliefs, emotions based on beliefs, and so on. The

foundations of adult understanding are laid: Through-

out our lives, we become increasingly able to infer

the thoughts of others. The pinnacle of theory of mind

ability is probably seen in a good novelist or actor.

Influences on Development

What drives the development of theory of mind is

unknown. Development may depend partly on brain

maturation; theory of mind development follows

a similar timetable across a wide range of cultures,

from the United States, to Japan, to the central

African rain forest, in spite of very variable environ-

ments and child-rearing practices. One possibility is

that there is an innate ‘‘theory of mind module,’’ an

evolved brain mechanism specialized for theory of

mind reasoning. Another possibility is that develop-

ment depends on the general maturation of the frontal

lobes, the part of the brain associated with executive

function.

It is also clear that experience plays a major role in

development. The quality of the early maternal bond

predicts later theory of mind ability. This reflects the

mother’s tendency to think of her child as a thinking,

autonomous individual, a trait known as maternal

mind-mindedness. This affects how the mother inter-

acts with the child. If child-directed speech includes

the appropriate use of terms like want, think, and know,

children’s mental state understanding is enhanced. This

probably interacts with family background. The pres-

ence of older siblings has been shown to promote

theory of mind development. Older siblings have supe-

rior theory of mind and may ‘‘tutor’’ children; they also

provide a ready partner for pretend play, which also

encourages theory of mind development. The presence

of a large extended family has also been found to be

effective.

Developmental Difficulties

People with autism appear to lack a theory of mind.

Autism is a lifelong developmental disorder character-

ized by difficulties in social interaction, difficulties in

communication, and a narrow range of interests and

repetitive activities. It is a complex condition that has

resisted simple explanation. It probably has multiple

psychological causes and consequences, one of which

is an impaired theory of mind. People with autism

perform poorly on tests of theory of mind and are baf-

fled by social interaction. When communicating, they

tend to speak too loudly, too quietly, or too quickly,

and repeat themselves and others, apparently failing

to appreciate the informational needs of the listener.

They tend to be overly literal and do not make the
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inferences necessary to go from what was said to

what was meant; they are unable to infer the thoughts

and intentions behind the words. A lack of theory of

mind is not a full explanation or description of autism,

but it is a major symptom.

Martin John Doherty

See also Autism Spectrum Disorders; Social Development
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TIME-OUT

Time-out from reinforcement, also referred to as time-

out (TO), is a procedure in which positive reinforce-

ment is not available for a specified period of time.

During TO, the individual does not have access to pos-

itive reinforcers that are normally available in the set-

ting. TO is a punishment procedure developed from

laboratory animal research that evaluated the impact of

temporarily suspending the opportunity to earn food

reinforcement (i.e., time-out from reinforcement).

Extrapolations of the laboratory procedure have been

effective in changing behavior in many applied settings

(e.g., classrooms; day care facilities; the home; institu-

tions for children, adolescents, and adults with mental

retardation or psychiatric disorders).

TO requires that sources of reinforcement (e.g.,

attention from the teacher, participation in an activity)

are withdrawn for a brief period of time following the

behavior that one wants to decrease. In the usual

application, a location is selected that removes the

child from the situation—in the classroom, this would

be a special chair or corner of the room where the

child must remain for the duration. However, the defi-

nition permits many other variations. If attention is

the reinforcer, keeping the child in the situation but

not attending to or calling on him or her for a brief

period constitutes TO. In an effective and creative vari-

ation, children in a special education class received

social reinforcement (praise and smiles) for their work.

Each child wore a ribbon around his or her neck that

signified that the teacher could provide reinforcement

as the children worked. Any disruptive behavior was

followed by TO, which consisted of removing the rib-

bon for three minutes. During this period, the child

could not receive reinforcers normally administered.

Other variants of TO have included a period in which

TV or music is turned off or in which others are asked

to leave the room to go to another activity while the

person remains behind.

The effectiveness of TO depends on several

conditions:

• TO ought to be administered immediately after the

behavior.
• The duration should be brief (e.g., 1 to 10 or 15 min-

utes). More time is not invariably more effective.
• The behavior and TO procedure ought to be described

to the child in advance so that all is explicit.
• TO should be preceded by a verbal warning that TO

will be administered if a behavior reaches a certain

level.
• When administered, the person should be told

calmly that he or she has to go to TO, told exactly

what was done, and how much time will be spent.
• Physical coercion (e.g., grabbing by the arm, forcing)

should not be used to take the child to TO; this is

likely to foster oppositional behavior and aggression.
• While in TO, no attention should be provided to the

child.
• If the child refuses to go to TO, it is helpful to have

a back-up aversive consequence (loss of privilege)

that can be used instead.
• When the child is in TO, there may be some

requirements—such as being calm for all or some of

the time interval before returning to the environment.
• A timer or the equivalent should be used to track

the duration so that both the person who administers

the procedure and the child who is in TO have an

objective way of tracking the time.
• Depending on the setting and location of TO, it is

useful to be able to check on the child during TO to

ensure he or she is safe.
• When the individual is not in TO, there ought to be

a reinforcement program to foster prosocial behav-

ior and behavior that is opposite of the punished
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behavior. For example, if disruptive behavior in the

classroom is the basis for invoking a 5-minute TO,

there ought to be an explicit reinforcement (e.g.,

praise, tokens) program for academic performance

and working on assignments.

Of all the guidelines, the most important one is the

one most commonly overlooked. The effectiveness of

TO depends heavily on the ongoing reinforcement in

the environment. The ‘‘time-in period’’ (i.e., what is

going on when individuals are not in TO) is critical.

If the environment is highly reinforcing (e.g., teacher

praise, engaging activity), removal from the reinforce-

ment is much more effective than if this is merely iso-

lation in a relatively sterile environment. Punishment

does not teach what to do; it only focuses on what not

to do, and the desired behavior does not automatically

increase or occur as a result of punishment, whether

TO or some other form. Effective application com-

bines reinforcement for prosocial behavior with TO

for the behavior to be suppressed.

The extensive use of TO, the availability of many

variations, and recommendations in many parenting

books and Web sites have contributed to misconcep-

tions about the procedure and how it is to be used.

Among the more common misinterpretations is that

TO is a period to have the child think about or under-

stand, to cool down, to feel remorse, and so on. All of

these can occur, but they are not central to the proce-

dure, something that might be inferred from research

across multiple species. Also, longer TO periods are

sometimes used, but only a few minutes are needed. A

goal in classroom use is to return the child to the regu-

lar class as soon as possible so that instruction, teacher

reinforcement, and peer interactions are not withheld

longer than necessary. TO has been used as a justifica-

tion for detention, expulsion, and extended periods of

confinement (e.g., child locked in his room for hours

or days). These are not TO and reflect misconceptions

of the principles and technique on which TO is based.

Overall TO is an excellent alternative to many other

procedures, especially those involving corporal punish-

ment, shouting, or excessive reprimands. Punishment

often has undesirable side effects (i.e., features that

emerge that have no bearing on whether the procedure

is effective). Among the familiar examples are emo-

tional reactions (crying, shouting); aggression (hitting

others, including the agent who administers punish-

ment); and relationship issues (e.g., efforts to escape or

avoid the punishing agent). TO is not immune from

these side effects, but they are milder than with corpo-

ral punishment. Also, side effects can be attenuated

further when TO is administered with positive rein-

forcement for prosocial behavior. TO should always be

viewed as a supplement to a positive reinforcement

program and is very effective in that context.

Alan E. Kazdin

See also Applied Behavior Analysis; Behavior Modification;

Discipline; Parenting Styles; Teaching Strategies
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TOKEN REINFORCEMENT PROGRAMS

First developed and implemented in the 1960s by pio-

neers such as Nathan Azrin and Gordon Paul, token

reinforcement programs, or token economy systems, are

behavioral modification systems that reward individuals

with tokens for the completion of target behaviors.

Tokens are exchanged later for backup reinforcers. To

create a successful token economy, tokens, behaviors,

reinforcers, and the ratio of exchange should be identi-

fied and understood.

An initial step in creating a token economy is

choosing what materials or objects will be used as

tokens. Tokens used in a token economy should not

be inherently reinforcing, but instead should become

reinforcing when paired with a backup reinforcer.

Items such as baseball cards or stickers should not be

used as tokens. Examples of effective tokens include

tickets, holes punched in a card, washers, or checkers.

Tokens should be durable, easy to carry, and easily

accessible to the instructor. Most importantly, tokens
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should be given immediately following the indivi-

dual’s execution of a target behavior.

When defining the target behavior, it is important

to choose behaviors that are specific, observable, and

measurable. Behaviors should be individualized for

each student and should be tasks that the student has

the basic skills necessary to perform. In the beginning

of the program, the criteria for earning a token should

be relatively easy (i.e., easier behaviors or fewer

occurrences of behavior required), but should gradu-

ally become more challenging and require more

occurrences of the behavior to earn a token.

Another element central to the token economy is

the backup reinforcer. Multiple reinforcers should be

offered in exchange for tokens at pre-established cri-

teria. At first, backup reinforcers should be available

for token exchange often, and should gradually

become less available and harder to earn. Examples

of possible reinforcers include items or activities that

are naturally occurring in the classroom, such as

a favorite classroom job or time to play with a class-

room computer game. If a naturally occurring rein-

forcement is not available or is not reinforcing to the

individual, then other options should be introduced

into the learning environment, such as Silly Putty or

candy. In the school setting, ethical standards dictate

that essentials such as meals, communication, cloth-

ing, or medical care cannot be used as reinforcement.

The ratio of exchange is the number of tokens that

will be required to purchase various reinforcers. This

ratio is simply the number of tokens versus the price

of items. At first, the ratio should be small, with the

price of items gradually increased and the value of

tokens gradually decreased. The reinforcers should

also be changed frequently. Additionally, the price of

essential items should be increased while keeping the

price of nonessential items low, thus maintaining the

motivation of the learner to earn additional tokens.

This prevents satiation and habituation.

The token economy system is one of the most com-

mon classroom management systems. Teachers will

often provide points or tokens to be exchanged later

for rewards. Before introducing the token economy,

teachers define the classroom expectations and rules,

such as have quiet hands and feet, stay in the area, and

listen to the teacher. After children understand the rules

of the classroom, the teacher can add earning tokens

for following the rules. Children can then redeem the

tokens at the treasure chest or classroom store. The

ultimate goal should be removal of the rewards and

token system. This is accomplished by gradually fading

the frequencies of earning tokens and redeeming them

at the store. In addition, the amount of tokens required

to earn a reward can be increased to make it more diffi-

cult to earn the reinforcement. To ensure successful

withdrawal, the tokens and rewards should be paired

with verbal praise, and the amount of naturally occur-

ring reinforcers should increase while the amount of

secondary reinforcers should decrease.

The advantages of token reinforcement programs

are numerous. First, they are easy to implement and

are effective. Second, tokens serve as a transition

between the target behavior and the reward. For

example, the teacher can give a token in the hallway

for remaining quiet while continuing to move the

class through the transition. Third, token reinforce-

ment programs can be implemented at the individual

or classroom level and can be based on individual or

group goals. In addition, they are often the foundation

for more intrusive, complex behavior management

interventions such as response cost, self-management,

and behavioral contracting.

Finally, token reinforcement programs have been

found to be an evidence-based intervention for chil-

dren with behavior problems. For example, Kara

McGoey and George DuPaul implemented a token

economy and response cost system with four pre-

school children with attention deficit hyperactivity

disorder. Participants earned buttons on a chart for

following the rules of the activity and classroom. The

children then earned a large button and stickers to

take home based on predetermined criteria of small

buttons earned. The token economy system decreased

the disruptive behavior of the participants and was

found to be acceptable by the teachers. Additional

research has also examined the token economy system

with school-age children and adolescents.

Kara E. McGoey and Kristin Rezzetano

See also Applied Behavior Analysis; Behavior Modification;

Reinforcement
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TRACKING

Tracking refers to the practice of grouping students

according to achievement levels, either between or

within classrooms, for the purposes of instruction. The

term ability grouping is frequently used in place of

tracking, especially when discussing within-class track-

ing in elementary school, and British researchers often

use the term streaming in place of tracking. The offi-

cial rationale behind the practice of tracking is that by

grouping students of similar achievement for instruc-

tion, classroom instruction will be more appropriately

tailored to students’ needs, and both high- and low-

track students will experience more rapid achievement

growth. However, research shows that, in reality, track-

ing tends to increase educational inequality, with low-

track students learning less and high-track students

learning more than students in regular (middle) or

untracked classrooms. This entry summarizes research

that helps to explain the contribution of tracking to

educational inequality. Tracking provides a powerful

institutional status marker that affects both teacher and

student behavior, and consequently the quality of

instruction in tracked classrooms.

Magnifying Initial
Differences in Student Achievement

The early research on tracking was frequently con-

cerned with whether or not the track placement process

was meritocratic and with describing students’ opportu-

nity for upward mobility. Are track placements based

on legitimate criteria such as achievement and effort,

or do particular groups of students have an unfair

advantage in securing placement in the college-prep

track, whereas other groups of students are relegated to

low-track classrooms? Once a student is in the low

track, what opportunity does he or she have to move

into a college-prep curriculum? As James Coleman

articulated in the introduction to Alan Kerckhoff’s

landmark book Diverging Pathways, in order for struc-

tural differentiation of students to lead to growing

educational inequality, there need not be any bias in

the assignment of students to learning environments

within or between schools. If learning environments

differ in their intensity, then increasing inequality could

result even if assignment and opportunities for mobility

are completely based on student achievement levels.

In other words, differences in the quality of instruction

in tracked classrooms will lead to growing educational

inequality no matter how students are assigned to

those tracks. This observation is essential to under-

standing the role of tracking in producing educational

inequality.

It turns out that track placements from year to year

are, in fact, mostly meritocratic; they are determined in

large part by the achievement level of students. For

example, most of the difference in the track placements

of students from different race/ethnic groups can be

explained by differences in students’ grades and test

scores when track decisions are made. Students from

advantaged family backgrounds appear to have some-

what of a nonmeritocratic advantage in securing high-

track placements, but most of the total difference in

track placements among students from advantaged and

disadvantaged backgrounds is still due to levels of

achievement. Nevertheless, tracking makes an important

contribution to growing educational inequality as stu-

dents of differing initial achievement progress through

school. Among Black and White students, for example,

initial differences in achievement are magnified as White

students progress through school in intense, high-track

learning environments, and Black students in less-

intense, low-track classrooms. By the time Black and

White students leave high school, the initial achievement

gap has doubled.

Certainly, instruction in some low-track classrooms

is of high quality and is as effective as instruction

in many high-track classrooms. But on average,

low-track classrooms represent significantly reduced
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learning opportunities for students. One study by

Adam Gamoran of the effect of track differences

found that the difference in achievement growth in

high school among tracked classrooms was greater

than that between high-school dropouts and students

who stayed in school. Tracking does little to affect

the average level of achievement in a school as

a whole, but it has a powerful effect on the distribu-

tion of achievement and contributes to enduring

educational problems of minorities and those from

disadvantaged backgrounds. The remainder of this

entry summarizes research that illuminates why low-

track classrooms are frequently less effective learning

environments than high-track classrooms.

Students’ Reactions to
Tracked Learning Environments

Low-track students are frequently found to be inatten-

tive, withdrawn, and disruptive. The lack of engage-

ment during classroom instruction and more general

disinterest in school activities can be traced to (a) the

lack of incentives for high performance in low-track

classrooms; (b) negative peer group processes that

exacerbate misbehavior and disidentification with

school; and, as discussed in the next section, (c) dete-

riorating relationships with their teachers.

Lack of Incentives

An obvious explanation for disengagement among

low-track students, and one that is frequently articu-

lated by teachers, is the lack of educational incentives

for performance in low-track classrooms. It is easy for

adults to forget, but especially younger students, that

the material benefits of education, such as a steady job

with fair pay, lie in the distant future and don’t factor

very heavily in their day-to-day attitudes toward

schooling. In the absence of an immediate material

payoff, teachers rely on grading systems to communi-

cate expectations and foster motivation. Tracking sys-

tems undermine the utility of grades in low-track

classrooms because they give students a clear status

assignment at the start of the year, before any effort

has been exerted. For college-bound students, the

admissions process gives students a strong incentive to

pursue high grades. But for low-track students, most of

whom will enter the workforce after school, there are

few institutional linkages between high school and the

workforce that reinforce performance in school. It

simply does not make much difference whether a low-

track student receives an A or a B, or even a C.

Grade-weighting schemes, which give extra points for

high-track coursework, further erode the incentive for

low-track students to perform in school because the

system is ‘‘rigged’’ against them.

The link between incentives and student behavior

was well-illustrated in a study by Francis Schwartz.

Schwartz observed both high- and low-track middle

school students throughout the course of their day.

As they moved from formal instruction in core aca-

demic subjects to gym, art, and other elective classes,

Schwartz noticed an interesting pattern of behavior.

High-track students were just as likely to misbehave

as low-track students, but only during informal

instructional time that did not affect their future edu-

cational trajectory. In contrast, high-track students

were highly responsive to teacher directives and sanc-

tions during formal class time, whereas low-track stu-

dents misbehaved and failed to complete classroom

tasks. The track system, by removing any incentive

for performance among low-track students, strips the

low-track teacher of most of his or her authority.

Negative Peer Group Effects

The differentiation-polarization theory of Andrew

Hargreaves and Colin Lacey suggests that peer group

interactions exacerbate antischool behavior among

low-track students. Differentiation-polarization theory

is an example of a more general social identity theory

of behavior applied to status differences among tracked

students. Because low-track students are labeled as

low achieving by the school system, they need to look

elsewhere for a positive self-image. As they develop

alternatives to school achievement, such as accom-

plishments in athletics, working on cars, and being

a sought-after date on the weekend, they develop group

dynamics that support their chosen alternative methods

of obtaining this positive self-image. These group

dynamics include monitoring others’ behavior and

sanctioning students who show an interest in school.

Developing alternative sources of success, and really

believing in them, requires collective effort, and that

effort is undermined by individuals who conform to

the school’s definition of success.

Students are much more likely to be friends with

other students in the same track. Same-track friend-

ships develop in part because of shared social experi-

ence, but also because of a shared reaction to school.
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Over time, student attitudes in different tracks become

polarized, with antischool attitudes being concentrated

primarily among low-track students. Case studies by

Hargreaves and Lacey, and later Stephan J. Ball,

illustrated this process. The low-track students they

observed did not have antischool attitudes entirely

because of their low-track placements, and many low-

track students had positive attitudes toward school,

but these researchers concluded that tracking greatly

polarized the differences in attitudes and behavior

between high- and low-track students. Early, small-

scale quantitative analyses also provide support for

differentiation-polarization theory.

In 1982, Michael D. Wiatrowski and colleagues

challenged differentiation-polarization theory, sug-

gesting that perhaps the link between tracking and

antischool attitudes was not causal, that low-track

students did have antischool attitudes, but they existed

prior to their track placements. In their quantitative

analysis of 1,620 male students, they found no

evidence that tracking contributed to delinquent

behavior, once prior delinquency was accounted for.

However, their analysis had two methodological

flaws. First, 18.7% of the students left the study

between their sophomore and senior years, when

delinquent behavior was measured as an outcome. If

the most delinquent youth dropped out of school or

otherwise did not participate, Wiatrowski et al. might

have missed track effects due to attrition bias. Second,

they considered track effects very late in the school-

ing process. Presumably, by sophomore year, anti-

school attitudes are already well developed, and

ceiling effects preclude any great increase in the dis-

parity between high- and low-track students’ attitudes.

The causal nature of the differentiation-polarization

process was later confirmed by John Abraham, who

examined pro- and antischool attitudes in a high school

setting where track placement was only formalized in

the students’ second year. He found that there was

a dramatic difference in school attachment between

high- and low-track students, but that this difference

appeared only after students became tracked. In per-

haps the most rigorous treatment of this question to

date, Mark Berends found small but consistent nega-

tive effects of tracking on college expectations, disci-

plinary problems, and engagement in the last 2 years

of high school. Considering the body of research on

differentiation-polarization theory, both qualitative and

quantitative, Berends finds a clear link between low-

track placements and negative peer group effects.

The robust conclusion of tracking research is that

by the time students reach high school, the negative

effects of low status assignments manifest themselves

in the way students think and behave in school set-

tings. Being in low-track classrooms disenfranchises

students, and this in turn leads to a lower probability

of moving into academic courses in future years and

of pursuing further education after high school. A stu-

dent’s expectations and aspirations are closely related

to track placement. The reduced aspirations of low-

track students are clearly evident in dropout rates.

Indeed, track placement itself exerts a strong indepen-

dent effect on dropping out, stronger even than its

effect on achievement alone.

Teachers’ Reactions to
Tracked Learning Environments

Teachers respond just as negatively to a low-track

teaching assignment as students do to being in a low-

track classroom. In Reba Page’s study of teachers’

reactions to tracked learning environments, low-track

students are perceived overwhelmingly as ‘‘disci-

pline problems,’’ ‘‘untrustworthy,’’ and ‘‘irritating.’’

As Marilee K. Finley noted, although teachers are not

in complete agreement about the desirability of teach-

ing the highest-track classes, they are in agreement

about the difficulties of instruction in low-track class-

rooms. Why do teachers respond so negatively to

low-track students?

A Crisis of Authority

One explanation, consistent with a lack of incen-

tives for student engagement and effort in low-track

classrooms, is that teachers’ reactions stem from a cri-

sis of authority in low-track classrooms. As noted pre-

viously, teachers have little recourse to force students

to be on task or well-behaved, and low-track status

designations further undermine the utility of grades.

As one teacher in Jeannie Oakes’s study said of low-

track students, ‘‘They don’t like me in a position of

authority, these children don’t like anybody in author-

ity.’’ Of course, antagonistic reactions to authority fig-

ures might be expected if teachers and other school

personnel consistently identify a student as low status.

Many of the low-track teachers Oakes interviewed

believed that the only way to deal with their students

was to be excessively punitive. Similarly, the low-

track teachers Mary Metz observed responded to their
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boisterous low-track students with somewhat stronger

disciplinary sanctions than in high-track classrooms.

If teachers respond to a disengaged student body by

placing an excessive emphasis on discipline, this is

likely to strengthen a reciprocal pattern of negative

interactions between teachers and students. Beyond

that, though, two approaches prevailed in low-track

classrooms: a reduction in pressure to succeed in aca-

demics, and use of highly structured activities. Low-

track teachers believed that highly structured activities

like worksheets would help control students, who

would quickly get out of hand if given the opportu-

nity. The reduced academic pressure amounted to

a bargain of sorts, where the teacher allowed students

to be inattentive, or off-task, in the hopes of avoiding

more serious rebellion. In formulating and carrying

out lesson plans, low-track teachers choose methods

that allow them to closely monitor and control student

behavior.

A Lack of Cultural Coherence

Another explanation is that teachers, most of

whom were successful as students and who have an

appreciation for academic material, have difficulty

identifying with low-track students’ needs and per-

spectives. In a case study of a single teacher who

taught both high- and low-track English classrooms,

Samantha Caughlan and Sean Kelly describe a situa-

tion in which a teacher who is quite successful in her

high-track classroom fails to provide similarly effec-

tive instruction in her low-track classroom. In explain-

ing the disparity, Caughlan and Kelly link a lack of

coherence in the low-track classroom, both within

the curriculum and with the students’ lives, with the

teacher’s failure to identify with the students’ perspec-

tives, interests, and needs. One expression of this is the

assumptions that low-track teachers frequently make

about their students’ family backgrounds. Although

low-track teachers want their students to be successful

and happy as much as any teacher, they feel held back

by their students’ home environments, which they

believe negatively affect their students’ dispositions

toward school. For many teachers, a home environment

supportive of education is seen as a prerequisite for

their own success in the classroom.

Perceptions of students’ home environments may

act as the basis for a self-fulfilling prophecy for tea-

chers. From the perspective of the teachers Page inter-

viewed, for example, a student’s classroom success

hinged not so much on the inherent qualities of the

student, but on that student’s home environment.

Unfortunately, some teachers let their reasoning serve

as an excuse for poor outcomes in the classroom.

Rather than adopt a particular instructional approach

to meet their students’ needs in the context of

sometimes-difficult home situations, the teachers’

instructional approach was tailored around student

limitations. The basic format and style of instruction

was not much different from that in a high-track class.

Teachers lectured, had students recite answers, and

discussed texts. But class sessions lacked a sense of

purpose, were tedious, or frequently veered off-topic

and became nonacademic.

The Cumulative Impact of
Tracking on Teachers’ Work Lives

Low-track classrooms are a difficult environment

for teachers to succeed in both because students are

perceived as inherently difficult to teach, and because

the students are more likely to have problems with

achievement motivation and negative alignments to

school in general. Making matters worse, in many

schools, teachers are tracked along with the students.

The matching of teachers with the hierarchically

structured courses for students is known simply as

teacher tracking. Teachers with less education, expe-

rience, and motivation are more likely to be assigned

to low-track classrooms. Thus, teacher tracking pairs

students who are the most difficult to teach with tea-

chers who, in some ways, are least equipped to be

successful. It is not surprising, then, that low-track

teachers have a much lower sense of efficacy—their

own perception of their ability to succeed in the class-

room—than high-track teachers. Consequently, low-

track teachers are less satisfied with their work lives.

Lower levels of efficacy and satisfaction that persist

from one year to the next are likely to further reduce

the likelihood that low-track teachers will expend

extra energy to reach disengaged students.

The Quality of Instruction in
Tracked Learning Environments

Several studies have systematically observed class-

rooms of differing track levels using comprehensive

coding schemes designed to describe the range of

classroom activities in which students might engage

within the context of English and language arts
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classrooms. Using a real-time, computer-based coding

scheme, Martin Nystrand and Adam Gamoran

recorded the amount of time spent in such activities

as lectures, question-and-answer sessions, discussions,

seatwork, small group work, student presentations,

tests and quizzes, and so on. In general, such basic

differences in how high- and low-track classrooms

spend their time are relatively small and cannot

explain the large differences in achievement growth

over the course of the year.

As noted, however, there are differences in instruc-

tion that stem from teachers’ and students’ reactions

to tracked learning environments, which help to

explain track differences in achievement growth. Two

broad instructional problems tend to plague instruc-

tion in low-track classrooms: reduced academic con-

tent and lack of engaging instruction.

Reduced Academic Content

Perhaps the clearest example of the reduced aca-

demic content of low-track learning environments

comes from research on instruction in reading groups

in early elementary school. In their studies of reading

instruction, Rebecca Barr, Robert Dreeben, and Adam

Gamoran measured the vocabulary development of

first graders in different reading groups. They found

a simple explanation for the reduced achievement

growth in low-ability groups: the higher the mean apti-

tude of the reading group, the more words from the

basal readers were likely to be covered, and conse-

quently, more words were learned. This ‘‘words taught =

words learned’’ conception of achievement growth is too

simple to be applied directly to secondary school class-

rooms, but the basic insight—that tracking influences

the nature of classroom instruction—can be elaborated

to understand more nuanced differences in academic

content.

‘‘Ever notice how slooow this class is?’’ Page

overheard one student remark to another in a low-

track classroom. As Dreeben and colleagues found in

first-grade classrooms, research on tracking often

finds reduced content coverage. Sometimes, this is

quite explicit; for example, many schools have

a low-track algebra course designed to cover the

same material as a high-track class, but over a 2-year

period. It is important to note, however, that evi-

dence shows that the majority of students in low-

track math courses would benefit from more rigorous

content. One reason for a slower pace and reduced

content coverage is that low-track classrooms spend

somewhat less time actually engaged in instruction.

The extra class time not spent in instruction is often

spent disciplining students or engaged in ‘‘proce-

dures and directions.’’ Moreover, low-track class-

rooms often wander off-topic, reducing academic

content further. For example, Nystrand and Gamoran

found that high-track classrooms had about the same

amount of discussion as low-track classrooms, but

the content of low-track classrooms was often off-

topic and nonacademic, whereas high-track classes

engaged in focused discussions of academic material.

Arthur Applebee and colleagues also found that

classroom discourse was more closely tied to the cur-

riculum in high-track English classrooms, and that

the overall academic demand in classroom tasks was

higher.

Less Engaging Instruction

Perhaps more important than the sheer amount of

academic content in secondary school classrooms is

whether this content is delivered in an engaging man-

ner. Nystrand and Gamoran detail the rote nature of

low-track teachers’ approach to English instruction.

Within the broad category of seatwork or Q&A, low-

track classrooms engaged in activities such as filling

in the blanks, answering true-false questions, and

working on punctuation and grammar far more than

high-track classrooms. One of the risks of such

a highly structured approach, and the general pre-

occupation with order in low-track classrooms, is that

students may find instruction less interesting and

meaningful. Another risk of such instruction is that it

is likely to be fragmented. In English classrooms,

intertextuality—the process of alluding to another text

during a textual analysis, or linking texts in order to

better understand the literary elements of a text—is

an important element of literature instruction. Page

and Caughlan and Kelly found lower incidences of

intertextuality in low-track classrooms, which contrib-

uted to a lack of coherence across lessons. Another

important element of literature instruction that was

missing in the low-track classroom was the linking of

literature to students’ lives, including their imagined

future life as students, members of the workforce, and

heads of households. Perhaps as a result of the highly

structured but also fragmented instruction in low-track

classrooms, researchers have observed that low-track

students are frequently off-task. Using the National
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Longitudinal Survey (base year 1988), William Carbo-

naro found that high-track students had higher levels of

effort, in part because of beliefs that they were compe-

tent, but also because of more intellectually stimulating

instruction.

It is important to note, however, that not all low-

track teachers take such a teacher-centered approach

to instruction. In fact, in Applebee et al.’s study, low-

track classrooms were actually somewhat more likely

than high-track classrooms to engage in imaginative

writing and writing involving personal experience.

Future Directions

Tracking is a widespread educational process that,

unfortunately, contributes significantly to educational

inequality. Although some low-track classrooms are

rich instructional environments, all too often students

and teachers respond negatively to being in a low-

track environment. The instruction that results has

reduced academic content and proceeds in a manner

that is less engaging to students. Despite the convinc-

ing evidence on the differences between high- and

low-track classrooms, researchers disagree sharply

about what is to be done about tracking. Some call for

the wholesale detracking of schools, whereas others

call for incremental reform of tracking systems to

meet the intended goal of optimal instruction for all

students.

There is not enough rigorous research on wholesale

detracking to evaluate its effects on educational

inequality. However, research addressing incremental

reform of tracking has arisen in studies of sector dif-

ferences in tracking systems, teacher tracking, and

track assignment criteria. This research demonstrates

that relatively small changes in the way tracking is

enacted, such as encouraging all students to take more

academic courses, can improve learning opportunities

for low-track students. Moreover, the studies on

instructional effects of tracking reviewed in this entry

frequently contain exceptions to the rule, such as low-

track classrooms where high achievement is the norm.

It seems likely that the pernicious effects of tracking

could be greatly reduced through a process of incre-

mental change.

Sean Kelly

See also Motivation; Peer Influences; Self-Efficacy;

Vocational Education
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TRIARCHIC THEORY OF INTELLIGENCE

The triarchic theory of intelligence represents a way

of understanding intelligence in broader terms than is

the case for traditional theories.

Intelligence is defined in terms of the ability to

achieve success in life in terms of one’s personal stan-

dards, within one’s sociocultural context. The field of

intelligence has, at times, tended to put the cart before

the horse, defining the construct conceptually on the

basis of how it is operationalized rather than vice versa.

This practice has resulted in tests that stress the aca-

demic aspect of intelligence, as one might expect,

given the origins of modern intelligence testing in the

work of Binet and Simon in designing an instrument

that would distinguish children who would succeed

from those who would fail in school. But the construct
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of intelligence needs to serve a broader purpose,

accounting for the bases of success in all of one’s life.

One’s ability to achieve success depends on one’s

capitalizing on one’s strengths and correcting or com-

pensating for one’s weaknesses. Theories of intelli-

gence typically specify some relatively fixed set of

abilities, whether one general factor and a number of

specific factors, seven multiple factors, eight multiple

intelligences, or 150 separate intellectual abilities.

Such a specification is useful in establishing a com-

mon set of skills to be tested. But people achieve

success, even within a given occupation, in many dif-

ferent ways. For example, successful teachers and

researchers achieve success through many different

blendings of skills rather than through any single for-

mula that works for all of them.

Balancing of abilities is achieved in order to adapt

to, shape, and select environments. Definitions of

intelligence traditionally have emphasized the role

of adaptation to the environment. But intelligence

involves not only modifying oneself to suit the envi-

ronment (adaptation), but also modifying the environ-

ment to suit oneself (shaping), and sometimes, finding

a new environment that is a better match to one’s

skills, values, or desires (selection).

Success is attained through a balance of analytical,

creative, and practical abilities. Analytical abilities are

the abilities primarily measured by traditional tests of

abilities. But success in life requires one not only to

analyze one’s own ideas as well as the ideas of others,

but also to generate ideas and to persuade other peo-

ple of their value. This necessity occurs in the world

of work, as when a subordinate tries to convince

a superior of the value of his or her plan; in the world

of personal relationships, as when a child attempts to

convince a parent to do what he or she wants or when

a spouse tries to convince the other spouse to do

things his or her preferred way; and in the world of

school, as when a student writes an essay arguing for

a point of view.

Information-Processing Components

According to the proposed theory of human intelli-

gence and its development, a common set of pro-

cesses underlies all aspects of intelligence. These

processes are hypothesized to be universal. For exam-

ple, although the solutions to problems that are con-

sidered intelligent in one culture may be different

from the solutions considered to be intelligent in

another culture, the need to define problems and trans-

late strategies to solve these problems exists in any

culture.

Metacomponents, or executive processes, plan

what to do, monitor things as they are being done,

and evaluate things after they are done. Examples of

metacomponents are recognizing the existence of

a problem, defining the nature of the problem, decid-

ing on a strategy for solving the problem, monitoring

the solution of the problem, and evaluating the solu-

tion after the problem is solved.

Performance components execute the instructions of

the metacomponents. For example, inference is used to

decide how two stimuli are related, and application is

used to apply what one has inferred. Other examples of

performance components are comparison of stimuli,

justification of a given response as adequate although

not ideal, and actually making the response.

Knowledge-acquisition components are used to

learn how to solve problems or simply to acquire

declarative knowledge in the first place. Selective

encoding is used to decide what information is rele-

vant in the context of one’s learning. Selective com-

parison is used to bring old information to bear on

new problems. And selective combination is used to

put together the selectively encoded and compared

information into a single and sometimes insightful

solution to a problem.

Although the same processes are used for all

three aspects of intelligence universally, these pro-

cesses are applied to different kinds of tasks and

situations depending on whether a given problem

requires analytical thinking, creative thinking, prac-

tical thinking, or a combination of these kinds of

thinking. In particular, analytical thinking is invoked

when components are applied to fairly familiar

kinds of problems abstracted from everyday life.

Creative thinking is invoked when the components

are applied to relatively novel kinds of tasks or

situations. Practical thinking is invoked when the

components are applied to experience to adapt to,

shape, and select environments.

Because the theory of intelligence comprises three

subtheories—a componential subtheory dealing with

the components of intelligence; an experiential subthe-

ory dealing with the importance of coping with relative

novelty and of automatization of information proces-

sing; and a contextual subtheory dealing with processes

of adaptation, shaping, and selection—the theory has

been referred to as triarchic.
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Internal Validation

Internal validation seeks to show that a theory is inter-

nally consistent and that it is supported by data, inde-

pendent of correlations with external measures.

Componential Analyses

Componential analyses involve studying the infor-

mation-processing components underlying perfor-

mance on cognitive tasks. These kinds of analyses

have been used to study both analytical and creative

thinking abilities.

Analytical Intelligence

Analytical intelligence is involved when the compo-

nents of intelligence (which are specified by the compo-

nential subtheory of the triarchic theory) are applied to

analyze, evaluate, judge, or compare and contrast. Typ-

ically, it is involved when components are applied to

relatively familiar kinds of problems where the judg-

ments to be made are of a fairly abstract nature.

In some early work, it was shown how analytical

kinds of problems, such as analogies or syllogisms, can

be analyzed componentially with response times or error

rates decomposed to yield their underlying information-

processing components. The goal of this research was to

understand the information-processing origins of indi-

vidual differences in (the analytical aspect of) human

intelligence. With componential analysis, one could spec-

ify sources of individual differences underlying a factor

score such as that for inductive reasoning. For example,

response times on analogies and linear syllogisms were

decomposed into their elementary performance compo-

nents. The general strategy of such research is to (a) spec-

ify an information-processing model of task performance;

(b) propose a parameterization of this model, so that each

information-processing component is assigned a mathe-

matical parameter corresponding to its latency (and

another corresponding to its error rate); and (c) construct

cognitive tasks administered in such a way that it is possi-

ble through mathematical modeling to isolate the para-

meters of the mathematical model.

Studies of reasoning need not use artificial formats.

A more recent study explored predictions for every-

day kinds of situations, such as when milk will spoil.

The investigators looked at both predictions and post-

dictions (hypotheses about the past where information

about the past is unknown) and found that postdic-

tions took longer to make than did predictions.

Creative Intelligence. Intelligence tests contain a

range of problems, some of them more novel than

others. In some of the componential work, Sternberg

and his colleagues have shown that when one goes

beyond the range of unconventionality of the conven-

tional tests of intelligence, one starts to tap sources

of individual differences measured little or not at all

by the tests. According to the theory of intelligence,

(creative) intelligence is particularly well measured

by problems assessing how well an individual can

cope with relative novelty. Thus, it is important to

include in a battery of tests problems that are rela-

tively novel in nature. These problems can be either

convergent or divergent in nature.

In work with convergent problems, Sternberg and

his colleagues presented 80 individuals with novel

kinds of reasoning problems that had a single best

answer. For example, they might be told that some

objects are green and others blue; but still other

objects might be grue, meaning green until the year

2000 and blue thereafter, or bleen, meaning blue until

the year 2000 and green thereafter. Or, they might be

told of four kinds of people on the planet Kyron:

blens, who are born young and die young; kwefs, who

are born old and die old; balts, who are born young

and die old; and prosses, who are born old and die

young. Their task was to predict future states from

past states, given incomplete information. In another

set of studies, 60 people were given more conven-

tional kinds of inductive reasoning problems, such as

analogies, series completions, and classifications, but

were told to solve them. But the problems had pre-

mises preceding them that were either conventional

(dancers wear shoes) or novel (dancers eat shoes).

The participants had to solve the problems as though

the counterfactuals were true.

In these studies, Sternberg and his colleagues

found that correlations with conventional kinds of

tests depended on how novel or nonentrenched the

conventional tests were. The more novel the items,

the higher the correlations of the tests with scores on

successively more novel conventional tests. Thus, the

components isolated for relatively novel items would

tend to correlate more highly with more unusual tests

of fluid abilities than with tests of crystallized abili-

ties. Sternberg and his colleagues also found that

when response times on the relatively novel problems

were componentially analyzed, some components

measured the creative aspect of intelligence better

than others. For example, in the ‘‘grue-bleen’’ task
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mentioned above, the information-processing compo-

nent requiring people to switch from conventional

green-blue thinking to grue-bleen thinking and then

back to green-blue thinking again was a particularly

good measure of the ability to cope with novelty.

Componential analyses provide one means of inter-

nal validation of the triarchic theory. But their empha-

sis is on testing specific models of task performance

for particular components of information processing.

Is it possible internally to validate the triarchic theory

as a whole?

Factor Analyses

Internal Validity

Several studies have looked at and been supportive

of the factorial structure of the triarchic theory. In the

most recent study by Sternberg and the Rainbow Pro-

ject Collaborators, factors were found corresponding

to creative, practical, and paper-and-pencil analytical

measures of intelligence.

External Validation

External validation seeks to show that a theory has

convergent and discriminant validity—that measures

based on it predict what they are supposed to predict

and do not predict what they are not supposed to

predict.

Correlational Studies

Tests of successful intelligence predict success. In

one study, tests of creative and practical intelligence

doubled prediction of college grades obtained when

the SAT was used alone. The tests are also useful

when measuring abilities separately.

Analytical Intelligence

In the componential analysis work described above,

correlations were computed between component scores

of individuals and scores on tests of different kinds of

psychometric abilities. The correlations obtained for all

the components showed convergent-discriminant vali-

dation: They tended to be significant with psychometric

tests of reasoning but not with psychometric tests of

perceptual speed. Moreover, significant correlations

with vocabulary tended to be obtained only for encod-

ing of verbal stimuli.

Creative Intelligence

In work with divergent reasoning problems having

no one best answer, the investigators asked 63 people

to create various kinds of products where an infinite

variety of responses was possible. Individuals were

asked to create products in the realms of writing, art,

advertising, and science. In writing, they would be

asked to write very short stories for which the investi-

gators would give them a choice of titles, such as

‘‘Beyond the Edge’’ or ‘‘The Octopus’s Sneakers.’’ In

art, the participants were asked to produce art compo-

sitions with titles such as ‘‘The Beginning of Time’’

or ‘‘Earth From an Insect’s Point of View.’’ In adver-

tising, they were asked to produce advertisements for

products such as a brand of bow tie or a brand of

doorknob. In science, they were asked to solve pro-

blems such as one asking them how people might

detect extraterrestrial aliens among us who are seek-

ing to escape detection. Participants created two pro-

ducts in each domain.

Sternberg and Lubart found, first, that creativity

comprises the components proposed by their invest-

ment model of creativity: intelligence, knowledge,

thinking styles, personality, and motivation. Second,

they found that creativity is relatively, although not

wholly, domain-specific. Correlations of ratings of

the creative quality of the products across domains

were lower than correlations of ratings and generally

were at about the 0.4 level. Thus, there was some

degree of relation across domains at the same time

that there was plenty of room for someone to be

strong in one or more domains but not in others.

Third, Sternberg and Lubart found a range of corre-

lations of measures of creative performance with

conventional tests of abilities. As was the case for

the correlations obtained with convergent problems,

correlations were higher to the extent that problems

on the conventional tests were nonentrenched. For

example, correlations were higher with fluid than

with crystallized ability tests, and the higher the cor-

relations, the more novel the fluid test was. These

results show that tests of creative intelligence have

some overlap with conventional tests (e.g., in requir-

ing verbal skills or the ability to analyze one’s own

ideas) but also tap skills beyond those measured

even by relatively novel kinds of items on the con-

ventional tests of intelligence.

The work on creativity revealed a number of

sources of individual and developmental differences.
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To what extent was the thinking of the individual

novel or nonentrenched?

What was the quality of the individual’s thinking?

To what extent did the thinking of the individual meet

the demands of the task?

Tests of creative intelligence go beyond tests of

analytical intelligence in measuring performance on

tasks that require individuals to deal with relatively

novel situations. At the same time, they probably

measure creativity that is, for the most part, within

existing paradigms. But how about situations that are

relatively familiar, but in a practical rather than an

academic domain? Can one measure intelligence in

the practical domain, and if so, what is its relation to

intelligence in more academic kinds of domains?

Practical Intelligence

Practical intelligence involves individuals applying

their abilities to the kinds of problems that confront

them in daily life, such as on the job or in the home.

Practical intelligence involves applying the compo-

nents of intelligence to experience so as to (a) adapt to,

(b) shape, and (c) select environments. Adaptation is

involved when one changes oneself to suit the environ-

ment. Shaping is involved when one changes the envi-

ronment to suit oneself. And selection is involved when

one decides to seek out another environment that is

a better match to one’s needs, abilities, and desires.

People differ in their balance of adaptation, shaping,

and selection, and in the competence with which they

balance among the three possible courses of action.

Much of the work of Sternberg and his colleagues

on practical intelligence has centered on the concept

of tacit knowledge. They have defined this construct

as what one needs to know in order to work effec-

tively in an environment that one is not explicitly

taught and that often is not even verbalized.

Sternberg and colleagues typically have measured

tacit knowledge using work-related problems that

present problems one might encounter on the job.

They have measured tacit knowledge for both chil-

dren and adults, and among adults, for people in more

than two dozen occupations, such as management,

sales, academia, teaching, school administration, sec-

retarial work, and the military.

In the tacit-knowledge studies, Sternberg and his

colleagues have found, first, that practical intelligence

as embodied in tacit knowledge increases with experi-

ence, but it is profiting from experience, rather than

experience per se, that results in increases in scores.

Some people can be in a job for years and still have

acquired relatively little tacit knowledge. Second, they

also have found that subscores on tests of tacit knowl-

edge—such as for managing oneself, managing others,

and managing tasks—correlate significantly with each

other. Third, scores on various tests of tacit knowledge,

such as for academics and managers, are also corre-

lated fairly substantially (at about the 0.5 level) with

each other. Thus, fourth, tests of tacit knowledge may

yield a general factor across these tests. However, fifth,

scores on tacit-knowledge tests do not correlate with

scores on conventional tests of intelligence, whether the

measures used are single-score measures of multiple-

ability batteries. Thus, any general factor from the tacit-

knowledge tests is not the same as any general factor

from tests of academic abilities (suggesting that neither

kind of g factor is truly general, but rather, general

only across a limited range of measuring instruments).

Sixth, despite the lack of correlation of practical intel-

lectual with conventional measures, the scores on tacit-

knowledge tests predict performance on the job as well

as or better than do conventional psychometric intelli-

gence tests. Seventh, in one study done at the Center

for Creative Leadership, they further found that scores

on tests of tacit knowledge for management were the

best single predictor of performance on a managerial

simulation.

In work on military leadership, Hedlund and col-

leagues found, eighth, that scores of 562 participants

on tests of tacit knowledge for military leadership

predicted ratings of leadership effectiveness, whereas

scores on a conventional test of intelligence and on

a tacit-knowledge test for managers did not signifi-

cantly predict the ratings of effectiveness.

Culture also matters in successful intelligence. In

a study in Usenge, Kenya, near the town of Kisumu,

Sternberg and his colleagues were interested in school-

age children’s ability to adapt to their indigenous envi-

ronment. They devised a test of practical intelligence for

adaptation to the environment. The test of practical intel-

ligence measured children’s informal tacit knowledge

for natural herbal medicines that the villagers believe

can be used to fight various types of infections. The

researchers measured the Kenyan children’s ability to

identify the medicines, where they come from, what they

are used for, and how they are dosed. Based on work the
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researchers had done elsewhere, they expected that

scores on this test would not correlate with scores on

conventional tests of intelligence. In order to test this

hypothesis, they also administered to the 85 children the

Raven Coloured Progressive Matrices Test, which is

a measure of fluid- or abstract-reasoning-based abilities,

as well as the Mill Hill Vocabulary Scale, which is a mea-

sure of crystallized- or formal-knowledge-based abili-

ties. In addition, they gave the children a comparable

test of vocabulary in their own Dholuo language. The

Dholuo language is spoken in the home, English in the

schools.

The researchers did indeed find no correlation

between the test of indigenous tacit knowledge and

scores on the fluid-ability tests. But to their surprise,

they found statistically significant correlations of the

tacit-knowledge tests with the tests of crystallized

abilities. The correlations, however, were negative. In

other words, the higher the children scored on the test

of tacit knowledge, the lower they scored, on average,

on the tests of crystallized abilities.

Instructional Studies

Researchers explored the question of whether con-

ventional education in school systematically discrimi-

nates against children with creative and practical

strengths. Motivating this work was the belief that the

systems in most schools strongly tend to favor children

with strengths in memory and analytical abilities. Also

motivating the work was an opportunity externally to

validate the triarchic theory of intelligence.

The investigators used the Sternberg Triarchic

Abilities Test, as described above, in some of their

instructional work. The test was administered to 326

children around the United States and in some other

countries who were identified by their schools as

gifted by any standard whatsoever. Children were

selected for a summer program in (college-level) psy-

chology if they fell into one of five ability groupings:

high analytical, high creative, high practical, high bal-

anced (high in all three abilities), or low balanced

(low in all three abilities). Students who came to Yale

University were then divided into four instructional

groups. Students in all four instructional groups used

the same introductory psychology textbook and lis-

tened to the same psychology lectures. What differed

among them was the type of afternoon discussion sec-

tion to which they were assigned. They were assigned

to an instructional condition that emphasized either

memory, analytical, creative, or practical instruction.

For example, in the memory condition, they might be

asked to describe the main tenets of a major theory of

depression. In the analytical condition, they might be

asked to compare and contrast two theories of depres-

sion. In the creative condition, they might be asked to

formulate their own theory of depression. In the prac-

tical condition, they might be asked how they could

use what they had learned about depression to help

a friend who was depressed.

Students in all four instructional conditions were

evaluated in terms of their performance on homework,

a midterm exam, a final exam, and an independent pro-

ject. Each type of work was evaluated for memory,

analytical, creative, and practical quality. Thus, all

students were evaluated in exactly the same way.

All three ability tests—analytical, creative, and

practical—significantly predicted course performance.

When multiple regression analysis was used, at least

two of these ability measures contributed significantly

to the prediction of each of the measures of achieve-

ment. Perhaps as a reflection of the difficulty of deem-

phasizing the analytical way of teaching, one of the

significant predictors was always the analytical score.

Most importantly, there was an aptitude-treatment

interaction whereby students who were placed in

instructional conditions that better matched their pat-

tern of abilities outperformed students who were mis-

matched. In other words, when students are taught

in a way that fits how they think, they do better in

school. Children with creative and practical abilities,

who are almost never taught or assessed in a way that

matches their pattern of abilities, may be at a disad-

vantage in course after course, year after year.

A follow-up study by Sternberg, Torff, and

Grigorenko examined learning of social studies and

science by third graders and eighth graders. The 225

third graders were students in a very low-income neigh-

borhood in Raleigh, North Carolina. The 142 eighth

graders were students who were largely middle class to

upper middle class studying in Baltimore, Maryland,

and Fresno, California. In this study, students were

assigned to one of three instructional conditions. In the

first condition, they were taught the course that basi-

cally they would have learned had there been no inter-

vention. The emphasis in the course was on memory.

In a second condition, students were taught in a way

that emphasized critical (analytical) thinking. In the
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third condition, they were taught in a way that empha-

sized analytical, creative, and practical thinking. All

students’ performance was assessed for memory learn-

ing (through multiple-choice assessments) as well as

for analytical, creative, and practical learning (through

performance assessments).

As expected, students in the successful-intelligence

(analytical, creative, practical) condition outperformed

the other students in terms of the performance assess-

ments. One could argue that this result merely

reflected the way they were taught. Nevertheless, the

result suggested that teaching for these kinds of think-

ing succeeded. More important, however, was the

result that children in the successful-intelligence con-

dition outperformed the other children even on the

multiple-choice memory tests. In other words, to the

extent that one’s goal is just to maximize children’s

memory for information, teaching for successful intel-

ligence is still superior. It enables children to capital-

ize on their strengths and to correct or compensate for

their weaknesses, and it allows children to encode

material in a variety of interesting ways.

Grigorenko and her colleagues extended these

results to reading curricula at the middle school and

the high school level. In a study of 871 middle school

students and 432 high school students, researchers

taught reading either triarchically or through the regu-

lar curriculum. At the middle school level, reading

was taught explicitly. At the high school level, read-

ing was infused into instruction in mathematics, phys-

ical sciences, social sciences, English, history, foreign

languages, and the arts. In all settings, students who

were taught triarchially substantially outperformed

students who were taught in standard ways.

Thus, the results of three sets of studies suggest

that the triarchic theory of intelligence is valid as a

whole. Moreover, the results suggest that the theory

can make a difference not only in laboratory tests, but

in school classrooms and even the everyday lives of

adults as well.

Robert J. Sternberg

See also Intelligence and Intellectual Development;

Intelligence Quotient (IQ); Intelligence Tests; Learning
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V
It is not more vacation we need—it is more vocation.

—Eleanor Roosevelt

VALIDITY

According to the Standards for Educational and

Psychological Testing, published in 1999 by the

American Educational Research Association, American

Psychological Association, and the National Council

on Measurement in Education, validity is defined as

the extent to which empirical evidence and theory lend

support to the interpretation and inferences made about

test scores for particular uses. Validity is considered

the most fundamental component of developing and

evaluating educational and psychological tests. This is

understandable. Validity involves the accumulation of

evidence and theoretical justification for claims made

about the traits, abilities, or attributes (e.g., intelligence,

achievement, self-esteem) individuals might possess

as measured by educational and psychological tests.

In the following three sections, the process of validat-

ing tests will be reviewed. In the first section, the gen-

eral approach to argument-based validation will be

described, including a description of how test-related

aspects can undermine this argument. In the second

section, the sources of validity evidence—test content,

response processes, internal structure, relations to other

variables, and consequences—normally collected to bol-

ster validity claims will be outlined. In the third section,

the methods for integrating sources of evidence to build

a strong validity argument are explained. This entry

will reflect much of the information contained in the

Standards for Educational and Psychological Testing,

which, in turn reflects the scientific debates, contribu-

tions, and consensus of leading educational and psycho-

logical researchers and practitioners in the field.

Argument-Based
Approach to Validation

Educational and psychological tests are pervasive in

society, offering measurements of many distinct attri-

butes, such as academic aptitude, personality charac-

teristics, and career interests. The responsible use of

tests can lead to increased information about indivi-

duals so as to help them lead more productive, hap-

pier lives. However, when tests are used to make

unwarranted claims about individuals, it hurts not

only the persons writing the test but also the general

public, who may question the development and use of

tests for the good of society.

Establishing the validity of inferences made about

individuals (henceforth referred to as examinees)

based on their test scores is fundamental to the appro-

priate development and use of tests.

The first step toward establishing the validity of

test-score interpretations for particular uses is a writ-

ten statement or series of written statements about

how the test scores are going to be interpreted. The

argument-based approach to validation requires that
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these statements be clear and explicit and also include

a rationale for the proposed interpretation and use.

For example, imagine a developer of a science achieve-

ment test who intends to use the test to select high school

students for a special university program in physics. The

developer would begin the validation process by writing

an explicit statement about how the test scores on the

achievement test are going to be interpreted; for exam-

ple, high scores will be interpreted to indicate compe-

tence in the following knowledge and skills: designing

experiments, testing hypotheses, and deductive reason-

ing. The statement would also indicate the proposed uses

of test-scores; for example, examinees scoring above

a certain cut-off will be selected for inclusion in the uni-

versity physics program. A rationale for viewing the test

items, and hence test scores, as appropriate measures of

the construct of interest (science achievement) and why

the scores should lead to a particular use must also be

outlined. For example, the rationale must provide rea-

sons for accepting the items as appropriate measures of

the knowledge and skills in science achievement and

why these knowledge and skills (and not others) are the

appropriate ones to use in the selection of examinees.

Some categories of evidence are better than others

to help generate and develop a strong argument for the

proposed interpretation and use of test scores. For

example, in determining whether the science achieve-

ment test mentioned in the previous example is appro-

priate for selecting examinees to participate in the

university program in physics, the test developer needs

to consider whether (a) the knowledge and skills mea-

sured by the test are those that will be necessary to

succeed and profit from the university physics course;

(b) the test does indeed measure those knowledge and

skills deemed relevant, and the test does discriminate

between those students who will and will not profit

from taking part in the university physics course;

(c) the test scores can be generalized to indicate how

students will perform on similar sets of items; (d) the

test scores are not influenced by secondary variables

such as test-wiseness, which can inflate performance

on the test but for reasons that are unrelated to the

attributes or construct of interest; (e) student success

in the program in physics can be measured so as to

determine whether the test was useful in selecting

examinees for the program; and (f) it is true that

examinees who perform very well on the science

achievement test will be more successful in the uni-

versity course than students who do not perform

well on the science test.

In addition to considering these categories of evi-

dence in developing a strong argument for the pro-

posed interpretation and use of test scores, it is also

useful to consider rival hypotheses, namely, what other

interpretations and inferences could be drawn from the

test scores. In trying to imagine what these other inter-

pretations might be, the developer is encouraged to

consider the perspectives of different groups, such as

parents, administrators, and counselors, who may have

experience with similar types of tests, and the potential

consequences associated with the proposed interpreta-

tion and use of test scores for examinees and other

stakeholders.

When consulting with stakeholders, it may become

apparent that the test is measuring a construct that is

not fully specified, meaning that it fails to include

important aspects of, for example, science achieve-

ment. Conversely, the test may include nuisance vari-

ables that may lead to unwanted variance in test

scores. In particular, when considering the perspectives

of others, developers are encouraged to consider two

potential sources of bias that can undermine the argu-

ment for validity: construct underrepresentation and

construct-irrelevant variance. Both sources of bias are

problematic.

In the first case, construct underrepresentation

means that a test does not measure important

attributes associated with the construct and therefore

will lead to problematic test-score interpretations.

For example, the science achievement test may be

designed to measure deductive reasoning but may not

contain any items measuring inductive reasoning. If

test scores will be interpreted to indicate how well

examinees have mastered the knowledge and skills

within the science domain, there is a problem with

not including a measure of inductive reasoning.

Inductive reasoning is considered an important skill in

the generation of hypotheses. Thus, using the test

scores to make inferences about science achievement

will be problematic because the construct of the sci-

ence achievement test is underrepresented; that is,

inductive reasoning has been left out.

In the second case, construct-irrelevant variance

means that a test is measuring nuisance attributes that

will not be considered when interpreting test scores

and may, in fact, disrupt the measurement of the real

attributes of interest. For example, imagine the sci-

ence achievement test includes many pictorial illustra-

tions. The illustrations are included in the test for

aesthetic purposes but do provide useful information
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to examinees as they answer the test items. Although

some examinees may not be distracted by the illustra-

tions, others could be distracted, thinking that the

illustrations are relevant to responding to the items.

As a result, some examinees might spend time study-

ing the illustrations only to find out that they have run

out of time to complete the test. If the illustrations

result in these examinees performing poorly in spite

of their achievement of scientific knowledge and

skills, there is a problem with using these test scores

for the purpose intended.

The process of validation is considered the respon-

sibility of both the developer of the test and the user.

Test developers must bring evidence to bear to the

interpretation of test scores for a particular use. In

addition to pointing to the relevant literature, collect-

ing empirical evidence, and showing the soundness of

conclusions with respect to the interpretation of test

scores, test developers also must show that even more

mundane aspects of the test—for example, test and

item format, the conditions of the test administration,

the difficulty of language used—do not bias the inter-

pretation of test scores. Likewise, the test user also

has responsibilities. The test user who selects to use

the test in a particular situation must show that the

test is being used in a manner that is consistent with

the purpose proposed by the test developer. If the test

user intends to use the test in a new way, that is,

a way that is dissimilar to the original purpose pro-

posed by the test developer, the user must bring evi-

dence to bear for the new purpose. In other words, the

user becomes responsible for demonstrating that the

new purpose is empirically and logically consistent

with the construct measured by the test. In the next

section, the sources of evidence that are brought to

bear to the interpretation of test scores are considered.

Sources of Validity Evidence

There are five sources of validity evidence. These

sources include evidence based on test content mate-

rial, examinees’ response processes, internal test

structure, relationships of the test to other variables,

and consequences of testing.

Test Content

Test content refers to the thematic features of the

test, such as the material included in the test, the types

of words used to ask test questions, the format of the

questions (e.g., open-ended or multiple-choice), the

directions communicated to examinees as to how to

respond to questions, and even the procedures used to

administer the test and scoring. Test content can serve

as a source of evidence in the argument for validity.

Toward this end, the test developer must demonstrate

that the content included in the test is related to the

construct being measured. For example, a developer

designing a test of reading comprehension to measure

examinees’ mastery of the reading curriculum should

demonstrate that the content of the test (e.g., reading

passages, questions posed), the format of the items

(e.g., multiple-choice, open-ended), the directions to

examinees, and other content-related aspects of the

test are aligned with measuring mastery of the reading

curriculum in the program of study.

Often developers will seek the judgment of experts

to furnish evidence about test content. For example,

a panel of individuals with expertise in language arts,

the psychology of reading behavior, and test design

may be convened to decide on the adequacy of the

specifications used to select and design the items for

the reading comprehension test. The specifications

may include a two-way matrix showing the content

themes to be covered in the test along with reading

comprehension skills. The panel of experts might

judge the adequacy of the specifications in relation to

the program of study, including the match between

the themes and skills in the specifications with those

in the program, their frequency, and the suitability of

the test questions in terms of measuring the themes

and skills of interest.

Response Processes

Evidence based on response processes requires gath-

ering information about how examinees think about the

content of test items and how they use this content to

generate responses. Evidence based on response pro-

cesses is necessary when test scores will be interpreted

to indicate examinees’ proficiency in the type of think-

ing that led to a response, such as cognitive skill in

manipulating information, combining ideas, generating

strategies, or reasoning from premises to conclusion.

For example, a test designed to measure critical reason-

ing and thinking must include evidence to show that

examinees who score highly on the test do indeed

weigh alternate perspectives, identify conflicts of inter-

est, question unsupported conclusions, and recognize

bias. In other words, if test scores will be interpreted to
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indicate proficiency in critical reasoning and thinking,

evidence must be brought forward to show that exami-

nees who score highly on the test do reason and think

critically and do not simply generate correct answers

by following a rote algorithm.

Evidence on response processes can be obtained by

conducting empirical studies with representative sam-

ples of examinees, such as interviewing examinees and

asking them questions about how they arrived at their

answers, tracking their eye movements as they read

and respond to test items, and measuring response

times. The specific type of empirical evidence collected

will be determined by the construct measured by the

test and the interpretation of test scores. For example,

the developer of a diagnostic test of reading ability

might collect eye-tracking information from examinees

if he or she intends to interpret test scores as indicating

the reading difficulty examinees experience with cer-

tain parts of the text. Evidence of response processes

can also be used to support test-score interpretations

across groups of examinees. For example, in order for

test scores to be interpreted similarly for both boys and

girls, there needs to be evidence that boys and girls

think similarly about the test questions and that high or

low scores for the groups reflect equivalent response

processes.

Internal Structure

Evidence based on the internal structure of a test

usually involves generating quantitative information

about the test, that is, evidence about the relationships

among test items. For example, consider a test designed

to measure verbal fluency. If the construct of the test is

assumed to be integrated and not divisible to compo-

nent parts, and the test items subsequently developed to

measure verbal fluency are homogenous and designed

to differ only in difficulty, one would expect the test

to have simple structure and for there to be a single

statistical dimension or latent trait to account for

variability in examinee test performance. Test scores

could then be interpreted as indicating the amount

of verbal fluency along a single, unitary scale. In

an exploratory factor analytic study of test item

responses, one would expect to identify only a single

factor accounting for test performance. If this single

factor were not found and instead the test of verbal

fluency yielded two factors, the failure to identify

only a single factor would undermine the original,

proposed interpretation of test scores. Verbal fluency

items measuring oral fluency specifically might load

on one factor and other items measuring written flu-

ency specifically might load on a second factor, sug-

gesting that it may not be useful to interpret verbal

fluency along a single scale but to interpret test scores

using at least two scales.

Other considerations related to the internal struc-

ture of a test, especially a test expected to have com-

plex structure, include the number of dimensions

expected to underlie the test and the correlations

among the identified dimensions. Evidence can also

be gathered about how test items function in different

populations of interest. For example, differential item

functioning occurs when different groups of exami-

nees, such as boys and girls, with identical overall

ability on an appropriate criterion have different prob-

abilities of answering a test item correctly. This can

happen when the content of test items is more familiar

to boys or girls, thus offering one of the groups an

unfair advantage in answering the item correctly irre-

spective of ability. Differential item functioning is not

always attributable to bias, but test items should be

examined closely for their potential to produce differ-

ential item functioning.

Relations to Other Variables

When collecting evidence based on the relation of

test scores to other variables, the developer often col-

lects evidence about how the scores of one test corre-

late with another measure that is believed to function

as a criterion. The criterion measure is considered of

primary interest. For example, the Scholastic Assess-

ment Test (SAT), administered by the College Board

and scored by the Educational Testing Service, was

designed as a predictor of college success, with first-

year college grade point average viewed as the relevant

criterion measure of college success. Because the crite-

rion variable—college success—is what the test aims

to predict, this means that how well SAT test scores

correlate with first-year college grades becomes an

important source of validity evidence to show that the

test is working as it should. If SAT test scores were not

correlated with first-year college grades, the absence of

this relationship would undermine the aim of the SAT

for predicting college success.

Test scores are often correlated with other variables

believed to measure similar or dissimilar constructs.

When a test is correlated with another test, which is

believed to measure the same construct, the type of
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evidence generated by the correlation is called conver-

gent evidence. For example, a new intelligence test

designed to be administered in less time and scored

with greater efficiency is correlated with test scores on

the well-established Stanford–Binet test to show that

the new test measures intelligence. If the scores on the

new intelligence test correlate highly with the scores

on the Stanford–Binet, the developers of the new test

could use this evidence to show that the new test is

indeed measuring intelligence. When test scores are

correlated with measures of dissimilar constructs, then

much lower correlations are expected. This type of evi-

dence is called discriminant evidence and is designed

to show that the construct measured by one test is dis-

tinct from other constructs measured by other tests. For

example, one might not expect a test of intelligence to

be correlated with measures of physical activity or per-

sonality. Convergent and discriminant evidence can

also be obtained from experimental studies.

Consequences

The consequences associated with test use can be

relevant to validation. This is especially true when the

consequences are traced to sources of bias in the test,

leading to unintended and negative consequences for

members of particular groups. For example, consider

a job-placement test designed to select new candidates

for managerial positions. Imagine that the test requires

potential candidates to solve advanced algebra questions

even though the managerial positions the test is

designed to help fill do not require individuals to per-

form advanced mathematics and only require basic

computation skills. If there is no obvious rationale for

including the advanced algebra questions on the test,

these questions add construct-irrelevant variance to test

scores and may disadvantage certain groups from being

selected to be managers. In this case, the test may be

biased and may unfairly jeopardize a group of exami-

nees. The issue of whether consequences are relevant to

the process of validation has been controversial, leading

many researchers and practitioners to focus on issues

related to disentangling validity from fairness in testing.

Recent Advances to
the Argument-Based

Approach to Validation

The modern view of validity in educational and

psychological testing has a rich and complex history,

with many of its foundations found in the early writings

of Lee Cronbach, Jane Loevinger, and others. How-

ever, Michael Kane advances the most current treat-

ment of the argument-based validation framework.

According to Kane, the argument-based validation

framework begins with the interpretative argument.

The interpretative argument includes an explicit set of

statements about the proposed interpretation and uses

for a set of test scores and provides the unequivocal

chain of reasoning supporting the interpretation and

uses proposed. In this chain of reasoning, the test devel-

oper illustrates the relevant empirical observations and

other sources of evidence that are being used to gener-

ate, support, and defend the proposed interpretations

and uses.

The interpretive argument lays out the validity evi-

dence in favor of the proposed interpretation and uses

of test scores. The interpretive argument needs to be

critically evaluated for whether it provides compelling

reason to endorse the interpretation and uses proposed.

This is where the validity argument is initiated. The

validity argument is initiated at the end of the valida-

tion process as a way to critically evaluate the contents

and chain of reasoning offered in the interpretive argu-

ment. In evaluating the interpretive argument, stake-

holders must determine and evaluate the coherence of

the argument, that is, the rigor of the empirical evi-

dence presented, the reasonableness of the inferences

and supporting assumptions made about the evidence,

and the overall strength of the conclusions generated

based on the evidence and associated inferences. In

general, empirical studies of the most controversial or

questionable suppositions are likely to be most infor-

mative. Moreover, the inferences in the chain of rea-

soning will often take the form of if-then rules, such as

if the examinee has not mastered knowledge and skills

X and Y, then the observed score on the test should be

this value. The supporting assumptions included in the

chain of reasoning should provide support for the infer-

ences made within the interpretative argument. For

example, a supporting assumption might be that an

examinee’s sample of performance on the test items is

representative of his or her performance on the uni-

verse of items. A summary of the steps involved in the

argument-based approach is provided here:

1. Identifying a written statement of the proposed

interpretation of test scores and test use

2. Designing a plan to generate evidence of the proposed

interpretation and test use, including framework for
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empirical evidence, inferences, and assumptions of

the interpretive argument

3. Developing the test instrument, including efforts to

identify and control sources of bias

4. Evaluating the inferences and assumptions of the

interpretative argument during test development, in

which modifications to the testing instrument are

made

5. Critically appraising the interpretive argument

6. Searching for hidden assumptions in the interpreta-

tive argument and determining the strength of evi-

dence for questionable suppositions

7. Determining persuasiveness of argument for differ-

ent groups of stakeholders

One of the immediate virtues of the argument-based

validation framework is the transparency it provides to

stakeholders about the nature of the evidence used to

interpret test scores and decide upon test use. Through

the argument-based validation framework, test develo-

pers can explain their reasoning for the meaning of test

scores and actions for test use. Stakeholders may scru-

tinize the premises and conclusion of the interpretative

argument and determine whether it reflects cohesion of

thought and leads to strong conclusions.

In closing, validity is defined as the extent to which

empirical evidence and theory lend support to the inter-

pretation and inferences made about test scores for par-

ticular uses. In establishing the validity of test-score

interpretations and uses, an argument-based framework

is invoked. This framework involves developing an

interpretative argument, which is then critically evalu-

ated (the validity argument) for coherence and strength.

In the interpretative argument, sources of empirical evi-

dence, along with associated inferences and supporting

assumptions, are presented. Sources of empirical evi-

dence can include test content, examinees’ response

processes, internal test structure, test item relations to

other variables, and consequences. Moreover, the chain

of reasoning used to combine empirical evidence and

supporting assumptions is explicitly laid out to generate

a transparent rationale for adopting the proposed test

score interpretations for particular uses. The appraisal

of the interpretative argument is scrutinized for its

coherence, reasonableness, and strength.

Jacqueline P. Leighton

See also Assessment; Reliability; Testing
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VICARIOUS REINFORCEMENT

Vicarious reinforcement occurs when (a) an individual

observes another person (a model) behave in a certain

way and experience a consequence perceived as desir-

able by the observer, and (b) as a result, the observer

behaves as the model did. For example, suppose a shy

child at school observes another student being praised

by the teacher for speaking up in class. The observed

student is the reinforced model. If the shy child would

like to be praised by the teacher and therefore person-

ally speaks up in class in the future, vicarious reinforce-

ment has occurred. Educators commonly use vicarious

reinforcement to shape the behavior of students.

Psychologist Albert Bandura popularized the con-

cept of vicarious reinforcement through his theory of

human behavior, social cognitive theory (sometimes

called social learning theory). Social cognitive theory

proposes that human behavior is the outcome of
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interactions of cognitions, behavior, and environment.

An important environmental influence on an indivi-

dual’s behavior is the model set by others. Social cog-

nitive theory suggests that a great deal of learning

occurs through observation of a model’s behavior and

the consequences of the behavior. Bandura labeled

this phenomenon observational learning.

Researchers of social learning have demonstrated

the effects of vicarious reinforcement through experi-

mental manipulations. For example, studies involving

children receiving social reinforcement (praise) for

their performances on experimental tasks have shown

that other children who observe the social reinforce-

ment try harder at the tasks.

Vicarious reinforcement can also occur symboli-

cally. That is, rather than actually observing the rein-

forced behavior occurring, individuals can experience

vicarious reinforcement by merely acquiring knowl-

edge about another individual who has performed

a behavior and benefited. Examples of this include

(a) hearing a personal anecdote from an individual

who has benefited from engaging in a behavior and

(b) observing an individual receiving an award for an

outstanding performance. Some schools systemati-

cally apply symbolic vicarious reinforcement by giv-

ing individual students awards at student assemblies

or commending the students in the school newsletter.

Studies of symbolic vicarious reinforcement have

shown that it can affect behavior. For instance, one

study showed that vicarious reinforcement, delivered

symbolically via personal anecdotes from individuals

on a video, increased observers’ use of a recom-

mended method of coping with stressors.

There are three conditions that enhance the likeli-

hood of vicariously rewarded behavior being imitated

by an observer: (1) the model is liked, (2) the model

is similar to the observer (e.g., the same sex), and

(3) the model is of higher status than the observer.

Applying these principles to increase students’ efforts

to work hard in class, teachers might praise a well-

liked student who has just worked hard. It might help

if the teachers praised a boy as well as a girl and

a good student as well as a struggling student so that

most students would see the praised student as similar

in important ways to themselves. Finally, the teachers

might talk about how hard they worked in class when

they were students and thereby use themselves as

high-status models.

Vicarious reinforcement works, at least in part,

through expectancies similar to those involved in

operant conditioning and rule-governed behavior.

Operant conditioning involves the increase or reduc-

tion of a behavior as a result of its consequences. For

example, if a student receives a compliment for work-

ing hard on a school assignment, the student will tend

to associate hard work with praise and feeling good

and will be more likely to work hard on assignments

in the future. Rule-governed behavior occurs when

someone simply tells a person that the person will

receive a reward for a specific behavior, and as

a result, the person shows the behavior. For example,

a teacher might tell the class that everyone who sub-

mits homework on time will receive 15 minutes to play

an exciting computer game. If students complete the

homework because of their expectation of obtaining the

computer time, they are engaging in rule-governed

behavior. The expectancies involved in operant condi-

tioning and rule-governed behavior play a similar role

in vicarious reinforcement. When individuals learn

through observation or verbal description about specific

behavior leading to positive consequences, they tend

to expect positive consequences if they engage in the

behavior.

An important question about vicarious reinforce-

ment is how it compares with direct reinforcement. In

answering this, Bandura distinguished between learn-

ing and motivational effects. Compared with person-

ally experienced outcomes, vicarious outcomes tend to

produce stronger learning effects, perhaps because

observers’ attentional resources are not divided between

performing behaviors and learning their outcomes. How-

ever, direct reinforcement is more effective than vicari-

ous reinforcement in creating motivational effects, such

as an actual increase in the rate of a behavior. Hence,

an individual might learn the most about how to start

a conversation with others by observing someone do that

successfully, but actually starting a conversation suc-

cessfully might be more likely to increase the rate of

that behavior in the future.

On the flip side of vicarious reinforcement is vicari-

ous punishment. Like vicarious reinforcement, vicarious

punishment involves learning about the consequences

of behaviors through observation or anecdote. However,

vicarious punishment serves to deter observers from

imitating a modeled behavior because the behavior

has resulted in a negative outcome for the model.

Teachers sometimes create vicarious punishment

when they reprimand a misbehaving student in front

of other students or when they tell an anecdote about

some dangerous behavior, such as throwing rocks,

Vicarious Reinforcement 1001



that led to a bad outcome for the person who engaged

in the behavior.

John Malouff and Sally Rooke
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Reinforcement; Social Learning Theory
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VIRTUAL SCHOOLS

Few teachers, parents, or students would disagree with

the observation that technology has had a profound

impact on the education of individuals at all levels.

Distance learning, where students and their instructors

can be separated by thousands of miles, is only one

example. Virtual schools are another.

A virtual school is a school that provides identical

content to the traditional school building but is not

constrained by a physical plant or structure. Virtual

schools operate electronically, providing curricula,

opportunities for parent involvement, and other essen-

tial services to individuals (mostly school-age chil-

dren) at home because they are being homeschooled

or at home because they cannot attend school for

medical or legal reasons.

In effect, virtual schools have opened up the oppor-

tunity to millions of students to pursue public school

educations in a way that combines new technology

and appropriate pedagogy and content. According to

a recent article in Education Week, these are ‘‘any-

where, anytime’’ schools.

Currently, more than a million students are

enrolled in a virtual schools in the United States, and

given the increasing interest in them from families

homeschooling their children and from others, the

number is expected to increase in coming years. Such

students are particularly attractive to school districts

(who often get funded based on their enrollment fig-

ures) because students who enroll in a virtual school are

often those who would be unaccounted for if that possi-

bility did not exist. For example, parents with strong

religious ties who would rather homeschool their child

can easily do so through a virtual school, saving them

enormous commitments of time and expense. Educating

children through virtual schools reduces planning time

and cuts down on expenses associated with educating

children (supplies, computers, infrastructure, etc.).

Virtual schools tend to operate as follows. Students

enroll in kindergarten through 12th grade, as they

would in nonvirtual schools, and parents and the stu-

dent as a group are invited to an orientation (as would

be case with traditionally schooled students). Books

and usually computers and printers are given out upon

enrollment, and a teacher is assigned who will deliver

assignments and play an active role in the teaching pro-

cess through initiating and monitoring assignments.

The mechanisms by which virtual schools are

funded varies as greatly as the design of the school. A

combination of local and state funds, tuition costs to

parents, and federal funds (which almost every school

receives) make up the bulk of the support.

Do virtual schools ‘‘work’’? If the definition of

work is the completion of a curriculum that otherwise

would not have been completed, the answer is proba-

bly a resounding yes. However, the movement is still

too new such that there are not sufficient data to con-

clude that large amounts of eligible students would

enroll when they would not have otherwise if the

option were not available.

However, there are other measures of success for

a school, which also need to be examined. Little is

known about the impact that virtual schools have on

academic achievement, participation in extracurricular

activities, and the benefits (and disadvantages) of

socializing throughout the day with peers.

Neil J. Salkind

See also Distance Learning; Learning; Learning

Communities
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VOCATIONAL EDUCATION

As commonly employed, the term vocational educa-

tion can suggest a range of diverse connotations such

as ‘‘industrial education’’ or ‘‘education for the aca-

demically less able.’’ However, for present purposes,

this entry will use, provisionally, the mainstream

sense of vocational education, that of ‘‘a formal

course that equips students to engage in a specific

occupation, trade, or profession.’’ Following this defi-

nition, the most common vocational education courses

are obviously those that prepare novices for entry to

an occupation, trade, or profession. These are supple-

mented by still other vocational education courses that

aim to increase the levels of knowledge, skill, and

capability of existing practitioners, so as to enable

them to carry out their occupation, trade, or profes-

sion at higher levels of proficiency.

According to this characterization, vocational edu-

cation is vital for the production of a highly skilled

and proficient workforce. Given the complex structure

of labor markets in modern societies, and the enor-

mous range of skills and abilities called for by labor

markets, vocational education ought to be a crucial

centerpiece of overall education systems. Unfortu-

nately, throughout most of the history of formal edu-

cation, and particularly since schooling became

compulsory, the role of vocational education vis-à-vis

the mainstream of formal education has been very

problematic. Vocational education has rarely been

a centerpiece of the edifice of formal education.

However, it should also be noted that the given defi-

nition of vocational education, like any definition,

reflects various cultural and political assumptions. Its

focus on vocational education as essentially the means

of developing knowledge, skills, and capabilities

required for occupations, trades, or professions is very

consistent with contemporary, neoliberal economic

agendas. But this is a partial approach in that it views

vocational education in purely economic terms, thereby

omitting the interests of the worker and the wider

social significance of work. Yet, during much of the

history of vocational education, the idea of work as

a vocation or calling has been crucial. This has

included considerations about the wider role of the

worker as a citizen. A common theme has been that

workers of all kinds should gain personal growth and

satisfaction from their participation both in work and in

their community. This idea links to the traditional

notion of a vocation as a calling. It suggests that work

needs to be rewarding in more senses than mere mone-

tary ones. This dimension of vocational education

accords with the richness implied by the term educa-

tion as opposed to training. To gain a fuller under-

standing of vocational education and the forces that

have shaped it, it is important to consider some history.

History

If educational processes are thought of broadly as the

upbringing and instruction of the young in the basic

skills of living, survival, and reproduction, a process

that is needed to secure the continuity of any society

into the next generation, then vocational education is

probably older than any other kind of education. The

nomadic existence of primitive societies centered on

such activities as hunting and food gathering within

distinct groups or communities. So early educational

processes were no doubt focused on passing on to the

young people of these communities the elements of

such key activities as hunting, fishing, preparing food,

making clothing, and caring for the young. Later on,

as the development of agriculture enabled people to

live in one place more or less permanently, villages

and then towns were created. This led to educational

processes becoming more complex as job specializa-

tion intensified. The more generic roles involved in

hunting and food gathering gave way to a diversity of

more specialist roles. The various basic trades devel-

oped, and with them came the concept of apprentice-

ship. The institution of formal and legal arrangements

for apprenticeships can be regarded as the beginnings

of formal vocational education and training (VET).

Although the learning continued to be ‘‘on the job,’’

the formal specification of the range of learning that

the master was expected to provide for the apprentice

represented an important step beyond the mere infor-

mal passing on of manual skills from one generation
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to the next. Alongside of these emerging VET

arrangements were the beginnings of what was to

become university (or higher) education. This cen-

tered on religious institutions as major centers of

learning, with a particular focus on the preparation of

entrants to a priestly or religious vocation. Later, the

other traditional professions, particularly law and

medicine, became part of these early higher education

arrangements. However, the rapid growth of what was

to become the formal education system awaited the

stimulus of the industrial revolution. With the rapid

creation of increasing numbers of jobs that required

significant literacy and numeracy, first elementary (or

primary) schooling became more widespread and,

eventually, compulsory. This pattern was repeated

later by secondary schooling. Yet, over the lengthy

time during which the formal educational mainstream

(primary, secondary, higher education) developed, in

most cases VET remained curiously isolated from this

mainstream. This is despite the fact that VET was the

means whereby the vast majority of people came to

learn their occupational skills. Apprenticeships and

other VET courses had become significantly more for-

mal, though many, perhaps most, occupations were

still learned informally, on the job.

Two especially prominent conceptual dualisms

served to shape the thinking behind the development

of the formal education mainstream, as well as the

widespread exclusion of vocational education from

this mainstream. These dualisms are mind versus

body and theory versus practice. Each of these and

their ongoing influence on VET will now be consid-

ered in some detail.

Mind–Body Dualism

Much educational theory and practice has been

strongly shaped by the view that the development of

minds is the main function of education. This assump-

tion goes back to the Greeks, particularly Plato and

Aristotle, who elevated theoretical knowledge and

understanding over both practical and productive

knowledge and know-how. The later, strong influence

of Cartesian ideas on educational thought only served

to reinforce this assumption. Humans are viewed as

essentially minds that only incidentally inhabit mate-

rial bodies. Thus, the development of mind became

the main focus of education. Also, for Cartesians,

thinking, as the essential feature of minds, can be

divorced from other, nonessential features such as

habits, emotions, and the will. As a result, proposi-

tional learning (mindful learning) is regarded as more

educational than skill learning (bodily learning). Thus,

propositional learning is held to be true education,

whereas skill learning is viewed as mere training;

according to this view, the role of thinking within

skilled performance is minimal. Presumably few peo-

ple would really want, say, their home to be con-

structed by people who employ only physical skills

with no thinking involved, yet education policy and

practice continue to exemplify the ongoing influence

of this mind–body separation.

A further important outcome of mindful learning

being valued over bodily learning was that a class divi-

sion of occupations was created. Work that was per-

ceived to be more mindful was accorded higher status

and attracted more rewarding working conditions,

whereas work that was perceived to be more physical

or manual in nature was accorded lower status and

given less rewarding working conditions. As part of

this class divide, the term vocational education gener-

ally came to be applied only to the preparation of

entrants for those occupations perceived to be of lower

status. The term higher education was increasingly

applied to entry arrangements for professional, techno-

logical, and other high-status occupations. Thus, voca-

tional education too often came to be viewed as the

less desirable alternative, an option for those unable to

gain entry to higher education. This in turn reinforced

the previously noted trend to debase vocational educa-

tion by portraying it as mere training rather than as

genuine education. Over time, more and more emerg-

ing technical and administrative occupations have

sought to demonstrate that they require high levels of

mindful learning, thereby seeking to have their entry

education arrangements covered by higher education

provisions. This has generated a paradox in relation to

occupational earning power. If the level of earning

power is taken to indicate vocational success, then

higher education courses are more vocational than are

vocational education courses, as graduates of higher

education almost invariably earn higher remuneration.

Thus, the earlier provisional definition of voca-

tional education as a formal course that equips stu-

dents to engage in a specific occupation, trade, or

profession clearly needs amendment. It covers, in

most instances, a restricted range of occupations,

mostly ones that are thought to require a restricted

range of propositional understanding and, hence, are

of relatively low status.
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It is true that much recent educational policy has

sought to promote clearer pathways and links between

higher education and vocational education. However,

the traditional institutional segregation is still largely

intact and is reinforced by the conceptual dualisms,

such as mind versus body and theory versus practice

that have dominated educational thought. Thus, dual-

isms (that are themselves merely conceptual) shape

real-world practices and institutions, thereby becom-

ing concrete dichotomies. Although strongly attacked

by influential writers such as Dewey, the impact of

these dualisms on educational thought and policy has

remained stubbornly persistent.

Impacts on Understanding
of Vocational Education

Behaviorism

Behaviorists reacted against ‘‘introspective psy-

chology’’ by attempting to provide a scientific study

of human behavior. They focused on observable and

measurable operant behavior, on its relation to stimuli

that precede the behavior, and on consequences of the

behavior. This focus on observable and measurable

operationally defined behavior has the seductive

advantages of reliability of measurements and valida-

tion of the efficacy of procedures via systematic repli-

cation. However, because of the varying class-based

influences of mind–body considerations on the educa-

tion of entrants to occupations, the influence of behav-

iorism has been somewhat mixed. Those lower-status

occupations that generally fall under the term voca-

tional education and emphasize skill (or bodily) learn-

ing have typically been touched significantly by

behaviorism. Whereas for those higher-status occupa-

tions that emphasize mindful learning and therefore

tend to be located within higher education, the influ-

ence of behaviorism has been noticeably less. For the

former, attempts to treat all of the vocational learning

in behavioral terms have been common. For the latter,

the influence of behaviorism has been generally con-

fined to the more manual aspects of the occupation,

for example, hand-washing routines in health-related

occupations.

However, even in those vocational education courses

that emphasize skill (or bodily) learning, behavioristic

approaches to teaching and curriculum have had limited

lasting success. Such success seems to be restricted to

repetitive tasks that can be readily routinized and are

relatively context-invariant; for example, performance

of basic operations on a photocopier.

But most work involves much more than discrete,

repetitive, routine tasks. These aspects of work that go

beyond the routine require workers to display higher-

order integrative capacities that involve reading chang-

ing situations and adjusting or adapting accordingly. It

is the application of these kinds of capacities that does

not sit well with behaviorism. Although current rheto-

ric about worker adaptability and creativity may be

exaggerated for many occupations, there is enough

truth in it to challenge behaviorism.

The worldwide trend, over the past decade, toward

competency-based training (CBT) has served further

to emphasize the limitations of behaviorism. CBT

aims to describe precisely the elements and functions

that together constitute proficient practice within an

occupation. This competency description is then used

as the basis for designing the entry-level training

course. Thus, CBT is primarily a mechanism that

attempts to ensure that vocational courses directly

meet the supposed needs of industry. But CBT has

not been restricted solely to the occupations that are

encompassed by vocational education. It has been

adopted also in various parts of the world by profes-

sions, thereby affecting higher education as well.

With its focus on competence rather than behavior as

such, the language that CBT uses to describe work

elements and functions tends to center on human attri-

butes such as skills, abilities, and capacities. However,

it is not difficult to identify versions of CBT that are

directly descended from behaviorism. Broadly speak-

ing, there have been three distinct models for imple-

menting CBT: task, generic, and integrated.

Task Model. This model describes work by way of

listing all of the tasks performed in the occupation.

The result is usually a lengthy compilation of discrete,

and often minute, physical tasks. Because perfor-

mance of each of these discrete tasks is directly

observable and assessable, the links with behaviorism

are clear. However, experience has shown that this

approach to CBT has severe limitations. Capacity to

perform each of the many discrete tasks does not add

up to occupational competence. Occupational compe-

tence is about the capacity to seamlessly integrate the

discrete competencies into a more holistic perfor-

mance that matches the requirements of a given set of

circumstances. The task-based model commonly con-

fuses performance of tasks (which is observable) with
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possession of skills, abilities, and capacities, which is

not directly observable at all; rather, possession of

skills is inferred on the basis of observed perfor-

mance. In addition, the exact nature of the skills, abil-

ities, and capacities needed for competence in a given

occupation are somewhat contested. Thus, the sup-

posed objectivity of this model is somewhat illusory.

Despite matching peoples’ initial commonsense intui-

tions about CBT, this model has proved to be a poor

basis for developing such a program.

Generic Model. This model seeks to overcome the

problem of innumerable discrete competencies, which

plagued the task model, by identifying the generic

competencies (or skills) that are crucial to competent

performance of a particular occupation. It achieves the

desired reduction in the number of competencies, but

with the absurd consequence that very any occupations

start to look almost indistinguishable. After all, many

jobs require workers to communicate; to gather, orga-

nize, and analyze information; to problem solve; to use

technology; to work with others; and so on. So the

generic model is in danger of being too general for

either training or assessment purposes. There are also

the twin problems that the generic competencies only

gain meaning when located in particular contexts, but

when this is done, they form holistic clusters rather

than being distinct competencies. So, typically, a worker

might be simultaneously communicating, problem

solving, and gathering and organizing information all

within a particular context. Performance on isolated

generic competencies is not necessarily a good indica-

tor of capacity to perform in these more complex real-

life situations. Thus, the generic model of CBT has

proved to have distinct limitations. However, its reach

has extended to the higher education sector where

numerous universities have thought it politic to iden-

tify and advertise the generic competencies (or ‘‘grad-

uate attributes’’) claimed to be common to all of their

graduates. This has occurred despite the weaknesses

of the generic model.

Integrated Model. This model focuses on the substan-

tial key tasks or functions that are involved in an

occupation and combines these with an account of the

main skills, abilities, and capacities that are required to

perform these key tasks. Thus, this model integrates

selected tasks with the personal attributes needed by

a competent practitioner. It represents a more holistic,

phenomenological approach to CBT. The most success-

ful examples of CBT practice tend to reflect this model.

Overall, despite the continuing success of applied

behavioral analysis with particular groups, such as adults

with intellectual disabilities, the continuing impact of

behaviorism on vocational education is minor.

Cognitive Approaches

Cognitive approaches provide a further example of

the impact of mind–body dualism on understandings

of vocational education. Reacting against the behav-

iorist rejection of the mind, early cognitive scientists

placed the mind at the center of understandings of

vocational performance. Influenced by the model of

the mind as a computer or information processor,

these early cognitivists sought to understand mental

events as a basis for explaining action or performance

at work. Thus, cognitive approaches focus on individ-

ual minds and their inputs and outputs.

However, advances in both cognitive science and

other disciplines led to this somewhat simple picture

becoming much more complex. Recent work in cogni-

tive science shows that much learning is unconscious—

not just bodily learning of the kind favored by beha-

viorists but also cognitive activities such as pattern

recognition. Likewise, research on expertise reveals

that much of it is tacit; for example, highly skilled

performers ‘‘know more than they can say.’’ In these

ways, cognitive approaches to understanding voca-

tional performance have become more multidisci-

plinary and eclectic. Concepts such as meaning making

and judgment have become prominent in recent work.

The implausibility of mind–body dualism has become

more and more apparent with advances in neurosci-

ence. Human beings do not consist of two disparate

parts, a mind and a body, that somehow need to be

connected. Whole persons perform vocational roles.

Whereas reasoning, for example, is a function of a

person’s mind or brain, it does not follow that the

person’s reasoning activities are explicable solely in

terms of the brain.

Theory–Practice Dualism

The theory–practice dualism is a co-relative of the

assumption that mindful, or propositional, learning is

the best kind of learning. This dualism provides the

popular understanding of high-level practice; that is,

practice that appears to involve significant cognitive

content, such as the practice of professionals. Quite

simply, the theory–practice dualism explains relatively
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complex workplace performance by conceptualizing

such demanding practice as application of theory. The

sovereignty of theory over practice is thereby pre-

served. This view, which seeks to reduce practice to

theory, is sometimes called technical rationality. Tech-

nical rationality is captured in the following four

propositions:

1. Practical problems have general solutions.

2. These solutions can be developed and formulated

by researchers or other experts outside of the prac-

tical situations.

3. The solutions can be transmitted to practitioners,

for example, in written form or via training.

4. Practitioners act to solve workplace problems by

applying the general solutions.

Impact on Understanding
of Vocational Education

The main impact of the theory–practice dualism on

vocational education has been to entrench the front-end

model as the most common means of vocational prepa-

ration. The term front-end refers to entry to an occupa-

tion being based on an initial period of formal

education, training, or both, that needs to be completed

by all novices in order to become qualified workers.

Front-end courses normally occur in classrooms and

practice workshops rather than in real workplaces. As

front-end suggests, it has commonly been assumed in

this model that all of the learning that is needed for

a lifetime of practice can be covered in the entry-level

course. The front-end model has dominated vocational

preparation of all kinds, especially in professional and

subprofessional occupations. Even in trades and other

skilled occupations that recognize the importance of

on-the-job learning for novices, the front-end model

has been influential. Here, a mandatory period of for-

mal education or training in parallel with initial work

experience has become the norm.

In the recent past, the front-end model has received

much criticism. Three main kinds of limitation have

become evident. First, cases of incompetent practi-

tioners, who nevertheless managed to complete the

front-end course, have increasingly come to public

attention. This trend has been exacerbated by a grow-

ing public willingness to challenge professionals, to

expose incompetence, and to seek legal redress for

unsatisfactory outcomes. Second, the front-end model

has been found wanting in occupations where what

constitutes competent practice has been subject to

rapid change. Too many cases have surfaced of for-

mally certified practitioners whose practice is now

hopelessly out of date. Third, a range of theoretical

developments appear to clash with the front-end

model and, more generally, the theory–practice dual-

ism that underpins it.

Although the theory–practice account of work per-

formance still retains some influence, it has been

questioned increasingly, from Gilbert Ryle onward.

This questioning has been sharpened by various theo-

retical developments that include the following:

Research on Expertise. Expert performance is more

than mere application of codified knowledge; it involves

learning from experience. According to the on exper-

tise research, not all valuable knowledge in the form

of propositions can be learned in advance of practice.

Much of this knowledge is tacit and dispositional.

Research on Transfer. With increasingly sophisti-

cated research designs, transfer in the usual sense

turns out to be surprisingly rare. This fact has elicited

proposals to replace the notion of transfer with con-

cepts such as ‘‘‘preparation for future learning.’’ So

‘‘applying existing knowledge’’ is replaced by ‘‘devel-

oping new knowledge.’’ The concept of the ‘‘knowl-

edge society’’ captures the claim that successful

performance of various kinds of work requires the

development of new knowledge on the job.

The Practice Turn in Social and Behavioral Sciences.

This ‘‘turn,’’ which has been prominent across a range

of disciplines, puts a focus on human practices as

a basis for theorizing. By insisting that practice is not

reducible to theory or to mental items generally, this

turn specifically rejects the theory–practice account of

work performance.

The emphasis on the importance of knowledge

within work performance has generated a burgeoning

interest in workplace learning. Of course, none of this

means that formal and structured learning in class-

rooms and training settings has no relevance for work

performance, but it is does point to the previous

neglect of an important source of vocational learning.

Understanding Learning at Work

Some of the most influential early theorizing of work-

place learning dates from 1970s work in organizational
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psychology and management theory. Notable con-

tributors were Chris Argyris, Donald Schön, Victoria

Marsick, and Karen Watkins. Some influential distinc-

tions and concepts arose from this work, including the

following:

• The distinction between single-loop learning (where

the learner exhibits reactive behavior to adapt to

changing circumstances) and double-loop learning

(where the learner reflectively amends or adds to

previous learning in selecting a suitable course of

action to deal with a challenging situation)
• The distinction between a practitioner’s theory-in-use

(inferred from what the practitioner actually does in

given circumstances) and his or her espoused theory

(the theory that the practitioner claims that his or her

actions exemplify)
• The concepts of the reflective practitioner, knowing-

in-action and reflecting-in-action
• The distinction between informal and incidental

learning

There are some common features of this early the-

orizing of workplace learning, including a focus on

individual learners; a focus mainly on the rational,

cognitive aspects of work performance; and a tendency

to view work performance as thinking or reflection

followed by application of the thinking or reflection.

In addition, the concept of learning itself is taken for

granted rather than being theorized or problematized,

resulting in workplace learning being assumed to be

akin to formal learning, particularly to the acquisition

of propositions. These theories downplay the role of

social, organizational, and cultural factors in work-

place learning and performance. These are catered to

in the limited sense that they are part of the environ-

ment in which the individual learns. Later accounts of

workplace learning assign greater roles to social,

organizational, and cultural factors.

More recent workplace learning theories recognize

that workplace learning and performance are embodied

phenomena, phenomena that are significantly shaped by

social, organizational, and cultural factors, factors that

go well beyond the individual. For these theories, work-

place learning seamlessly integrates various human

qualities that encompass much more than just rational-

ity. Thus, these theories also tend to problematize, and

even rethink, traditional understandings of learning. For

instance, these theories can incorporate both individual

and group learning as important aspects of learning at

work. Earlier writers such as Dewey and Vygotsky

have been significant influences on this recent work.

Well-known examples of these more recent workplace

learning theories include situated learning theories and

activity theory. Situated learning theories and activity

theory have been influential on much recent writing on

workplace learning, writing that, though seeking new

understandings, reflects the key idea that learning is

socially and culturally situated.

Situated Learning Theories

The work of Jean Lave and Étienne Wenger have

made commonplace the concept of workplaces as

‘‘communities of practice’’ and ‘‘legitimate peripheral

participation’’ as the social learning process that

novices undergo to become fully accepted members of

their community of practice. Lave and Wenger have

emphasized the importance of apprenticeship in learn-

ing and learning as participation in a community of

practice. Rather than thinking of learning as the acqui-

sition of discrete items, they stress learning as the nov-

ice gradually coming to function appropriately in the

particular social, cultural, and physical environment of

their workplace. For Lave and Wenger, learning is

something that is outside of the learner’s head, even

outside of the body. Rather, it is located in the frame-

work of participation; that is, in a network of relations.

Lave and Wenger have been criticized for the vague-

ness of their key notion of community, especially as

they offer it as a general account of learning. In

response to this criticism, Wenger has provided a more

exact account of what constitutes a community of prac-

tice. In doing so, however, he has greatly reduced the

likelihood of such communities occurring in practice.

This casts severe doubt on Lave and Wenger’s original

claim to have developed a general sociocultural

account of learning. There is also doubt about how well

the Lave and Wenger key metaphor of participation

accounts for change. As the case of various sects and

religious orders shows, it is quite possible to have

highly successful participation while at the same time

resolutely resisting all change. It seems that Lave and

Wenger have relied too much on a single factor, partici-

pation, to do the bulk of the explanatory work in their

theorizing of workplace learning.

Activity Theory

Activity theorists, such as Yrjö Engeström, view

workplaces as activity systems. Activity systems consist
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of diverse components, such as rules, the division of

labor in the workplace, and mediating artifacts. Activ-

ity systems also encompass a range of social, organi-

zational, and cultural factors. For Engeström, learning

occurs in activity systems because they continually

throw up contradictions and tensions that need resolu-

tion. Thus, learning is an integral part of work pro-

cesses within activity systems. Critics have questioned

whether it is plausible to view all learning at work as

resulting from contradictions and tensions within the

activity system. Engeström’s theory also posits a dialec-

tical interplay between the learner and the activity

system. But this makes unclear the extent to which the

learner is the locus of learning as against the system

being the locus. In his later work on activity systems,

Engeström identifies a trend showing that collaborative

expertise is becoming increasingly important in work-

places, whereas individual expertise is becoming less

important. Such collaborative expertise is said to be

facilitated by workers being prepared to cross estab-

lished boundaries and negotiate with diverse other

workers to improvise collaborations.

Conclusion

What might a richer notion of vocational education

look like? Certainly, it would be holistic in under-

standing vocational knowledge to include not just

propositional understanding but also cognitive, cona-

tive, and affective capacities as well as other abilities

and learned capacities, such as bodily know-how and

skills of all kinds. These are all plausible components

of rich work performance that involves successful

action in and on the world. The learning required for

such holistic performance is an ongoing process rather

than a knowledge acquisition event completed at the

start of a career. This point lends some significance to

the idea of lifelong learning.

Paul John Hager
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VOUCHERS

Vouchers (also referred to as educational or school

vouchers) are a policy and practice by which financial

credits (sometimes called scholarships) are awarded

to students so that they can select the school that they

wish to attend and use the voucher to pay for tuition

and other costs. Vouchers are a direct growth out of

a free-market philosophy characterized by the Nobel

laureate Milton Freidman in his book Free to Choose

and are a political mainstay of several conservative

movements during the past 20 years. The idea is

based on the philosophy that if parents are unsatisfied,

then they can ‘‘shop around’’ to select the school they

think is best for their children. School vouchers have

been important as the basis for the creation of charter

and magnet schools as well.

According to several sources, including the popular

blog citizenJoe, there are at least six states, plus the

District of Columbia, that currently have voucher

programs, with Utah, Ohio, and Wisconsin being the

most recent to add such a program. Popular in the

early 1990s, voucher programs have lost some of their

popularity, with relatively few states offering new

programs in recent years.

Most often, school vouchers are intended for chil-

dren from families who are low income, as defined by
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federal poverty standards, or for children who attend

failing schools. Each child is given a varying amount

of tuition credits ranging from $2,700 in Cleveland up

to $7,500 in the District of Columbia. It should be

noted that there have been significant legal and politi-

cal challenges to the implementation of school vou-

chers and that the issues remain unsettled.

Concerns by those opposed to the use of vouchers

have to do with the use of public school money to

finance selective or exclusionary programs and the

potential for public funding to be applied to parochial

or faith-based educational programs.

However, school vouchers have received an increas-

ingly large amount of attention and funding. Toward

the end of the 1990s, vouchers were being awarded to

more than 100,000 students from a fund of more than

$300 million.

A significant concern is how children who have

special needs will be treated through the incorporation

of such programs. In an extensive review of the

impact of vouchers on children with disabilities by

the National Council on Disability, a final report con-

cluded that several factors in the acceptance of such

programs in the public schools should be considered.

• In general, vouchers will not extend to children and

youth with disabilities. Relevant parts of the Reha-

bilitation Act and the Americans with Disabilities

Act will still apply but not to most activities of the

private school.
• Because only a part of the costs associated with spe-

cial education are covered through vouchers, par-

ents of children with disabilities will have to cover

some additional and necessary costs. Because the

majority of voucher participants are from low

income settings, the probability of these children

receiving all necessary services is low.
• Schools where choice is the predominant model

need to follow all Americans with Disabilities Act

statutes; compliance will increase the costs of such

programs.

Given the recent implementation of school vou-

chers and the lack of large-scale studies, there are few

data on the effectiveness of the vouchers. For the most

part, results have shown that vouchers do not have as

great an impact on academic achievement as do tradi-

tional school structures. In addition, the results are

mixed, not because of the actual numbers involved but

because of the interpretations of the numbers. It

appears that there are so many competing interests,

especially where the programs are faith-based, that it

will be a few years until the picture regarding effec-

tiveness is much clearer.

Neil J. Salkind
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VYGOTSKY’S CULTURAL-HISTORICAL

THEORY OF DEVELOPMENT

Lev Semenovich Vygotsky (1896–1934) was a literary

scholar turned psychologist. He was an integrative

thinker who conducted research and analyzed theoret-

ical issues during a brief postrevolutionary career in

Russia (1924–1934). Vygotsky focused on under-

standing the development of higher forms of cogni-

tion as those processes are influenced by culture—

specifically, the signs and symbols of one’s culture. In

his 10-year career, Vygotsky wrote on the cognitive

difficulties of disabled children, developed a single-

subject research method, analyzed thinking and speech,

and developed his theory of cognitive development,

which he designated as cultural-historical. He did not

refer to his theory as sociocultural because that term

does not reflect the child’s developmental history.

Vygotsky addressed new questions for psychology

that also are relevant in contemporary society. His goal

was to understand the whole of human consciousness,

including thinking, feeling, will, and an understanding

of oneself. In his perspective, the signs and symbols

of a culture, such as speech, concepts in academic
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subjects, numerical systems, and advanced mathemati-

cal constructs, are instrumental in cognitive develop-

ment. Vygotsky’s contributions include a description

of the stages, from early childhood to adolescence, in

learning to use signs and symbols to master one’s think-

ing; the importance of speech and the stages of speech

in relation to thinking; the development of thinking in

concepts and the pivotal role of conceptual thinking in

developing higher forms of cognition; and the role of

adults and teachers in fostering the child’s cognitive

development.

Important to Vygotsky’s work was his extensive

reading in several fields, including literature, psychol-

ogy, philosophy, and ethnography. Reviewing the

anthropological literature on early societies, Vygotsky

concluded that primitive or elementary processes

(involuntary attention, simple perception, and natural

memory) are universal across cultures. However,

higher forms of thinking vary, depending on the avail-

able symbol systems in the culture and the culture’s

form of reasoning with the symbols. Other early influ-

ences on his thinking were the philosopher Benedict

Spinoza, who believed that rational thinking could

conquer unwelcome passions, and the philosopher

G. W. F. Hegel, who maintained that reality is not

static but rather is always in flux. Vygotsky’s writings

reflect these beliefs in his statements about the essen-

tial role of conceptual thinking in understanding the

world and oneself and in his description of cognitive

development as constantly undergoing change. A

third key influence was the view of Alexander Poteb-

nya, a philologist, that language is a tool of thinking.

Although Vygotsky is widely cited in current pub-

lications in the United States, the major principles of

his work are largely unknown. They are his single-

subject research method, the principles of his theory,

and his view of education.

Research Method

A major theme in Vygotsky’s work was research

methodology, which he maintained was essential to

developing an objective understanding of human cog-

nition. An important initial step in research, in his

view, is to determine the essence or essential charac-

teristics of the phenomenon to be studied.

Agreeing with the belief that humans had developed

higher forms of thinking in the process of historical

development, Vygotsky began by analyzing ethno-

graphic writings on primitive cultures. He identified,

for example, the actions of a Kaffir man who cut

notches into wood to remember the words in a mission-

ary’s sermon as the prototype of higher cognitive

behavior. Through this action, the man had mastered

his behavior and raised natural memory, which was

inadequate for the task, to a higher level. Vygotsky

concluded from this and similar examples that a higher

mental structure consists of two layers. They are the

stimulus-object, the task objective (e.g., the mission-

ary’s words), and the auxiliary stimulus, the stimulus-

sign (e.g., notches cut into wood).

Vygotsky and his colleagues then conducted single-

subject experiments on all age groups, first on memory

and attention. The purpose was to determine how

and when children were capable of using signs and

symbols to master their thinking and the ways that

these cognitive actions change throughout develop-

ment. The experiments posed a difficult task, such as

remembering several words on only hearing them

once, with available auxiliary stimuli, such as unre-

lated pictures, nearby. School-age children who

remembered the words by selecting a picture for each

noted similarities and differences between word and

picture and verbalized connections between them.

For example, one school-age child chose a picture of

a house to remember the word chair because people

can sit in a house. This process of appropriating

external stimuli reconstructed the child’s natural

memory on a higher level. The Vygotskian experi-

ments, referred to as the experimental-genetic method,

led to the identification of four stages that occur in

developing mastery of one’s thinking.

Basic Theoretical Principles

The four general stages in cognitive development,

completed near the end of adolescence, transform

the primitive or elementary processes of involuntary

attention, simple perception, and natural memory into

the highest forms of cognition. They are self-directed

attention, categorical perception, thinking in concepts

(conceptual thinking), and logical memory.

The first stage, in which young children unsuccess-

fully attempt to complete cognitive tasks directly

(such as recalling a word list) is the primitive stage.

In the second stage, preschool children unsuccessfully

attempt to use auxiliary stimuli. However, they are

unaware of the role the auxiliary stimuli should play in

their thinking about the task. Stage 3, external sign use

(like the notch-cutting Kaffir man) is the successful
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appropriation of auxiliary stimuli to remember a word

list or, in the attention experiments, to focus one’s

attention. Stage 4, internal sign use, is the reconstruc-

tion of memory and attention in the form of internally

reconstructed cues.

Subsequent research also indicated four stages in

learning to use a concept label (word) to guide one’s

thinking. The experiments required the subjects to

identify concept examples, using the concept label

(word) and a model example. The stages, which begin

in early childhood and conclude in late adolescence,

are syncretic images (child forms unordered heaps of

objects), complexes (preschooler uses concept charac-

teristics, such as color and shape, inconsistently),

pseudoconcepts (the school-age child accurately

forms groups of objects), and, finally, true conceptual

thinking. Stages 3 and 4 reflect external and internal

regulation of one’s thinking, respectively.

Stages 3 and 4 in cognitive development reflect two

levels of the mastery of one’s thinking. In stage 3, the

individual regulates his or her thinking externally (e.g.,

pictures to remember words, a model example as

a guide for identifying concept examples). In contrast,

stage 4 is the internal regulation of cognition, in which

the individual’s attention, perception, and memory are

reconstructed on the basis of thinking in concepts.

The stages also reflect Vygotsky’s belief that he

considered three major ideas to be equivalent to each

other. They are his conceptualization of higher cogni-

tive processes, the process of cultural development,

and the self-mastery of behavior by internal processes.

The development of each higher cognitive process

involves the reconstruction and mastery of one’s

thinking at a higher level, and mastery depends on the

individual’s appropriation of cultural signs and sym-

bols for thinking.

Vygotsky identified three ‘‘laws’’ that govern the

lengthy period of cognitive development. The first is

the transformation from natural forms of cognition to

the use of auxiliary stimuli (signs) in thinking (stage 3).

The third law of development formalizes the major

changes in thinking from the third to the fourth stage of

sign use. The fourth stage involves the reconstruction

of attention and memory on the basis of thinking in

concepts and their interrelationships.

The second law describes the cultural mechanism

whereby the child, and then the adolescent, under-

goes stages 3 and 4 in cognitive development. From

Vygotsky’s perspective, cognitive development occurs

on two planes. Specifically, every cognitive function

(process) occurs first between two people and then

within the child. In other words, every higher cogni-

tive process was initially a relation between two

people. This conceptualization differs from other per-

spectives that identify the internal psychological plane

as the sole locus of learning and development. The

two people to whom Vygotsky refers in his statement

are the adult, who represents the ‘‘ideal form’’ of cog-

nitive behaviors that the child is to attain, and the

child, the present form of cognition. For example, in

the home, the speech of parents and other caregivers

represents the final or completed form. Adult speech

also determines and guides the child’s first efforts on

the path of development.

The Role of Education

Vygotsky identified the purpose of education as

developing the child’s cognitive processes to a high

level. Three concepts in his view of education are rel-

evant for contemporary education. Two of Vygotsky’s

concepts, the zone of proximal development and the

role of collaboration in the classroom, although cur-

rently attributed to Vygotsky, are frequently described

in ways very different from his view. The third impor-

tant aspect of Vygotsky’s thinking about education is

the pivotal role of subject-matter concepts in develop-

ing higher forms of cognition.

First, Vygotsky maintained that instruction can

lead development when any new form of the higher

cognitive processes is beginning to mature. Vygotsky

referred to the diagnostic task of identifying the cog-

nitive processes in the period of maturation as identi-

fying the child’s zones of proximal development

(ZPDs). The key to identifying maturing cognitive pro-

cesses is to determine the problems that the child can

solve with guidance. First, the teacher selects a problem

that is just beyond the child’s capabilities. Then, emerg-

ing cognitive processes can be determined in any of

four ways: the child’s successful imitation of the tea-

cher’s solution to the problem, completion of a solution

that the teacher initiates, solving the problem after the

teacher explains the principles, or solving the problem

with a child more advanced in mental age. In contrast

to Vygotsky’s definition of ZPD as diagnosing the

student’s maturing cognitive processes, current state-

ments refer to the ZPD as a component of instruction,

not assessment. Such descriptions also often include

a variety of classroom resources—information that is

not part of Vygotsky’s conceptualization.
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Second, current descriptions of collaboration that

cite Vygotsky as the source describe it as peer collab-

oration in the classroom. In contrast, Vygotsky

described classroom learning differently. Collabora-

tion, in his view, is between teacher and student. The

teacher serves as the ‘‘ideal form’’ of cognitive behav-

ior that the student should attain. The teacher serves

in the same role as the young child’s caregivers ear-

lier in his or her life. This relationship, identified in

Vygotsky’s second law of development, is essential

for cognitive development. As Vygotsky clearly

stated, the teacher’s role is to work with the student

on a particular question, explaining, inquiring, cor-

recting, and then requiring the child to explain. Later,

when the child works out problems in the teacher’s

absence, he or she independently relies on the prior

exchange. However, Vygotsky did not suggest scaf-

folding as an instructional method. In his discussions,

the practice of the teacher completing parts of a prob-

lem is a diagnostic method, not instruction.

Third, Vygotsky described the development of sub-

ject-matter concepts (which his writings refer to as

‘‘scientific’’ concepts) as the key to the entire history of

the individual’s cognitive development. A concept,

such as triangle, for example, even at the simplest level,

involves generalization. Unlike the child’s everyday

concepts, subject-matter concepts in a domain can

be represented in terms of other concepts, and they

form an interrelated system. Mastery of subject-matter

concepts means that the student can define them easily,

implement them in various logical operations, and

identify the relationships among them. Triangles, for

example, are the components of hexagons and other

geometric figures, such as pyramids, and so on.

The importance of subject-matter concepts is two-

fold. One is that science, art, and other areas can only

be adequately understood through concepts. The other

is that thinking in concepts reflects a high level of

cognitive development and also reorganizes the other

cognitive processes on a higher level. That is, the indi-

vidual’s self-directed attention is governed by his or

her concepts, perception becomes categorical because

it is influenced by conceptual thinking, and memory

becomes logical because it is organized in networks of

concepts.

M. E. Gredler
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W
Everyone has a photographic memory. Some just don’t have film.

—Steven Wright

WORKING MEMORY

Working memory (or short-term memory) is informa-

tion temporarily held accessible in the mind. It is used

in the completion of mental tasks such as comprehend-

ing language, following instructions, and solving math-

ematical problems. Many working memory measures

correlate with intelligence rather strongly, and the aver-

age capacity of working memory increases with age in

childhood. An adult can concurrently hold in mind

about 4 separate, simple items, or often about 7 items

by using mnemonic strategies (such as remembering

a telephone number by silently rehearsing it and break-

ing it into groups of 3 or 4 digits). Working memory is

important for educational psychology in at least two

ways. First, knowledge of the demands of a task on

working memory helps in predicting the task difficulty.

Second, knowledge of individual differences in work-

ing memory capability helps in understanding why

scholastic performance varies.

Working memory differs from the vast information

that one has learned over a lifetime, or long-term mem-

ory. To illustrate, suppose one knows the sentence The

quick brown fox jumped over the lazy dog. If, on

Tuesday, one recalls only that the sentence began,

‘‘The quick brown fox’’ whereas on Wednesday, one

recalls only that the sentence ended, ‘‘jumped over the

lazy dog,’’ it is impossible to recover the message.

However, if one is able to restore the central concepts

from both parts of the sentence into working memory

at once, one can imagine the fox jumping over the dog.

If a story problem includes too many ideas at once, the

listener or reader may find it impossible to integrate

them in working memory. Similarly, it would be

unwise to ask a preschool child to ‘‘put the small paint

brush on the middle shelf, put the large brush along

with the paint on the top shelf, and move everything

that was already on the middle shelf down to the bot-

tom.’’ One must break up this request into smaller parts

to be carried out separately.

There appear to be multiple working memory

mechanisms. A very small but important set of ideas

can be in the focus of one’s attention and awareness at

once. However, working memory goes beyond what is

in focus. There also are mechanisms to hold more

information just beyond awareness. This may include

mental representations of the progression of speech

sounds in a sentence that one heard seconds ago, or the

spatial arrangement of players in a basketball game

one is watching. Psychologists posit temporary holding

areas for such information, termed buffers, with differ-

ent buffers for different types of information. Some

researchers, such as Nelson Cowan, think of the buffers

collectively as temporarily activated portions of long-

term memory. Each type of mental representation may

slip out of the focus of attention momentarily, but it

might be recovered from the buffer. Thus, individuals

may not be able to concentrate simultaneously on all
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parts of a sentence they have just heard, but they might

be able to repeat it by shifting their focus from one part

of the sentence to the next while making use of infor-

mation persisting for several seconds in a phonological

buffer.

George Miller found that knowledge and under-

standing can help to overcome limits of working

memory. This can be done by associating several

items to form one larger, meaningful group or chunk.

For example, consider a child learning the U.S.

Pledge of Allegiance. Items present in working mem-

ory at once can be memorized and interassociated. At

first, learning ‘‘I pledge allegiance to the flag’’ may

heavily tax working memory. However, after the

phrase is learned, it can serve as a single chunk. If the

next two phrases also are learned as chunks, it

becomes possible to join these three chunks using

working memory: ‘‘I pledge allegiance to the flag/of

the United States of America/and to the republic for

which it stands . . . .’’ In turn, this entire sequence

eventually may become one chunk, which can then be

associated with further material. Working memory

can be used repeatedly to build up larger and larger

segments. However, to access information within

a chunk, it must be unpacked. If a person is asked

what letter of the alphabet comes after f , he or she

may have to recite the alphabet from a to reach the

right point in his or her automatic routine.

People can be abnormal in either working memory

buffers or the ability to use attention. Defects in

working memory for speech, and sometimes spatial

information, can underlie language, reading, and

mathematical disabilities. Children with various learn-

ing disabilities also often have problems staying on

task or remembering what the instructions were. They

may try to pay attention and yet cannot ignore distrac-

tions, personal troubles, or daydreams. Some recent

research suggests that working memory task training

helps children with disabilities improve educational

performance.

Nelson Cowan
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Z
We cannot always build the future for our youth, but we can build our youth for the future.

—Franklin Delano Roosevelt

ZONE OF PROXIMAL DEVELOPMENT

The concept of a zone of proximal development

(ZPD) was developed by Lev Semenovich Vygotsky

during the late 1920s and elaborated progressively

until his death in 1934. In Mind in Society: The

Development of Higher Psychological Processes,

Vygotsky defined the ZPD as ‘‘the distance between

the actual development level as determined by inde-

pendent problem solving and the level of potential

development as determined through problem solving

under adult guidance or in collaboration with more

capable peer’’ (p. 86). That is, the ZPD was under-

stood by Vygotsky to describe the current or actual

level of development of the child and the next level

attainable through the use of mediating semiotic and

environmental tools and capable adult or peer facilita-

tion. The ‘‘size’’ of the ZPD was not posited as a fixed

property of the child across age periods. It would, pre-

sumably, require continual assessment at each level.

An outgrowth of Zygotsky’s model of psychologi-

cal development, the concept of the ZPD inspired an

entire generation of Russian research in the area of

developmental psychology that was generally disre-

garded in the West, where behaviorism was in

ascendance. In the latter half of the 20th century,

Vygotsky’s developmental model and the centrality

of the ZPD in the context of teaching and learning

benefited from a wider dispersion in the West, and the

publication in 1962 of Thought and Language and in

1978 of Mind in Society seemed to coincide with

a greater receptivity in Western pedagogical circles to

sociocultural theory and led empirical support and

theoretical clarity to a new wave of educational praxis

that continued unabated into the next century.

The zone of proximal development was present in

Thought and Language, but not central to the focus

of that work, which was concerned principally with

psychosocial development and the processes that

led children from egocentric speech and spontaneous

concepts to conscious learning, the use of speech as

a mediating tool, and the importance of inner thought

processes as vehicles for the development of (system-

atic and learned) scientific concepts. The elaboration

of the concept of the ZPD in chapter 6 of Mind in

Society engendered great excitement in the academic

community, and a generation of educators, to greater

or lesser degrees, anchored a flotilla of pedagogies

and practices to Vygotsky’s concepts. This latter work

clearly posited the inextricable link between learning

and development and emphasized the social environ-

ment (and formal schooling) as the significant mediat-

ing factor in maturational processes.

Vygotsky’s Theory of
Learning and Development

In Vygotsky’s view, maturation was not a passive pro-

cess. Thought and speech were seen as developmentally
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separate processes with, as Vygotsky observed, ‘‘differ-

ent genetic roots.’’ However, speech and thought coin-

cide at a particular developmental juncture to produce

‘‘verbal thought.’’ Verbal thought does not exhaust the

possibilities of either thought or speech—clearly there

is unvoiced thought and meaningless speech—and is

reflected in the effective use of tools and in problem

solving. The co-occurrence of thought and speech

results in the verbalization of thought and in rational

speech.

The use of tools is central to human development

at all stages. Tools are generally understood to be

symbolic processes that the developing child gradu-

ally masters and internalizes. Not surprisingly, the

mutually generative (Vygotsky used genetic in this

sense) interaction of thought and language may be

regarded, dialectically speaking, both as mechanisms

and results of developmental processes. It is not a met-

aphorical stretch to say that Vygotsky viewed devel-

opment as marked by the gradual expansion and

refinement of the tools available for the acquisition of

the higher psychological functions.

Speech undergoes an evolution from prerational

babbling to egocentric speech and, eventually, through

a process of internalization, which contributes to the

development of concepts. Concept formation is trig-

gered by the child’s interaction with the social environ-

ment as he or she attempts to solve problems. The

critical moment occurs when the child becomes aware

of the symbolic nature of speech, apart from its nomi-

native function. Vygotsky believed that this occurs at

about age 2 and echoed contemporaries in calling this

the child’s ‘‘greatest discovery.’’ At this point, the

‘‘developmental curves’’ of thought and language come

together.

Vygotsky believed that speech development, like the

development of tools generally, proceeded through four

stages. The primitive or ‘‘natural’’ stage corresponds to

the use of preintellectual speech and preverbal thought.

The second stage—‘‘naive psychology’’—grows out of

the child’s direct physical experience and the first use of

tools to solve practical problems. At this stage, the

child begins to construct subordinate clauses using

because, if, when, and but, thus mastering syntactic

structure without really understanding the causal, tem-

poral, or conditional relations those words represent. In

short, the child masters the syntax of speech before

mastering the syntax of thought. As the child accumu-

lates experience, he or she enters a third stage, involv-

ing the use of external signs and external operations to

solve problems. Vygotsky identified the use of simple

mnemonic devices (e.g., counting on the fingers) as

typical of this stage. At the fourth stage, the child

develops inward. The capacity to count in one’s head

and the use of inner, soundless speech are characteristic

of this stage. Outer and inner operations elide as the

child begins to focus internalized processes on the

environmental (external) problems he or she faces.

Vygotsky held that all higher-order psychological

processes of thought begin originally as social

processes and undergo a process of internalization.

Thinking, or the process of concept formation, under-

goes an involved transition well into adolescence, and

Vygotsky was very specific in Thought and Language

about the stages and transitions of thought from child-

hood to adolescence. By adolescence, the developing

child is able to direct his or her mental process in con-

scious learning and problem-solving activities.

Vygotsky differentiated between spontaneous con-

cepts and scientific concepts. Spontaneous concepts

were those generalizations derived directly from

experience without benefit of systematic instruction.

Scientific concepts represent the systematic and

accumulated learning of humankind usually found

encoded in school curricula in the natural and social

sciences.

Scientific concepts may be mediated through the

social experience of school, play, and other forms of

interaction that encourage thinking and imitation and

through the facilitation and guidance provided by

more capable peers and teachers. The time of formal

schooling coincides with the growing potential of

learning as it becomes intentional. Via the dialectic

operation of the zone of proximal development, the

child moves from empirical (spontaneous) ideas to

the development of scientific concepts; the egocentric

verbalism of early development leads, via the interac-

tion of thought and speech, to the development of the

higher-order psychological functions.

A key to the understanding of the ZPD is recogni-

tion of the fact that Vygotsky believed that ‘‘instruc-

tion [generally] precedes development.’’ He noted, for

instance, that instruction in writing begins well before

the child has developed the higher intellectual func-

tions necessary to fully grasp its abstract function. In

fact, the child has little motivation to learn writing

when it is first introduced. In all cases in the curricu-

lum, ‘‘good’’ instruction runs ahead of development.

Instruction occurs where emerging functions are found

to be immature. Children acquire habits and skills, and
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as developmental processes catch up, these become

internalized as scientific concepts. Vygotsky averred

that development and instruction are interconnected

processes that are distinct in ‘‘rhythm.’’ One might take

the view, in Vygotskian terms, that instructional orga-

nization (curriculum) is a vast social artifice—a com-

plex tool—designed to convey a wide array of social

and scientific knowledge. The child’s emerging adapta-

tional needs and abilities spur developmental progress.

Vygotsky noted that instruction in a domain may pro-

ceed with little apparent change until (in his delightful

phrase), ‘‘something clicks’’: The child apprehends

a general principle, and the developmental curve rises

markedly.

Vygotsky saw instruction in the different school sub-

jects as promoting the overall development of higher

functions beyond the confines of the specific domain.

The higher functions to be developed through domain-

specific instruction are essentially the same and may be

viewed as one, complex process. Therefore, the concept

of the zone of proximal development provides an over-

all principle for the organization of instruction within

the domains of formal schooling and with regard to

whole child development through the experience of for-

mal schooling. Vygotsky remarked in Thought and

Language that what the child can do with assistance at

first, the child will eventually do unassisted. He reached

the unequivocal conclusion that ‘‘the only good kind of

instruction is that which marches ahead of development

and leads it; it must be aimed not so much at the ripe

as at the ripening functions’’ (p. 188). In theoretical

terms, the ZPD is the motor of psychological develop-

ment; in practical terms, it is the organizing principle of

instructional delivery.

Uses of the Zone
of Proximal Development:

Disparate Views and Applications

Scholars and educators have argued whether the zone

of proximal development is a metaphor, a construct,

or an analogical ‘‘space’’ or ‘‘place’’ where learning

occurs. Some scholars and commentators have dis-

missed Vygotsky’s developmental theory out of hand

because they believe that his communism led him

to tailor his psychological theories to the strictures

of political necessity. Still others have selectively

embraced his concept of the ZPD without actually ana-

lyzing, and in some cases scarcely acknowledging, the

implications of sociocultural theory and developmental

psychology for educational practice. This ‘‘cherry-

picking’’ on the part of the latter group has sometimes

led to careless scholarship and equivocal practice. The

outright rejection of Vygotsky by the former group

is itself a socially embedded value expressed as a

philosophical premise. These cavils hardly invalidate

Vygotsky’s model.

Vygotsky’s concept of the ZPD has been labeled

‘‘metaphorical’’ and described as a heuristic for the

resolution of what and how to teach. Although not

altogether incorrect, these claims are reductive. They

ignore empirical evidence generated by Vygotsky, his

collaborators, and later Vygotskians and fail to recog-

nize the centrality of socialization through schooling

in the maturational process of developing higher

thinking skills. The ZPD can be viewed as a construct

derived from a developmental theory that yields to

flexible and efficacious application in a number of

educational contexts. There is empirical support for

both the concept of the ZPD and Vygotsky’s general

model of development.

It is important to recognize that poetic metaphors

lead to functionally descriptive analogies. These anal-

ogies lead to models, which in turn lead to principles,

corollaries, and replicable and testable, effective prac-

tices. Vygotsky’s thinking, methodologically in the

scientific sense and pedagogically in the most practi-

cal sense, is well beyond the purely metaphorical.

Vygotsky might have been surprised at the popular

currency of his concept of the ZPD, because he most

certainly would have considered his greatest achieve-

ment to be his general model of psychological develop-

ment depicting a historical-genetic view of maturational

processes advancing dialectically through distinct stages

driven by sociocultural forces.

Dialectics of the Zone
of Proximal Development

It must be observed that the concept of the zone of

proximal development resolved a critical issue for

Vygotsky. Jean Piaget, much admired and closely fol-

lowed by Vygotsky, had posited a progressive passage

through meticulously defined levels of maturational

development. However, for Piaget, the process was

individual and nearly entirely independent of external

circumstances. No clear mechanism or cause compels

childhood development in Piaget’s model. In addition,

there is no clear role for learning, particularly formal

schooling. For Vygotsky, the ZPD is the mechanism
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of development, particularly strong during the critical

years of formal schooling, which propels the child

through the levels of maturational development.

According to Vygotsky, children pass through

‘‘critical periods’’ during which their level of actual

development (i.e., the current stage of maturation)

comes into tension with new or emerging conceptual

demands. The child undergoes no less than a restructur-

ing of the personality—a psychological overhaul—

which results in passage to a new stage. The ZPD is

a unique feature of the relationship between learning

and development when the child reaches the age of

formal schooling. The concept of the ZPD has tremen-

dous explicative, prescriptive, and predictive power.

Zone of Proximal Development
and Dynamic Assessment

Vygotsky mounted a most cogent critique of IQ and

standardized testing, although it is important to note

that he did not reject the concept of ‘‘mental age’’ as

a construct. He also seemed to have had no problem

with the use of standardized tests as measures of fully

developed psychological functions as indicated by

independent performance.

Vygotsky’s concern was mainly with the resulting

focus of instruction. He believed that standardized

testing tended to focus instruction on already existing

abilities that were insufficient in terms of the design

of an instructional response to the developmental

challenge. The current practice of dynamic assess-

ment (DA) grew directly from these observations.

Vygotsky felt that standardized testing should be used

in conjunction with other forms of assessment and

that the most appropriate focus of the assessment pro-

cess should be on identified, emerging functions of

the child. As a result, DA has refocused assessment

on a wider range of developmental issues, positing

assisted and emerging performance as legitimate para-

meters of assessment.

One of the best-known experiments in the assess-

ment of learning aptitude was conducted by the

Russian psychologist Ivanova in the 1970s. In this

experiment, a child was given a set of cards with pic-

tures of geometrical forms, shapes, and colors and

asked to sort the cards on the basis of their distinctive

attributes. The child was given prescribed prompts

from the examiner until the task was successfully

completed. Thereafter, another (similar) set of cards

was given to the child for the same purpose, but

without the assistance of the examiner. The ‘‘length’’

of the ZPD was calculated by notation of the quality

and quantity of the prompts required for the child to

successfully transfer the skills acquired under assis-

tance to independent functioning.

A number of attempts have been made to develop

formal DA tools. Notably, Carol Lidz and Ruthann

Jepsen developed the Application of Cognitive Func-

tions Scale (ACFS) as a dynamic assessment procedure

for use with children between 3 and 5 years of age. The

ACFS assesses six tasks, composed of four core scales

(Classification, Auditory Memory, Visual Memory, and

Sequential Pattern Completion) and two supplemental

scales (Verbal Planning, Perspective Taking).

The concept of the ZPD, as seen through the

approach of DA, offers an operational view of the

child’s actual level of development and a measure of

emerging and imminent development. Utilizing the

concept of the ZPD, DA unites traditional assessment,

instruction, intervention, and remediation. DA is for-

mative and prescriptive. It is interactive and encom-

passes an integrated vision of the teaching–learning

environment.

Instructional Applications of the
Zone of Proximal Development

In practical terms, the concept of the zone of proximal

development refocuses instructional and teaching strat-

egies on maturing psychological functions. In effect,

the instructional task in the light of the ZPD is to facili-

tate the development of the whole child.

Instructional design might begin with a child’s

actual level of development. During this process, an

assessment of the child’s potential for moving on to

higher levels of functioning should be made. Eventu-

ally, the focus of instruction becomes the zone of

proximal development and the identified targets of the

next level. Finally, the child reaches a new level of

development and the process begins again.

Learning, then, is a social process. Vygotsky rested

his theory of cognitive development on the process of

internalization. The child engages in a social process

with a guide or more skilled peer and eventually,

through imitation, is able to perform higher functions

autonomously. The concept of imitation held, for

Vygotsky, a special and technical meaning closely

related to the concept of the ZPD. The child may not

be expected to imitate behaviors that lie outside of his

or her zone of proximal development. Those behaviors
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that the child is able to intellectually imitate, particu-

larly when assisted by a more capable guide, are indi-

cators of emerging functions and demarcate the ZPD.

Vygotsky uses the example of the initial efforts of the

novice to learn chess. A child may play checkers with

a chess set as a result of a conceptual generalization

based on color. In developmental terms, the child has

failed to acquire, at this point, a scientific concept of

roles and functions indicated by the identities of the

chess pieces.

In the determination of the ZPD, interaction with

the child is critical. Imitation and collaboration provide

the basis for tailoring the teaching-learning experience

of the child to developmental needs. Collaboration, in

the Vygotskian sense, does not simply mean joint or

coordinated effort. It refers to situations in which the

child has the opportunity to interact in social contexts

for the purpose of problem solving. Collaboration is

necessary, in this sense, because it maintains the

dynamic tension between what the child is able to

achieve independently and what the child may

achieve through imitation and the gradual apprehen-

sion of modeled behaviors.

Vygotsky was not specific about the role of the

adult guide in the interactive environment of the ZPD.

He mentioned only four guiding behaviors in his writ-

ing on the subject: showing how to solve a problem

and guiding the child in imitation; beginning a prob-

lem and allowing a child to finish; proposing to a child

that he or she solve a problem together with another,

more developed child; and explaining a principle for

solving a problem, asking leading questions, and ana-

lyzing a problem. What is clear is that learning is

enhanced in collaborative and guided environments

like the circumstances of formal schooling. Autono-

mous behavior and higher-order psychological func-

tions begin in a social environment and are internalized

by the maturing learner.

The ZPD, clearly, has diagnostic and prescriptive

uses, not all of which were contemplated by Vygotsky.

As mentioned, many of these uses are analogical, met-

aphorical, or schematic and do not necessarily integrate

Vygotsky’s developmental model of sociocultural

learning with specific practice.

Vygotsky’s Methodology

Vygotsky’s overriding concern was the development

of the ‘‘higher psychological processes.’’ His critique of

stimulus-response frameworks, which included Russian

psychology (reactology), German behaviorism (Wilhelm

Wundt), and Western behaviorism (J. B. Watson,

Edward L. Thorndike), centered on the fact that these

models usually focus on the etiology of lower psy-

chological functions—those shared by humans and

anthropoids. Vygotsky’s theoretical focus was on the

distinctly human characteristics of higher psychological

functioning. His methodology rested on three theoreti-

cal dispositions: (1) a focus on the analysis of process

rather than the observation and analysis of stable, fixed

objects; (2) an emphasis on the explanation of essential

and defining characteristics of human psychological

development rather than a focus on the merely descrip-

tive and superficially observable; and (3) a focus on the

‘‘historical’’ study of the process of change. Vygotsky

believed that much of the psychological research of the

time was brought to bear on ‘‘fossilized behaviors’’ that

had become automatic or mechanized (i.e., autonomic).

In short, he proposed a psychology that focused on the

analysis of processes, the explication of the dynamics

of human development, and the reconstruction and

analysis of critical developmental junctures.

Experimentally, Vygotsky’s model of the process of

maturation led him to what he called, in Mind in Society,

‘‘the functional method of double stimulation.’’ This

approach, as seen in the example discussed with relation

to the topic of DA, allowed Vygotsky and later research-

ers to identify the inner structure of current stages of

maturation and to identify proximal stages.

The experimental methodology of Vygotsky and

later Russian psychologists influenced by him has not

been entirely translated into English. Vygotsky, par-

ticularly in his translated work, tended to report his

conclusions and research methodology separately;

although he uses frequent examples in the extant

English language sources, they are usually unaccom-

panied by the observational data. Later Vygotskians

broadened the experimental base of his model,

although much of that body of research has yet to be

translated into English.

Enduring Influence of the
Zone of Proximal Development

The influence of Vygotsky’s concepts on modern edu-

cational practice can be recognized in the development

of new models in instructional design. These models

claim Vygotsky as a forbearer to the direct application

of his ideas to the challenge of instructional design and

delivery in the modern classroom environment.
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There is a definite relationship between Vygotsky’s

sociocultural theory of the ZPD and the proponents of

collaborative learning, as Vygotsky provides the epis-

temological model required to ground collaborative

strategies in a theory of learning. In much the same

way, constructivists of all types and inclinations tend

to draw an unbroken line from Vygotsky, Piaget, and

John Dewey to more recent expositors like Jerome

Bruner, and then finally to current practices, without

carefully distinguishing the unique and significant

contributions of each.

More directly, the approaches generally known as

situated cognition, cognitive apprenticeship, and scaf-

folding (and related constructs of modeling, coaching,

and fading) find theoretical support and epistemologi-

cal grounding in the concept of the ZPD.

Vygotsky’s achievement in developing the ZPD

concept lies in the fact that he successfully combined

a theory of child development and a psychosocial

model of mind which, together, focus the process of

teaching and learning directly on the child in his or

her social context. In so doing, he may be regarded—

along with John Pestalozzi, Maria Montessori, Dewey,

and Piaget—as a progenitor of the child-centered view

of modern education. With the ZPD, Vygotsky’s legacy

must be considered fourfold:

1. The establishment of an organizing principle for

instruction that relates whole child development in

a social setting to specific learner goals to complete

academic tasks and master learning domains

2. The redefinition of the relationship between

teachers and learners

3. The redirection and broadening of assessment

criteria

4. The establishment of a critical link between formal

schooling and psychological development

The concept of the ZPD has been extremely pow-

erful in the generation of systematic methodologies

and practical strategies. Notwithstanding, the idea that

the human mind is powerfully shaped by social forces

and the interaction of the child with his or her envi-

ronment is unsettling to Western, especially Ameri-

can, educators who see it as contrary to half-formed,

frequently nebulous and ill-defined value formations,

such as independence, American individualism, and

self-reliance. This accounts for the fact that many

practitioners have embraced the ZPD and practices

derived from the concept itself, while neglecting or

rejecting Vygotsky’s sociocultural point of departure

and the developmental implications of the teaching–

learning process.

John J. Ketterer

See also Learning; Learning Strategies; Learning Style;

Piaget’s Theory of Cognitive Development
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See also Adult learning; Intelligence and intellectual

development; Intelligence quotient (IQ); Intelligence
tests; Learning; Learning disabilities

Cohen, Rosalie, 1:221–222
Coie, John, 2:916
Coleman, James

social capital work of, 2:754
tracking and, 2:983

Communication disorders, 1:165–170
aphasia, dysphasia disorders and, 1:167
assistive technology devices and, 1:67
developmental stuttering and, 1:169
dysarthrias, 1:169–170
feedback signals and, 1:166
fluency disorders and, 1:169
hearing and speech perception and, 1:165, 1:167–168
hearing loss and, 1:168, 2:568
IDEA and, 2:521
language disorders and, 1:168–169, 2:565–570
language processing and the brain and, 1:167
linguistic intelligence and, 2:712–713
motor plans, equivalence and, 1:166
paralinguistic changes and, 1:166
professional training and, 1:170
prosodic changes and, 1:166
speech and language development and, 1:168
speech communication and, 1:165
speech disorders and, 2:927–931
speech production process and, 1:165–167
writing, drawing motor development and, 2:701

Community-Based Abstinence Education, 1:3
Competence/mastery theories of intrinsic motivation, 

1:485, 1:489, 2:689
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Competition, 1:170–172
biological factors in, 1:170
conflict and, 1:180–181
cultural norms affecting, 1:171
developmental factors in, 1:171
dominance hierarchy and, 1:171–172
extracurricular activities and, 1:387–392
sexual factors in, 1:170–171
social structure factors in, 1:171

Computerized axial tomography (CT, CAT scan), 1:112
The Condition of Education (NCES), 2:721–722
Conduct disorders, 1:172–178

antisocial personality disorder, 1:173
anxiety, 1:40
attachment disorder, 1:77
cognitive behavioral therapy for, 1:177
conduct disorder, 1:173
cultural factors and, 1:173
diagnosis difficulties and, 1:172
disciplinary actions and, 1:250
dysfunctional communication and, 1:174
educational institution services and, 1:175
emotional self-regulation and, 1:174
environmental structure changes and, 1:176–177
gender differences in, 1:175
IDEA and, 1:175
impairment measurement and, 1:173
individual, small group interventions for, 1:177
interpersonal situation factors and, 1:173
negative familial behavior patterns and, 1:174
oppositional defiant disorder, 1:173
parent training intervention and, 1:177
positive behavioral support and, 1:176
psychopharmacology intervention and, 1:177–178
quality of life and, 1:172
resource costs and, 1:175
response-to-intervention model and, 1:175
social learning curriculum and, 1:177
socioemotional evaluation intervention and, 1:175–176
systemic interventions for, 1:176
temperament and, 1:174–175
understanding and identification of, 1:172–173
See also Aggression; Bullying; Peer influences; School

violence and disruption
Confidence interval (CI), 1:178–179

lower and upper bounds of, 1:178
magnitude of error and, 1:178
research hypotheses test using, 1:179
sample data, range of values and, 1:178
standard error and, 1:179

Conflict, 1:180–181
bullying and, 1:119–124
competition and, 1:170–172
conflict management skills and, 1:180
disagreements element of, 1:180
functional vs. dysfunctional type of, 1:180
interdependence of parties in, 1:180
management strategies of, 1:180–181
management strategies of, friendship and, 1:410
of peer relationships, 1:412
social phenomenon concept of, 1:180

students’ rights and, 2:949–953
third-party management processes and, 1:181

Conservation, 1:181–182
definition of, 1:181
identity vs. equivalence forms of, 1:182
Piaget’s work regarding, 1:181–182
pre-operational vs. concrete operations development stage

and, 1:182
Constructivism, 1:182–183

apprenticeship learning and, 1:183
assessment and, 1:182–183
creativity, knowledge construction and, 1:200
creativity and, 1:194–200
Dewey’s inductionist constructivism and, 1:183
discovery learning and, 1:255–258
dynamical systems theory and, 1:285
educational technology and, 1:315
equalibration and, 1:350–351
gender as a social construct and, 1:37
knowledge as language and, 1:183
knowledge definitions and, 1:183
learners constructing knowledge and, 1:229
openness and, 1:182
Piaget’s theory of cognitive development and, 1:182–183,

2:285, 2:798, 2:799
postmodern constructivism and, 1:183
preschool moral education and, 1:163
reductionism vs., brain-relevant education

and, 1:114–115
social constructivism and, 1:183
student ideas, contributions and, 1:324
transmission of knowledge teaching vs., 1:182

Contingency contracts, 1:184–185
advantages of using, 1:184
behavioral management technique of, 1:184
educational settings and, 1:184–185
effectiveness components of, 1:184
effectivenss procedures and, 1:184
home-school notes usage and, 1:185
instructional objectives and, 2:533–536
limitations of, 1:185
self-contracts and, 1:185
task, reward, task reward elements of, 1:184

Continuity and discontinuity in learning,
1:185–187

all-or-none learning models and, 1:186
cognitive lifespan development and, 1:186–187
definitions regarding, 1:185
dynamical systems and, 1:285–288
empirical and theoretical research on, 1:185–186
mathematical models of psychological processes and learning

research on, 1:186
nature of the task and, 1:186
“stationarity” principle and, 1:186

Cooper, Harris
homework research by, 1:494, 1:496

Cooperative Integrated Reading and Composition (CIRC)
cooperative learning model, 1:192

Cooperative learning, 1:187–193
academic outcomes of, 1:188–189
content-specific models of, 1:189
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Cooperative Integrated Reading and Composition (CIRC)
learning method and, 1:192

definitions regarding, 1:187
elaborative explanation dialogue and, 1:189
generative learning theory and, 1:189
group goal, individual accountability in, 1:187
Group Investigation learning method and, 1:188, 1:191
group work vs., 1:187
Guided Reciprocal Peer Questioning (GRPQ) learning 

method and, 1:191–192
Jigsaw learning method and, 1:188, 1:190–191, 2:967
learning communities and, 2:579–584
Learning Together learning method and, 1:188, 1:191
peer-assisted learning and, 2:767–768
Piagetian learning theory and, 1:190
racial prejudice reduction and, 1:188
Reciprocal Teaching learning method and, 1:192
responsibility for learning transfer in, 1:187
social outcomes of, 1:188
sociocognitive learning theory and, 1:190
sociocultural learning theory and, 1:189–190
Student Team Achievement Division (STAD) learning 

method and, 1:188, 1:191
Student Team Reading and Writing model of, 1:192
Team Accelerated Instruction (TAI) learning method and,

1:192–193
Teams Game Tournament (TGT) learning method and, 1:191
See also Peer influences

Cornell, David, 2:885
Cornell, Stephen, 1:363
Correlation, 1:193–194

correlational research and, 1:373
criterion variable and, 1:375
meta-analysis and, 2:672–673
natural experiment design and, 1:375
nonparametric correlation statistic and, 1:194
partial correlation and, 1:194
Pearson’s correlation and, 1:193
predictor variable and, 1:375
recision vs. relevance and, 1:373
relationship between pairs of variables and, 1:193
scatterplot and, 1:193
t-test statistic and, 1:193

Cosmides, Leda, 1:235
Cox, Barbara, 1:155
Craik, F. I. T., 2:623
Craik, Fergus, 1:186–187
Cramer, Stanley, 2:869
CR-CBA (criterion-referenced curriculum-based assessment).

See Alternative academic assessment (AAA)
Creativity, 1:194–200

adaptiveness criterion and, 1:194–195
aptitude-process-environment contexts and, 1:199
the arts and, 1:195–196
biographical or case study research approach and, 1:198
biometric research methods and, 1:198
definition of, 1:194
developmental perspective on, 1:196
divergent thinking and, 1:267–268
educational psychology and, 1:200
eminence misconception and, 1:196–197

enhancement empirical theme and, 1:199–200
experimental research method and, 1:198
generality vs. specificity theme and, 1:198–199
historiometric research approach and, 1:198
knowledge construction and, 1:200
multidisciplinary creativity research, scholarly journals of, 1:196
negative deviance misconception and, 1:195
psychometric research method and, 1:197–198
psychometric theoretic perspective of, 1:197
research regarding, 1:197–198
Schoolwide Enrichment Model, creativity enhancement and, 1:199
sociocultural context and, 1:195
system theories and, 1:197

Criterion-referenced testing, 1:200–206
absolute comparison feature of, 1:201
alignment and validity of, 1:202–203
Bookmark standard-setting method and, 1:204
classroom instruction use of, 1:204–205
Code of Fair Testing Practices and, 1:205
cut-scores and, 1:204
definition of, 1:200–201
design of items on, 1:201
domain for, 1:201
high-stakes testing and, 1:465–470
large-scale CRT and, 1:202–204
letter grades and, 1:205
mainstreaming, inclusion and, 2:629–630
multiple-choice tests and, 2:709–711
NCLB and, 1:202, 1:203
norm-referenced tests and, 1:201, 2:734–738
objective-references and, 1:201
performance levels and, 1:203
program evaluation using, 1:202
purposes for using, 1:202
scores produced by, 1:201
scoring interpretation of, 2:644
selection and use guidelines for, 1:205
self-referencing framework vs., 1:204–205
standardized tests and, 2:938–939
standards-based interpretation and, 2:734
standard setting and, 1:203–204
Standards for Educational and Psychological Testing and,

1:205, 1:469, 2:995
summative, formative feedback from, 1:204

Critical race theory, 1:365
Crocker, Jennifer, 2:896
Cronbach, Lee J., 2:710
Cross, Patricia

learning communities research of, 2:580, 2:581–582
Cross-sectional research, 1:206–213

adjusted R and, 1:207
aggregation and, 1:210–211, 1:211 (figure)
cluster sampling and, 1:208
common method variance and, 1:210
complete, partial moderation and, 1:210
complete mediation and, 1:209
conditional mean imputation and, 1:207
conditions for establishing causality and, 1:206
controlled variables and, 1:211
convergent vs. discriminant validity and, 1:213
cross-validation and, 1:207
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experimental designs and, 1:212, 1:376, 1:378
joint, partial causation by a third variable and, 1:210
listwise, pairwise deletion and, 1:207
longitudinal research and, 1:206, 2:616–619
maximum likelihood, multiple imputation methods and, 1:207
measured, manipulated, controlled, randomized, omitted

variables and, 1:211
measures of association and, 1:206–207
multiple R2 comparisons and, 1:210
nonexperimental designs and, 1:212–213, 1:212 (table)
nonproportionate stratified sampling and, 1:208
nonspuriousness and, 1:209–210
omitted variables and, 1:211
overfitting, shrinkage problems and, 1:207
Pearson product-moment correlation coefficient and, 1:205
plausible rival hypotheses and, 1:209
proportionate stratified sampling and, 1:208
quasi-experimental designs and, 1:212, 1:376, 2:836–838
randomized variables and, 1:211
random selection and, 1:208
reliable covariation and, 1:205–209
reverse, reciprocal causation and, 1:209, 1:209 (figure)
sample credibility scale and, 1:212 (table)
sample frame and, 1:208
sample representativeness and, 1:208–209
sample size and, 1:207
statistical significance and, 1:207
temporal ordering and, 1:205
truncated samples and, 1:209
unconditional mean and, 1:207
unit of observation, unit of analysis and, 1:210
See also Longitudinal research

Crystallized intelligence (gc), 1:213–216
cultural factors, testing and, 1:214–215
developmental factors and, 1:214
emotional intelligence and, 1:334–337
factorial status of, 1:215
fluid intelligence and, 1:213, 1:406–407, 2:537, 2:550
general intelligence and, 1:213, 2:537
heredity and, 1:214
measurement of, 1:214–215, 1:407
motivation and, 1:214
personality and, 1:214
physiological evidence of, 1:214
psychometric evidence of, 1:213–214
spatial test measurement and, 1:215
verbal intelligence measurement and, 1:215
See also Adult learning

Csikszentmihalyi, Mihalyi
flow concept work of, 1:118, 1:199
systems theory of creativity and, 1:196

Cultural deficit model, 1:216–217
academic underachievement and, 1:216
American Indians, Alaska Natives and, 1:31–37
Asian Americans and, 1:55–60
criticisms of, 1:216, 1:224–225
culturally diverse, cultural difference model vs., 1:216
cultural values, family dysfunction and, 1:216
diversity and, 1:268–270
evolution of thinking about difference and, 1:216
explanation of, 1:216

Head Start programs and, 1:216
intelligence tests and, 2:551, 2:553
negative effects of, 1:216
social, educational implications of, 1:216–217, 1:224–225, 1:365
social class, classicism and, 2:908–912
See also Ethnicity and race

Cultural diversity, 1:217–223
achievement gap and, 1:222
American Indians, Alaska Natives and, 1:31–37
Asian Americans and, 1:55–60
bilingual education and, 1:97–103
bilingualism and, 1:106–107
celebration of as a strength and, 1:217
cultural conflict case example and, 1:219
cultural deficit model and, 1:216–217
cultural plurality and, 1:217
Deaf Culture and, 1:219, 1:222
definition of, 1:217
discrimination and, 1:259–260
diversity and, 1:268–270
ethnicity vs. culture and, 1:217–218
family influences and, 1:399–400
gifted and talented curriculum and, 1:441
health disparities and, 1:19, 1:222
Hispanic, Latino/a designation and, 1:218
immigration laws and, 1:217
inclusion of disabled students and, 2:511
intelligence, cognitive style and, 1:221–222
language diversity and, 1:218
linguistic bias and, 1:221
mainstreaming and, 2:628
minority group definition and, 1:218
multicultural classrooms and, 2:702–707
multicultural education and, 2:708–709
multiple intelligences concept and, 1:221–222
nationality as ethnic group and, 1:218
origin of diversity and, 1:217
political incorrectness, covert prejudice and, 1:220
professional case examples and, 1:219–220
professional service delivery and, 1:223
religious groups as ethnic groups and, 1:218
sexual orientation and, 1:218
“shared knowledge” concept and, 1:221
situational bias and, 1:221
social class, classicism and, 2:908–912
terminology use and, 1:217–219
test bias and, 1:220–221
tracking and, 2:986
value bias and, 1:221
white privilege case example and, 1:220
women as minority group and, 1:218
See also African Americans; American Indians and Alaska

Natives; Cognitive and cultural styles; Culture;
Diversity; Ethnicity and race; Hispanic Americans;
Immigration; Multicultural classrooms

Cultural style. See Cognitive and cultural styles; Culture;
Ethnicity and race

Culture, 1:223–228
achievement gap misconceptions and, 1:224
American Indians, Alaska Natives and, 1:31–37
Asian Americans and, 1:55–60
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broad definitions complexity and, 1:225–227
cultural deficit model and, 1:216–217, 1:224–225
cultural diversity and, 1:217–223
definitions regarding, 1:223
developmental processes and, 1:227–228
diversity and, 1:268–270
educational psychology and, 1:223–224
ethnicity as foundation of diversity among racial categories

and, 1:225
ethnicity vs. culture and, 1:217–218
ethnography and, 1:366–367
family influences and, 1:399–400
gender differences and, 1:433–434
individuals impacting on, 1:224
individuals living culture and, 1:225
intragroup heterogeneity and, 1:226
intrapersonal intelligence and, 2:714–715
multicultural classrooms and, 2:702–707
multicultural education and, 2:708–709
NCLB, learning culture and, 1:225
race, ethnicity and, 1:224–225
race as socially constructed variable and, 1:225
research issues regarding, 1:225–226, 1:227–228
social development and, 2:918
sociological construct within contexts and, 1:223–224
See also Cognitive and cultural styles; Ethnicity and race

Cummings, E. Mark, 1:332–333, 2:914
Cummins, Jim, 1:347
Curriculum-based measurement (CBM)

Stanley Deno’s work on, 1:26
dynamic indicators of basic skills and, 1:26
oral-reading fluency and, 1:26
skill domains of, 1:26
standardized procedure of, 1:26
summative vs. formative assessments and, 1:26–27

Curriculum development, 1:228–234
abstinence education and, 1:1–4
assessment/evaluation element of, 1:231
Bloom’s Taxonomy of Learning and, 1:110–111, 1:229
content element of, 1:230–231
definitions regarding, 1:228
educational technology and, 1:313–321
for gifted and talented students, 1:440–442
interaction, dynamic model of, 1:232
meaning of curriculum and, 1:228–229
methods element of, 1:231
naturalistic models of, 1:232–233
objectives/outcomes element of, 1:230
philosophy contributions to, 1:229
psychology contributions to, 1:229
situational analysis, contextual factors and, 1:230
sociology contributions to, 1:229
stakeholders in, 1:233
terminology use and, 1:228
Tyler’s objective model of, 1:231–232
See also Acceleration

Dahir, Carol, 2:871
Daloz, Larry, 1:14
Dansereau, Donald, 1:188
D.A.R.E. (Drug Abuse Resistance Education) program, 1:284, 2:797

Darkenwald, Gordon, 1:11
Darling-Hammond, Linda, 1:363
Darwin, Charles

evolutionary theory of, 2:793
naturalistic intelligence of, 2:715
recapitualtion theory and, 2:639
sex binary concept of, 1:37

Davies, Patrick, 1:332–333, 2:914
Davis, Barbara, 1:453
Davis, Jesse B., 2:866
Deaf students

achievement gap and, 1:222
bilingual education and, 1:101
Deaf Culture and, 1:219
IDEA and, 2:521

Dean, Paul, 1:290
DeCharms, Richard, 2:556
Deci, Edward

cognitive evaluation theory of, 2:557
extrinsic reward, intrinsic motivation work of, 2:556
self-determination theory work of, 2:556, 2:890, 2:891

Deductive reasoning, 1:235–236, 2:524–525
analogical representations of premise information

and, 1:236
Bayesian inferential processes and, 1:235
formal operational intelligence (Piaget) and, 2:801
hypothetico-deductive reasoning and, 2:801
inductive reasoning and, 2:523–524
inferences, quantifier terms in, 1:235
inferences, schemas and, 1:235
mental-logic theories and, 1:235–236, 2:964
mental-models theories and, 1:236
pragmatic inferences and, 1:235–236
role of content in making inferences and, 1:235

Deno, Evely, 2:517–518
Deno, Stanley, 1:26
Depression

acculturative stress and, 1:9
aggression victims and, 1:22
anxiety and, 1:39
attribution theory and, 2:572
autobiographic memories and, 1:338
bullying victims and, 1:122, 2:884
child abuse victims and, 1:144, 1:398
cognitive behavior modification and, 1:161
divorce, remarriage, the family and, 1:398–399
domestic violence and, 1:275
genetic, family influences and, 1:395
grade retention and, 1:448
homelessness and, 1:493
learned helplessness theory of, 2:572
mood-congruent material and, 1:338
neglect victims and, 1:145
overweight children and, 2:740
prevalence of, 2:661
psychopharmacological treatment of, 1:178
refugees and, 2:506
sexual orientation and, 2:901
suicide behavior and, 2:954, 2:956

Derzon, James, 2:885
Deschooling Society (Illich), 1:481
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Descriptive statistics, 1:236–238
calculator use and, 1:125–126
central tendency and, 1:237
correlation and, 1:237–238
dispersion and, 1:237
examples of, 1:237–238
field experiments and, 1:400–402
frequency distribution and, 1:408–409,

1:408 (tables), 1:409 (figure)
graphical, tabular representations and, 1:238
inferential statistics and, 2:524–530
interquartile range and, 1:237
in longitudinal research, 2:618–619
mean, media, mode and, 1:237
mean and, 2:640–641
median and, 2:652–654
mode and, 2:678
normal curve and, 2:733–734
percentile rank and, 1:237, 2:772–774,

2:772 (table), 2:774 (table)
quantiles and, 1:237
quantitative research and, 2:834
quartiles and, 1:237
regression and, 2:844–845
scientific method and, 2:888–889
standard deviation and, 1:237, 2:934–935
standard scores and, 2:774, 2:939–941
stanine scores and, 2:943
T scores and, 2:961–962
variance and, 2:934–935
See also Reliability; Validity

Desforges, Charles, 1:479
de Shazer, Steve, 2:869
Deutsch, Morton

facilitative communication concept of, 1:188
group dynamics work of, 1:188

Developing and Managing Your School Guidance Program
(Gysbers and Henderson), 2:867

DeVries, David, 1:188
DeVries, Rheta, 1:162, 1:163
Dewey, John, 1:393 (quote)

creative thinking process and, 1:267, 2:542
experiential learning concepts of, 2:579
individual democracy concept and, 1:155
inductionist constructivism and, 1:183
learning, creativity, imagination relationship and, 1:200
learning by doing, exploring teaching method and, 1:255, 2:963
learning from failure and, 1:393
moral development, education and, 2:563
peer collaboration and, 1:188

DI. See Engelmann’s Direct Instruction (DI) curriculum
Diagnostic and Statistical Manual of Mental Disorders (DSM),

1:238–240
anorexia nervosa classified in, 1:307–308
anxiety disorder types in, 1:41–42
attachment disorder types in, 1:76
autism classifications in, 1:83
Axis I through IV disorders in, 1:238–239
behavior disorders classified in, 1:92
bulimia nervosa classification in, 1:308
disabilities classification in, 1:245

drug abuse classification in, 1:282
eating disorder not otherwise specified and, 1:309, 1:312
gender identity disorder classification in, 1:37, 1:434, 1:436
history of, 1:238
homosexuality and, 2:901
importance of, 1:239
intelligence tests, IQ scores and, 2:546, 2:547 (table)
mental retardation definition, classification in, 2:668, 2:670
oppositional defiant disorder classified in, 1:173
separation anxiety classification in, 1:484
transvestic fetishism classificiation in, 1:434
See also Learning disabilities

Diamond, Marian, 1:113
Diathesis-stress theories of suicidal behavior, 2:957–958
Dickens, Charles, 2:561 (quote)
DiClemente, Carlo, 1:281, 1:282
The Digest of Education Statistics (NCES), 2:722
DiPerna, James, 1:448
Direct instruction, 1:240–243

definitions regarding, 1:240
Engelmann’s Direct Instruction (DI) theory and, 1:240–242
evaluation of, 1:242
generic behavioral explicit teaching features and, 1:240
presentation methods and, 1:240–241, 2:966
process steps in, 1:240, 2:966
program design and, 1:241–242
student mastery of objectives and, 1:240
variations in, 1:242–243
See also Engelmann’s Direct Instruction (DI) curriculum

program; Teaching strategies
Dirkx, John, 1:14
Disabilities, 1:243–249

Americans with Disabilities Act definition of, 1:243
assistive technology and, 1:66–69
classroom accommodations and, 1:248
communicating effectively with parents and, 1:247
Deaf Culture and, 1:219
diagnostic dilemmas regarding, 1:246–247
disciplinary actions and, 1:250
early detection importance and, 1:245
Early Head Start and, 1:305
early intervention programs and, 1:301, 1:303
educating youth with, 1:247–248
educational psychology and, 1:248
English-language learners misdiagnosis and, 1:247
eugenics movement and, 1:244
federal legislation and, 1:244, 2:705
functional classification of, 1:243
history of educational practices and, 1:244–245
ICD, DSM classification of, 1:245
IDEA and, 1:245
inclusion and, 2:508–511
Individualized Family Service Plan and, 1:247
individualized instruction requirement and, 1:248
intelligence testing to assess, 1:244
language disorders and, 2:565–570
learning disabilities identification and, 1:245
least restrictive environment (LRE) requirement and, 1:245, 1:247
National Association for Retarded Children and, 1:244
NCLB and, 1:245
physical and social integration importance and, 1:247–248
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prevention and diagnosis of, 1:245–246
risk-factors identification and, 1:245
socially constructed classification of, 1:243–244
students of color misdiagnosis and, 1:245
transition planning and, 1:248
type classification of, 1:243
vouchers and, 2:1010
See also Individuals with Disabilities Education Act

(IDEA); Learning disabilities; Mental retardation;
Special education

Disabilities Education Improvement Act (IDEA) of 2004
anxiety disorder and, 1:42

Discipline, 1:249–255
academic performance factor and, 1:250
alternative settings and, 1:254
best practices and, 1:254
corporal punishment and, 2:951
expulsion and, 1:253, 2:951
FAST Track intervention and, 1:254
Gun Free Schools Act and, 1:250, 1:252
low-level violence and, 1:249
minority students, overrepresentation and, 1:250
Multisystemic Therapy program and, 1:254
negative academic indicators and, 1:249
office referrals and, 1:252
preventing misbehavior at classroom level and, 1:252
preventing misbehavior at school level and, 1:251–252
restorative justice program and, 1:254
school characteristics with low disciplinary referrals and,

1:251–252
school discipline indices use and, 1:253–254
school removal rates and, 1:250
school safety and, 1:249, 1:250, 1:253, 1:254
social policy conflict and, 1:251
student and school characteristics interaction and, 1:250–251
students’ rights and, 2:951–952
students with disabilities overrepresentation and, 1:250
suspension and, 1:252–253, 2:951
targeted interventions and, 1:254
zero tolerance policies and, 1:249, 1:250, 1:251, 1:253,

1:254, 2:886–887
Discovery learning, 1:255–258

constructivism and, 1:255
Control of Variable strategy research and, 1:257–258
creation and organization of knowledge and, 1:255
definitions regarding, 1:255–256
direct instruction vs., 1:255
empirical evidence regarding, 1:256–257
future research in, 1:258
guided discovery and, 1:258
guiding questions, self-explanations and, 1:257–258
philosopher, educator influences and, 1:255–256
praise mechanisms and, 1:258
pure discovery to guided discovery continuum and, 1:256
self-generations and, 1:258
task selection and, 1:257
transference of learning research and, 1:256–257
See also Teaching strategies

Discrimination, 1:258–261
academic performance and, 1:260
affirmative action policies and, 1:260

American Indians, Alaska Natives and, 1:25–31
causes of, 1:259–260
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family influences as mediator of, 1:397
gangs and, 1:417
geographical disparities theory of, 2:805, 2:806
Head Start program and, 1:304–305
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psychosexual personality development stages and,
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personality and, 2:819
problematic development, 2:825
socialization and, 2:819
social roles and, 2:819
See also Erikson’s theory of psychosocial development;

Identity development; specific disorder
PTA. See Parent Teacher Association (PTA); Primary Trait

Analysis (PTA) grading scales
PTSD. See Posttraumatic stress disorder (PTSD)
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frequency distribution and, 1:408–409, 1:408 (tables),
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discourse-level processes and, 2:514–515
dyslexia and, 1:288–293
extratextual factors and, 2:515
graphic and semantic organizers, 2:841
instructional variables and, 2:841–842
language disorders and, 2:568–569
limitations of current knowledge and, 2:842
literacy and, 2:608–616
literacy crisis and, 2:511, 2:609
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self-regulatory systems, plans and, 2:843
social learning theory and, 2:842, 2:921
subjective values and, 2:843

Reciprocal Teaching cooperative learning model, 1:192
Reeves, D. B., 2:707
Regression, 2:844–845

coefficient of determination calculation and, 2:844–845
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habituation and, 1:455–458
operant conditioning and, 2:749–751
positive, negative reinforcement, 2:845
positive, negative vs. aversive stimuli, 1:88
primary, secondary reinforcers and, 2:845–846
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judge and jury setting and, 2:858
learning and behavior domain and, 2:858
manager and employee setting and, 2:858
research methodology domain and, 2:858
teacher expectancy effect and, 2:859, 2:911
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data collection, analysis and, 2:883
dimensions of, 2:883–885, 2:883 (figure)
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science as a method and, 2:888
scientific hypotheses and, 2:888

Scriven, Michael, 1:369
Sears, Robert, 2:920
Seattle Longitudinal Study, of adult learning, 1:11–12
Selective serotonin reuptake inhibitors (SSRIs), 1:178
Self-actualization

characteristics of, 2:637
Maslow’s hierarchy of basic needs and, 2:634, 2:636–637
Personal Orientation Inventory (POI) measurement of, 2:638
self-actualizing people studies and, 2:637

Self-awareness
emotional intelligence competency of, 1:335
intrapersonal intelligence and, 2:714–715
learning styles and, 2:598

Self-concept
adult learning and, 1:11, 1:13
African American achievement patterns and, 1:18
child friendships and, 1:409
in childhood, 2:821
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private speech and, 2:815
psychological state and, 2:893
reciprocal determination and, 2:842
school learning and, 2:892–894
self-concept vs., 2:892
self-perception toward goal accomplishment and, 2:892
social learning theory and, 2:892, 2:920, 2:922–923
teacher promotion of, 2:894
teacher self-efficacy and, 2:894, 2:911–912
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vicarious experiences and, 2:893, 2:894
witness mastery demonstrations and, 2:893
See also Self-esteem

Self-esteem, 2:895–898
academic validation and, 2:897
aggression victims and, 1:22
authoritative parenting style and, 2:762
bullying and, 1:121–122, 2:884
child abuse victims and, 1:398
in childhood, 2:821
cliques and, 1:152
context of close relationships and, 2:896
contingencies of, 2:895, 2:896–897
culture and the pursuit of, 2:897
discrimination and, 1:260
divorce, remarriage, the family and, 1:398–399
divorce and, 1:270–273
domestic violence and, 1:275, 1:277
failure and, 1:393, 1:394, 2:895
femininity standards and, 1:428
identity development and, 2:501
learned helplessness and, 2:570–573
Maslow’s hierarchy of basic needs and,

2:634, 2:634 (figure)
neglect victims and, 1:145
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overweight children and, 2:740–741
physical abuse victims and, 1:144
responses to success and, 2:896
school mental health programs and, 2:664
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self-esteem movement and, 2:895
self-validation goals and, 2:897
self-worth and, 2:896–897
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social identity theory and, 1:426
stability of, 2:896
threats to, 2:895–896
trait self-esteem and, 2:895
See also Self-efficacy
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failure and, 1:393
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of older learners, 2:747
tracking and, 2:984–985

Self-reflection, 2:921–922
Self-regulation

ADHD and, 1:79
African American achievement patterns and, 1:18
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conduct disorders and, 1:173–174
cooperative learning and, 1:190
disorganized attachment type and, 1:75
emotional intelligence competency of, 1:334–335, 1:337
emotion and cognitive capacity and, 2:695–696
goals and, 1:443–445
parent child relationship and, 1:331–332
principle of self-regulation fluctuation and, 2:640
private speech and, 2:814

reciprocal determination and, 2:843
school readiness and, 2:876–877
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African American achievement patterns and, 1:19
anorexia nervosa and, 1:308
cliques and, 1:152
contingencies of, 2:896–897
ego threat and, 2:572
emotional regulation and, 1:329
homework, motivation, academic achievement and,

1:496–497
learned helplessness and, 2:572
of older learners, 2:747
self-esteem and, 2:896–897
source of vulnerability and, 2:896–897
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learned helplessness research of, 1:277, 2:570, 2:571, 2:572

Semantic memory
adult learning and, 1:12
concepts, relations of long-term memory and, 2:623–624
episodic memory vs., 1:349–350, 2:655
flashbulb memories and, 1:404, 2:657

SEN. See Statement of Special Educational Needs
(SEN, United Kingdom)

Sensory memory, 2:654–655
Separation anxiety disorder, 1:42
Sex education, 2:898–900

abstinence education and, 1:1–4
challenged faced by, 2:900
definition of, 2:898
ethical challenges of, 2:900
history of, 2:899–900
HIV/AIDS and, 2:898
“just say no” ideology and, 2:899
learners’ health and well-being and, 2:898
libertarian sexual diversity ideology and, 2:899–900
Masters and Johnson study of human sexual response and, 2:899
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purpose of, 2:898–899
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sexual activity, pregnancy, STDs and, 2:797–798
sexual behavior research and, 2:899
sexuality education and, 2:898
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sexually healthy relationships and, 2:899
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topics of, 2:898
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Sexuality Information and Education Council of the United
States (SIECUS), 2:898

Sexually transmitted diseases (STDs), 2:797–798
Sexual orientation, 2:901–903

bisexuality and, 2:901
coming out process and, 2:901–902
compulsory heterosexuality and, 2:903
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DSM classification and, 2:901
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emotional, romantic, sexual attraction and, 2:901
future directions in, 2:903
gay, lesbian, bisexual, transgender (GLBT)

terminology and, 2:901
GLBT pride, history and, 2:902–903
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homosexual identity formation and, 2:901
homosexuality and, 2:901
internalized homophobia and, 2:901, 2:903
Kinsey Scale and, 2:901
nature vs. nurture and, 2:902
prenatal hormonal hypothesis and, 2:902
reparative therapies and, 2:902
sexual preference term vs., 2:903
suicide behavior and, 2:956
transformational ministries and, 2:902
See also Gender; Gender differences; Gender identity

Shank, Gary, 2:827
Shaping, 2:903–905

behavior modification technique of, 2:903
contingency-shaped behavior and, 2:905
differentiation of a response and, 2:904
method of successive approximations and, 2:904
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rule-governed behavior and, 2:905
B. F. Skinner and, 2:903–905
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brain mechanisms of, 2:621
brief duration characteristic of, 2:905
characteristics of, 2:905–906
chunking of information concept and, 2:906, 2:1016
decay, displacement, interference and, 2:906
educational applications of, 2:906
elaboration technique and, 2:906
encoding strategies and, 2:906
examples of, 1:404
explicit memory and, 1:383–384
learning process and, 2:576
limited capacity characteristic of, 2:905–906
long-term memory gateway of, 2:906
primary memory and, 1:12
rehearsal technique and, 2:906
research on, 2:655
substitution technique and, 2:906
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See also Adult learning; Memory

Shostrom, Everett, 2:637
Shriver, Sargent, 1:460, 2:856

SIECUS. See Sexuality Information and Education Council of
the United States (SIECUS)

Siegler, Robert S., 1:257, 2:542
Silverman, David, 2:828, 2:830
Simmons, Betty Jo, 2:765–766
Simon, Théodore, 2:781, 2:941
Singer, Judith, 2:617
Singer, June, 1:37
Single versus coed gender education, 2:907–908

cognitive research findings and, 2:908
cultural assimilation and, 2:907
current trends, limitations of, 2:907–908
democratic society focus and, 2:907
future directions of, 2:908
inability to resolve debate over, 2:907–908
inequality of separateness and, 2:907
politics, economics and, 2:907
private, religious education and, 2:907

Situated cognition, 1:15, 1:264–265, 2:541, 2:578
Sixteen Personality Factor Questionnaire, 2:781, 2:784
Skinner, Burrhus F.

naturalistic observation work of, 2:723
Lindsley Ogden and, 2:809
operant conditioning and, 1:45, 1:93, 1:159, 2:575–576,

2:947, 2:963
Premack Principle of operant conditioning and, 2:813–814
reinforcement theory of, 1:229
shaping behavior technique and, 2:903–905

Slavin, Robert
Cooperative Integrated Reading and Composition learning

model and, 1:192
cooperative learning, racial prejudice and, 1:188
Student Team Achievement Division cooperative learning

model of, 1:191
Team Accelerated Instruction cooperative learning

model and, 1:192
SLD. See Learning disabilities
Smetana, Judy, 2:684
Smith, Barbara Leigh

learning communities work of, 2:579, 2:581–582
Smith, Karmuilloff, 1:479
Smith, Lorrie, 1:449
Smith, Stephen, 2:519
Smith-Hughes Act of 1917, 2:866
Smiths, Jasper, 1:40
Social class and classism, 2:908–912

achievement gap and, 2:910
The Bell Curve: Intelligence and Class Structure in American

Life (Herrnstein, Murray) and, 1:96–97
definitions regarding, 2:909–910
educational psychology implications of, 2:908–909
impact of social class and inequality, 2:909–910
NCLB and, 2:912
race, racism impact and, 2:910–911
resources inadequacies and, 2:910
self-fulfilling prophecies and, 2:911, 2:986
social class measurement and, 2:909–910
social class worldview model and, 2:910
socioeconomic status and, 2:909–910
sociopolitical, -historical, -structural inequality forces and, 2:910
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stratification, inequality and, 2:909
subjective appraisals of social class and, 2:910
teacher perceptions, expectations and, 2:858–859, 2:910–911
teacher quality and, 2:911
teacher self-efficacy and, 2:911–912
See also Cultural deficit model; Ethnicity and race; Poverty
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cooperative learning process and, 1:190
drug abuse and, 1:281
gender differences, identity and, 1:424–425
intrinsic versus extrinsic motivation and, 2:558
non-competency-contingent vs. competency-contingent

rewards and, 2:558
self-efficacy and, 2:892–895
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acculturation and, 1:8–9
bullies, victims and, 2:917
child’s emotional development and, 1:328–334
cliques and, 1:149–152
community and, 2:918–919
culture and, 2:918
distal vs. distant, 2:917–918
early child care, education and, 1:295–300
empathy and, 1:341–343
Erikson’s theory of psychosocial development and, 1:351–354
family relationships and, 2:915
friendship and, 1:409–413
Kohlberg’s stages of moral development and, 1:138–139,

1:268, 2:561–563
marital relationship and, 2:914–915
Maslow’s hierarchy of basic needs and, 2:633–639
media literacy and, 2:649–652
model for, 2:912–913, 2:913 (figure)
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parent-child relationship and, 2:913–914
parenting expectations and, 2:753–755
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peer social status, friendship and, 2:915–917
private speech and, 2:814–815
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society and, 2:918
theory of mind and, 2:977–980
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Theory (Bandura), 2:920

Social Learning and Imitation (Miller, Dollard), 2:920
Social Learning and Personality Development (Bandura,

Walters), 2:920
Social learning theory, 2:919–924

Adolescent Aggression (Bandura, Watson) and, 2:919–920
Bandura’s work in, 1:93
behaviorism vs., 2:920
behavior modification and, 1:93
cognitive view of learning and, 1:164–165, 2:920
conclusions regarding, 2:924
developmental status of learner and, 2:923
environmental social cues and, 2:920
fortuitous life factors and, 2:923
goals, expectations and, 2:924

history of, 2:919–921
human agency and, 2:921
imitation and, 2:920
impact of, 2:919–921
intrinsic versus extrinsic motivation and, 2:555–560
learning, performance and, 2:922
media impact on learning and, 2:919, 2:920–921
microanalytic unit of analysis and, 2:923
modeling and, 1:93, 2:589, 2:921, 2:922
moral reasoning, behavior and, 2:921
observational learning and, 2:743–744
outcome expectations and, 2:920
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personality development and, 2:921
reciprocal determination and, 2:842–843, 2:921
self-efficacy, collective efficacy and, 2:894, 2:920, 2:922–923
Social Foundations of Thought and Action: A Social Cognitive

Theory (Bandura) and, 2:920
Social Learning and Imitation (Miller, Dollard) and, 2:920
Social Learning and Personality Development (Bandura,

Walters) and, 2:920
Social Learning Theory (Bandura) and, 2:920
technology and, 2:920–921
unique human capabilities and, 2:921–922
vicarious reinforcement and, 2:1000–1002

Social phobias, 1:41
Social role theory, 1:426
Sociocogntive learning theory, 1:190
Sociocultural learning theory, 1:189–190
Solomon, Judith, 1:77
Sosniak, Lauren A., 1:111
Spanos, Nicholas, 2:622–623
Spearman, Charles

general intelligence theory of, 1:213, 2:536–537, 2:538,
2:544, 2:551

psychological measurement and, 2:642
two-factor intelligence theory of, 2:550

Special education, 2:924–927
adaptive instruction and, 2:926
African American statistics and, 1:17
anxiety disorders and, 1:42
applied behavior analysis and, 1:47
assistive technology and, 1:66–69
basic skills instruction and, 2:926
charter schools and, 1:132
civil rights tenets and, 2:508, 2:625, 2:667
core competencies and, 1:129
disciplinary actions and, 1:250
dyslexia and, 1:288–293, 1:289
Education for All Handicapped Children Act of 1975 and, 2:925
effectiveness of, 2:926
emotional disturbance diagnosis and, 1:92
English-language learners misdiagnosis and, 1:247
exceptionalities categories and, 2:925
explicit instruction focus of, 2:926
functional life skill instruction and, 2:926
gifted and talented programs and, 2:925
history of, 2:925
home education and, 1:478–479
homeless families and, 1:493
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IDEA and, 2:925
IEP and, 2:926
inclusion and, 2:508–511
individualization focus of, 2:924–925, 2:925–926
intensive instruction focus of, 2:926
issues in, 2:926
least restrictive placement and, 2:603–605, 2:925, 2:926
mental health care in schools and, 2:662
Mills v. the District of Columbia and, 2:518, 2:705
minority overrepresentation in, 1:222
other health impairment classification and, 1:92
precision teaching and, 2:809–812
race, class segregation and, 2:628
special education technology and, 1:66
students of color misdiagnosis and, 1:245, 2:628
system of, 2:925
teacher certification and, 1:128–129
vouchers and, 2:1010
See also Disabilities; Individualized Education Program

(IEP); Individuals with Disabilities Education
Act (IDEA); Learning disabilities;
Mainstreaming; Mental retardation;
Students’ rights; specific disorder

Special Projects of Regional and National Significance-
Commuity-Based Abstinence Education
(SPRANS-CBAE), 1:3

Specific learning disabilities. See Learning disabilities
Specific phobias, 1:41
Speech disorders, 2:927–931

articulation disorders and, 2:927, 2:928–929
assessment for, 2:930
cleft palate and, 2:929
definitions regarding, 2:927
developmental verbal apraxia and, 2:929
dialects and, 2:927–928
hearing loss and, 2:568, 2:928
intelligibility and, 2:927
interventions for, 2:930–931
language disorders and, 2:565–570
phonemes, phoneme production and, 2:927
phonological coding deficits and, 1:290–291, 1:292, 2:512,

2:568–569, 2:587–588
phonological disorders and, 2:927, 2:929–930
terminology regarding, 2:927–928
See also Communication disorders

Spelling, 2:931–933
foundational abilities, tasks of, 2:932–933
graphemic buffer concept and, 2:932, 2:933 (figure)
lexical, sublexical dual processes of, 2:932, 2:933 (figure)
phonics and, 2:790–792
reading, writing proficiency and, 2:930–931
writing process component of, 2:931

Spence, Kenneth, 1:186
Sperling, George, 2:654–655
Spitzer, Robert, 1:436
Spock, Benjamin

Baby and Child Care, 2:755
SPRANS-CBAE. See Special Projects of Regional and National

Significance-Commuity-Based Abstinence Education
(SPRANS-CBAE)

SSRIs. See Selective serotonin reuptake inhibitors (SSRIs)

Standard deviation and variance, 2:934–935
computational process, corresponding values of,

2:934, 2:934 (table)
standard deviation formula and, 2:934
standard scores and, 2:939–941
stanine scores and, 2:943
T scores and, 2:961–962
variance formula and, 2:934

Standard error of measurement
of assessment methods, 1:65
reliability and, 1:64, 2:645, 2:847, 2:849

Standardized tests, 2:935–939
accommodations given during, 2:939
constructed response items and, 2:936
constructed response items and, computer grading of, 2:937–938
constructed response items and, human grading of, 2:937
criterion-referenced score interpretation and, 2:938–939
high-stakes testing and, 1:465–470
history of, 2:935–936
home education and, 1:479
ipsative score interpretation and, 2:938
Joint Committee on Standards for Testing and, 2:645–646
linguistic bias and, 1:221
multiple-choice tests and, 2:709–711
normative score interpretation and, 2:938
norm-referenced tests and, 2:734–738
overstandardization and, 2:939
scoring of multiple-choice items and, 2:936–937
selected response item type and, 2:936
situational bias and, 1:221
standards-based score interpretation and, 2:939
test anxiety and, 2:968–971
test bias, cultural diversity and, 1:220–221, 2:551, 2:553
See also Aptitude tests; Intelligence quotient (IQ);

Intelligence tests
Standard scores, 2:939–941

central tendency and, 2:940
explanation of, 2:939–940
mean and, 2:940
nominal, ordinal, interval, ratio scales of measurement and, 2:941
normal curve and, 2:733–734
norming sample of people and, 2:940
norm-referenced standardized tests and, 2:940
percentile rank and, 2:772–774, 2:941
scaled scores and, 2:940
standard deviation and, 2:940
stanine scores and, 2:943
statistical significance and, 2:943–944
transformed scores and, 2:940
T scores and, 2:940
z score and, 2:940

Standards for Educational and Psychological Testing, 1:205,
1:469, 2:995

Stanford–Binet intelligence test, 2:941–942
cognitive ability factors and, 2:941–942
diversity of, 2:942
history of, 2:941
intelligence domains and, 2:941–942
IQ scores and, 1:50, 2:549, 2:551, 2:552, 2:642,

2:659, 2:735
SB5 advances in, 2:941–942
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scoring of, 2:942
subtests of, 2:942

Stanine scores, 2:943
advantages, disadvantages of, 2:943
area-normalized standards scores and, 2:943
process steps of, 2:943
standard scores and, 2:774, 2:939–941
transformed scores assignment and, 2:943

Stanley, Julian, 1:376
Starch, D., 1:60
Statement of Special Educational Needs

(SEN, United Kingdom), 1:478
Statistical significance, 2:943–945

confidence interval and, 1:178–179
correlation and, 1:193–194
criticism of, 2:944
growth curve model and, 1:381
inferential statistics and, 2:524–530
instrumental variables regression and, 1:401
internal validity and, 2:554–555
misinterpretation of, 2:944
null hypothesis and, 2:943
practical, clinical significance alternatives to, 2:944
probability and, 2:943–944
quantitative research and, 2:834
random sample and, 2:839–840
regression and, 2:844–845
scientific method and, 2:888–889
standard deviation, variance and, 2:934–935
T scores and, 2:961–962
value-added modeling and, 1:381

Statutory Guidance 2007 (United Kingdom), 1:477
STDs (sexually transmitted diseases), 2:797–798
Steele, Claude

stereotype threat phenomenon and,
1:19, 1:268, 1:269–270

Steneck, Nicholas, 1:361
Stepfamily Association of America, 2:756
Stereotypes, 2:945–947

Gordon Allport’s work on, 2:946
authoritarian personality and, 2:945–946
categorization process and, 2:946
cognitive processes and, 2:946
discrimination and, 1:259–260
explanation of, 2:945
gender stereotyping and, 1:422, 1:424, 1:427
group processes and, 2:946
group similarities, differences and, 2:945
halo effect and, 1:458–459
history of, 2:945–946
intercategory difference, interclass similarity and, 2:946
intergroup relations impact on, 2:945
Walter Lippmann and, 2:945
personality types and, 2:945–946
research history and, 2:945
social cognitive processes and, 2:946
social identity, self-categorization theory and, 2:946
stereotype threat phenomenon and,

1:19, 1:268, 1:269–270
Sternberg, Robert

contextual awareness, intelligence theory and, 1:199

Investment Theory of Creativity and, 1:196
triarchic theory of intelligence and, 1:12,

1:439, 1:441, 2:538, 2:544, 2:988–994
Stevens, Nan, 1:410
Stevens, Robert, 1:192
Stevens, S. Smith, 2:643–644
Stice, Eric, 1:312
Stimulus control, 2:947–949

aversive stimuli and, 1:88–89
behavior prediction and, 2:947
classical conditioning and, 2:947
contingencies of the past and, 2:948–949
education applications and, 2:948
incentive-motivation and, 2:947
operant conditioning research and, 2:947
operant contingencies and, 2:948
unlearned responses from unconditioned stimulus and, 2:947

Stodolsky, Susan, 1:140
Stone, Carolyn, 2:871
Strang, Ruth, 1:439
Strong Interest Inventory, 2:781, 2:784–785
Students’ rights, 2:949–954

confidentiality and, 2:952
corporal punishment and, 2:951
discipline and, 2:951
discrimination and, 2:952–953
dress regulation and, 2:950
education hampered by, 2:949
ethnicity, race, SES and, 2:949
First Amendment and, 2:950
free and appropriate education and, 2:949
freedom of expression and, 2:950
future implications regarding, 2:953
limiting factors and, 2:949
school violence, safety and, 2:950, 2:952
searches, seizures and, 2:951–952
special needs students and, 2:953
suspensions, expulsions and, 2:951
See also Disabilities; Individualized Education Program (IEP);

Individuals with Disabilities Education Act (IDEA);
Learning disabilities; Mainstreaming; Special education

Student Team Achievement Division (STAD) cooperative
learning model, 1:191

Suarez-Orozco, Marcelo, 1:473
Substance abuse

ADHD and, 1:81
African Americans and, 1:17
aggression victimization and, 1:21
anxiety and, 1:40, 1:41, 1:42
aversive stimuli therapy for, 1:89
behaviorism, adult learning and, 1:15
bullying and, 1:122
child abuse victims and, 1:398
domestic violence and, 1:275
Drug Abuse Resistance Education (D.A.R.E.) and, 2:797
extracurricular activities and, 1:388
family contextual factors and, 1:398
gang activity and, 1:417, 1:419–420
genetic, family influences and, 1:395
HIV/AIDS risk and, 1:477
homelessness and, 1:493
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poverty and, 1:398, 2:854
public education crisis and, 2:796–797
school mental health promotion, prevention and, 2:664, 2:797
sexual abuse victims and, 1:145
suicide and, 2:954, 2:955, 2:956

Sudman, S., 1:212 (table)
Sue, David, 2:500
Sue, Derald Wing, 2:500
Suicide, 2:954–959

altruistic suicide and, 2:956
American Indians and, 1:35
anomic suicide and, 2:956
anorexia nervosa and, 1:310
bullying victims and, 1:122, 1:123
burdensomeness, failed belongingness and, 2:957
child abuse victims and, 1:144, 1:145, 2:954, 2:955, 2:956
definitional variations of, 2:954
diathesis-stress theories and, 2:957–958
egoistic suicide and, 2:956
entrapment, escape theory and, 2:958
fatalistic suicide and, 2:956
genetics, family history and, 2:954–955
hopelessness and, 2:956–957
indicative, selective, universal intervention strategies and, 2:959
internal homophobia and, 2:901
mental illness and, 2:955–956
mnemonic interlock and, 2:957
perfectionism and, 2:957
prevention strategies and, 2:958–959
primary, secondary, tertiary prevention stages and, 2:959
problem solving and, 2:957
risk factors of, 2:954
school crisis intervention and, 2:665
serotonin and, 2:955
social isolation and, 2:956
statistics, rates of, 2:954
“suicidal career” concept and, 2:958
targeting prevention strategy and, 2:959
transgender people and, 1:432
twin studies of, 2:955

Sullivan, Harry Stack, 2:819
Suppes, Patrick, 1:186
Suskie, Linda, 1:451, 1:452
Swain, Merrill, 1:343, 1:346
Swann, William, 2:896
Sylwester, Robert, 1:113

Taba, Hilda, 1:442
TAI. See Team Accelerated Instruction (TAI) cooperative

learning model
Tajfel, Henri, 1:269, 2:946
Tallal, Paula, 1:290
The Talmud, 2:753 (quote)
TANF. See Temporary Assistance for Needy Families

Act (TANF)
Tangney, June, 2:682
Tarule, Jill, 1:12
Teacher Education Accreditation Council (TEAC), 1:129
Teachers for a New Era (TNE), 1:382

Teaching strategies, 2:962–968
classical conditioning and, 2:963
constructivism and, 1:182–183
cultural learning styles and, 2:704–705
curriculum development and, 1:228–234
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